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Effect of Plasticity of Fines on Properties
of Uniformly Graded Fine Sand

M. Akhila, K. Rangaswamy, N. Sankar, and M. R. Sruthy

1 Introduction

Even though researchers separate soils based on particle size as sand, silt and clay,
in the field, soil always exists as a combination of all these. There are many studies
concentrating on the effect of fines on the shear characteristics of sand [1–3] and
liquefaction [4–7] but only a few studies have considered the other properties.

Yang and Wei [8] have analysed the change in critical state friction angle for
Fujian and Toyoura sands. For clean sand without fines, the critical state friction
angle tends to decreasewith increasing roundness of sand particles.When those sands
were tested with fines (round shape), the critical state friction angle of the mixture
tends to decrease with an increase in fines content. But for fines with an angular
shape, the critical state friction angle tends to increase with fines content. Phan et al.
[9] have conducted one-dimensional consolidation tests on sand–silt mixtures (with
low-plastic fines at a constant void ratio and constant relative density) and indicated
that the behaviour of the mixtures were similar to those of loose sand. The effect
of fines on void ratios was studied by Cubrinovski and Ishihara [10]. The authors
reported that the void ratio initially decreases as the fines content increases from
0–20% and above 40% fines, the maximum and minimum void ratios were seen to
increase steadily.

It is clear from the literature that the studies on the effect of plasticity of fines on
the properties of sand are limited. Hence, the present study is focused on the effect
of the amount of fines and the type of fines (or plasticity index of fines) on various
properties of sand like specific gravity, limiting void ratios, grain size characteristics,
angle of internal friction and compression index.
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Abstract. Liquefaction induced damages are plenty and cause various levels of destruction to 

civil engineering infrastructure. It is possible to prevent liquefaction-induced hazards by 

understanding the mechanism and adopting some improvement techniques or design the 

structure to resist the soil liquefaction. In the present study, the influence of cyclic preloading on 

the liquefaction resistance of sand-silt mixtures is analyzed by conducting undrained cyclic 

triaxial tests on the cylindrical samples reconstituted at medium dense conditions (Dr = 50%). 

All samples were tested at an effective confining pressure of 100 kPa by varying the cyclic stress 

ratios (CSR) in the range of 0.127 to 0.178 using a sinusoidal waveform of frequency 1 Hz. The 

results are presented in the forms of the pore pressure build-up, axial strain variation and 

liquefaction resistance curves. Test results indicate that the liquefaction resistance of silty sands 

is increased substantially with the application of preload under drained conditions.  

1.  Introduction 

Liquefaction induced damages are plenty and cause various levels of destruction to civil engineering 

infrastructure. It is possible to prevent liquefaction-induced hazards by understanding the mechanism 

and adopting some improvement techniques or design the structure to resist the soil liquefaction. The 

first possibility is to avoid the construction on liquefiable soil deposits as far as possible. However, it is 

mandatory to utilize the available land for the various infrastructure developments due to scarcity in the 

availability of land even it does not satisfy the required properties. Hence, the second option is to make 

the structure resistant to liquefaction by adopting deep foundations. Nevertheless, the deep pile 

foundations may not prevent liquefaction damages in all cases.  Piles are causing to deflect in 

liquefaction susceptibility zones. Hence, the third option is liquefaction mitigation which involves 

improving the strength, density, and drainage characteristics of the soil. The selection of the most 

appropriate ground improvement method for a particular application could depend on many factors 

including the type of soil, level, and magnitude of improvement to be attained, required depth and extent 

of the area to be covered.  This paper presents an experimental study regarding the applicability of 

preloading for the improvement of liquefaction resistance.  

2.  Literature review 

Preloading of the soils occurs naturally (for eg., erosion, the flow of groundwater, etc)  or artificially  

(purposeful preloading to improve the soil properties, demolition of structures, etc). A few researchers 

have analyzed the liquefaction resistance of preloaded soils. The details are given in Table 1.  
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ABSTRACT The design and performance analysis of an open-ended three-phase induction motor, driven
by an Infinite Level Inverter (ILI) with its speed control using scalar and direct vector control techniques
are presented in this paper. The ILI belongs to an Active-Front-End (AFE) Reduced-Device-Count (RDC)
Multi-level Inverter (MLI) topology. The fundamental structure of this inverter topology is a dc-to-dc buck
converter followed by an H-bridge. This topology performs a high-quality power conversion without any
shoot-through issues and reverse recovery problems. The performance of the proposed topology is validated
using a resistive load. The THD of output voltage waveform obtained is 1.2%. Moreover, this topology
has exhibited a high degree of dc-source voltage utilization. ILI considerably reduces the switching and
conduction losses, since only one switch per phase is operated at high frequency, and other switches are
operated at power frequency. The overall efficiency of the inverter is 98%. The speed control performance
of the ILI topology using three-phase open-ended induction motor has been further validated through scalar
and direct vector control techniques. Results obtained from simulation studies are verified experimentally.

INDEX TERMS Active-front-end, multi-level inverters, reduced-device-count, scalar and direct vector
control, three-phase infinite level inverter.

AFE Active Front End
CHB Cascaded H- Bridge
ESR Equivalent Series Resistance
FOC Field Oriented Control
FC Flying Capacitor
GaN Gallium Nitride
IGBT Insulated Gate Bipolar Transistor
ILI Infinite Level Inverter
M Modulation Index
MIC Module Integrated Converter
MLI Multi-Level Inverter
MMC Modular Multilevel Converter
NPC Neutral Point Clamped
PWM Pulse Width Modulation
qCHB-FLBI Quasi Cascaded H- Bridge Five Level

Boost Inverter

The associate editor coordinating the review of this manuscript and

approving it for publication was Xiaofeng Yang .

qZSI Quasi Z- Source Inverters
RDC Reduced Device Count
RSA Reduced Switch Asymmetrical
RSM Reduced Switch Modified
RSS Reduced Switch Symmetric
Si Silicon
SiC Silicon Carbide
SM Sub Modules
SPWM Sinusoidal Pulse Width Modulation
SVPWM Space Vector Pulse Width Modulation
THD Total Harmonic Distortion
WBG Wide Band Gap
ZVS Zero Voltage Switching
C Filter Capacitance
D Diode
fc Carrier Frequency
fm Modulating Frequency
fs Fundamental Frequency
fsw Switching Frequency
I∗as, I

∗
bs, I
∗
cs Stator Phase Current References
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ic Current through the Capacitor
ICripple Capacitor Ripple Current
ICpeak Peak Current through the Capacitor
iD Current through the Diode
I∗
F
, I∗

T
Flux And Torque Producing
Components of Current

IDrating Current Carrying Capacity of Switch
iL Current through the Inductor
ILavg Average Inductor Current
ILpeak Peak Current through the Inductor
ILripple Inductor Ripple Current
Im Maximum Current
iph Phase Current
Irr Reverse Recovery Current
Is Stator Current
I∗s Phasor Reference Current
iSW Current through the Switch
ISWrating Current Carrying Capacity of Switch
L Inductance
PD Switching Power Dissipation
Qc1, Qc2, Qc3 High Frequency Operating Switches
Q1, Q2, Q3, Q4 Power Frequency Operating Switches
RL Load Resistance
Te Actual Torque
T ∗e Reference Torque
T
OFF

Turn OFF Time
TON Turn ON Time
trr Reverse Recovery Time
Ts Sampling Time
Vc Voltage across the Capacitor
Vco Average Output Voltage across

Buck Capacitors.
Vce_sat Collector Emitter Voltage at Saturation
VCmax Maximum Voltage across the

Capacitor
VCripple Capacitor Voltage Ripple
V
D

Voltage across the Diode
VDstress Voltage Stress across the Diode
Vf Forward Voltage of Diode
V
GS

Gate Source Voltage
Vi Input DC- Source Voltage.
V
L

Voltage across the Inductor
Vm Maximum Voltage
Vo Sinusoidal Output Voltage
Voa ,V0b ,Voc Output Phase Voltages
Vph Phase Voltage
Vs Standing Voltage across the Switch
VSW Voltage across the Switch
VSWstress Switching Voltage Stress
δ Sinusoidal Varying Modulation Index
ω Angular Frequency
1I

L
Linear Current Change through
Inductor

ωr Actual Speed
ω∗r Reference Speed

λ∗ Reference Rotor Flux Linkage
λr Flux Linkage
θT Torque Angle
L Laplace transform

I. INTRODUCTION
Nowadays dc-to-ac inverters are playing a crucial role
in power electronic areas such as electric drives, electric
vehicles/hybrid electric vehicles, uninterruptable power sup-
plies, HVDC power transmission, renewable energy integra-
tion, Flexible AC Transmission Systems (FACTS) and static
VAR compensators. Based on the development and the nature
of output voltage waveform, the inverters are broadly classi-
fied as two-level or square wave inverters, quasi-square wave
inverters, two-level PWM inverters and multilevel inverters
(MLI). The major problems associated with conventional or
two-level inverters include the requirement of semiconduc-
tor devices of higher power ratings. To obtain the required
voltage/current capacity, many devices need to be connected
in series/parallel strings. As a result, these inverters generate
low power quality output waveforms along with more con-
duction loss. Hence to overcome the aforementioned draw-
backs, MLI can be chosen as a better alternative [1].

During the past three decades, MLIs [2]–[7] attracted wide
attention both in the scientific as well as in industrial fields,
because of its improved power conversion capabilities such
as better power quality, control and efficiency as compared to
all other conventional inverters. The basic concept of MLI
is to generate a higher number of voltage levels with less
distortion. The power conversion is performed by various
dc low voltage levels along with several low rated power
semiconductor switches. Each level is defined as the por-
tion of voltage waveform where the magnitude of voltage
remains constant for a defined duration which leads to the
generation of a staircase voltage waveform. If the number
of voltage levels increases, then the power quality of the
output voltage waveform also increases. In modern industrial
applications, demand for MLIs have increased due to its
viable technology to implement controlled speed drive and
to maintain power quality in high-power applications. The
basic fundamental topologies ofMLIs are classified into three
categories; they are i. Cascaded H-Bridge (CHB) [2], [8], [9],
ii. Neutral Point Clamped (NPC) or Diode Clamped [10] and
iii. Flying capacitor (FC) [11]. They are popularly known
as classical topologies. Out of these fundamental topologies,
first two are required to have a single dc source, while the
third one requires multiple dc-sources. But, to realize those
topologies, more numbers of semiconductor devices and pas-
sive components are required. Hence the system becomes
bulky and complex. One of the most desirable properties of
the multilevel structure is modular structure or modularity.
Among the aforementioned topologies, the CHB due to its
modularity exhibits higher output voltage, power level and
reliability. Practically, NPC and FC topologies are feasible
up to 5-levels only, beyond this limit, their structure and
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control implementation become more complex and also the
device count for different ratings increases a lot. On the other
hand, for higher levels, CHB is the best solution, since its
devices are of the same power rating. However, the control
implementation is more complex due to the requirement of
coordination among too many power semiconductor devices
and the increased number of dc-sources required for gener-
ating a higher number of levels [9]. Apart from the classical
topologies, several novel application-oriented MLI topolog-
ical developments have been reported in various literatures.
They are basically derived from classical topologies or their
hybrids. However, none of the new generation topological
developments can be claimed to be absolutely advantageous.
Most of them are designed for specific applications.

In general, the application-oriented topologies have been
focussed on increasing number of output voltage levels
and power quality, with reduced number of switching
devices, passive component counts and cost. Some of the
application-oriented approaches are discussed in [12]–[19].
Another significant development in MLIs is fault-tolerant
topology. Chen et al. [20] has proposed a fault-tolerant topol-
ogy to obtain uncompromised multilevel voltage waveform
in the event of partial failure(s) in the power circuit. Such
topologies maintain the output voltage waveform utilizing
control signal modification along with redundancy offered
by multi switching states. Another important contribution
in MLI topologies was introduced by Glinka [21] presented
a new single DC source-based multilevel topology, known
as ‘Modular Multilevel Converter (MMC)’. The salient fea-
tures of this MMC are its modularity and scalability. This
topology is simpler than CHB inverter. It could conceptually
meet any voltage level requirements with reduced harmonic
issues, lower converter components ratings, and also with
improved efficiency. The proposed topologies have caught
the attention for medium/high-power energy conversion
systems, industrial applications including FACTS, HVDC
transmission systems, medium-voltage variable-speed drives
and medium/high voltage dc-to-dc converter applications.
Suman Debnath et al. [22] presented a review article regard-
ing MMC. It is highlighted with a general overview on the
basics of operation, control challenges, state-of-the-art con-
trol strategies and application challenges. Majority of MLIs
are originated by arranging different configurations of Sub
Modules (SM), which are able to connect to each other, that
can create conventional and modern MLIs. Vijeh et al. [23]
presented a general review of MLIs based on main
submodules.

In the last couple of decades, the researchers are tak-
ing efforts and are being directed to reduce the device
count (RDC) in MLI topologies. The reduction of semicon-
ductor switches and passive components inMLIs can improve
the efficiency and reliability of the system as well as the over-
all loss, cost, size and complexity. A large number of different
novel RDC-MLI topologies have been reported in different
literatures [24]–[34]. The aforementioned topologies have
their own merits and demerits from application requirements.

Bana et al. [35] presented a comprehensive review on some
recently developed RDC-MLI topologies, which are more
suitable in different applications such as machine drives,
renewable energy systems and FACTs. These topologies can
be used in grid-tied as well as in standalone applications.
The RDC-MLI topologies are broadly classified into three
types. They are reduced switch symmetric H-bridge type
MLI (RSS-MLI) [36], [37] and reduced switch asymmetrical
H-bridge typeMLI (RSA-MLI) [38]. The general structure of
the configurations mentioned above is an RDC-MLI coupled
with an H-bridge, whereas reduced switch modified MLI
(RSM-MLI) [39]–[41] topologies are without H-bridge.

In recent years, a number of novel topologies have been
noticed in various literatures. The general structure of such
existing topologies are Active Front End (AFE)-RDC-MLI
topology. These existing MLI topologies varies depending
on the dc-to-dc converter used. Those topologies consist of
an AFE converter (dc-to-dc converter) followed by a syn-
chronized H-bridge. The main role of the AFE converter is
generation of voltage levels, and that of H-bridge topology
is polarity generation (inverter). Different AFE- RDC-MLI
topologies are discussed in various literatures [42]–[53].

This paper presents the design and performance analysis
of a three-phase AFE-RDC-MLI topology for open-ended
three-phase induction motor drive application. In this pro-
posed topology dc-to-dc buck converter is used for generating
different voltage levels, which is operating at high switching
frequency. The generation of output voltage levels depends
upon the switching frequency of the AFE converter. If the
switching frequency is increased, then the number of output
voltage levels also increases. Due to the higher number of
voltage levels, the output voltage waveform becomes smooth
sinusoidal. If the switching frequency of the AFE converter
is increased to almost infinity, the levels generated in the
output voltage waveform becomes infinite. Hence, the power
quality of the output voltage waveform is enhanced. There-
fore, the proposed topology is called as an infinite level
inverter (ILI) topology. The performance of the proposed
topology has been validated with a resistive load as well as
with an open-ended three-phase induction machine. Results
obtained from the simulation studies are verified experi-
mentally. The taxonomy of MLIs are briefly discussed in
TABLE-1. The proposed MLI topology has several
advantages.

1) Only one switch per phase operates at high frequency.
2) H-bridge inverter circuit operates at power frequency.
3) This topology is free from shoot through menace

because of the presence of inductors between the volt-
age source and inverters.

4) The output filtering capacitors in AFE converters can
be an electrolytic capacitor which is smaller and less
expensive as compared to ac capacitors.

5) This topology is suitable for implementing sophisti-
cated algorithms.

6) The advance control strategies developed by the
researchers related to dc-to-dc converter can be directly
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TABLE 1. Taxonomy of multilevel inverters.
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TABLE 1. (Continued.) Taxonomy of multilevel inverters.
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TABLE 1. (Continued.) Taxonomy of multilevel inverters.
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TABLE 1. (Continued.) Taxonomy of multilevel inverters.
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TABLE 1. (Continued.) Taxonomy of multilevel inverters.
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TABLE 1. (Continued.) Taxonomy of multilevel inverters.
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TABLE 1. (Continued.) Taxonomy of multilevel inverters.

applied to the system. Since the AFE converter operates
at high switching frequency ranges, it is more flexible
to control.

7) The system exhibits high dynamic performance.
Hence, the output voltage remains dynamically
unchanged when subjected to large disturbances in
supply voltage or load currents.

8) The dc-to-dc converter based topology is highly
compatible for implementing closed-loop control
system.

The main outcomes of this article are as follows.

• Design, analysis and performance of a three-phase infi-
nite level inverter-driven induction motor is performed.

98442 VOLUME 9, 2021
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• This topology has been tested with a resistive load and
found to possess very good quality voltage and current
waveforms in terms of THD.

• The dc-voltage requirement for generating a fixed
ac-voltage output ismuch less than that required by other
similar topologies, which is validated by SPWMcontrol.

• The third harmonic injection modulation scheme has
also been performed using this inverter and found that
the dc-source utilization can be improved further.

• The efficiency of the inverter has also been found to
be better since only one switch per phase is operated
at a high frequency. All the switches in conventional
inverters are operated at high frequency.

• Scalar and vector control of induction motor has also
been performed using this topology. It has been found
that both the controls exhibits better dynamic perfor-
mance with this topology. Moreover, the ILI has been
found to impart better performance to an induction
motor drive.

• In conventional inverter circuits, the voltage applied
across the terminals of the motor would be of abso-
lute discrete values like Vdc, −Vdc, Vdc/2, −Vdc/2, etc.
Hence, the instantaneous error voltage between the
applied voltage and the desired sinusoidal voltage would
be large. This error voltage manifests as torque ripples
in the motor, deteriorating the performance of the motor.

• In the buck converter-based topology presented in this
paper, the applied voltage is near to sinusoid and hence
the error in the applied voltage is almost negligible.
This results in negligible torque pulsations in the motor,
thereby obtaining better performance from the motor.
Open ended windings are used so that all the three buck
converters can be connected to the same voltage source.

Now-a-days power, electronic industries and their applica-
tion fields are changing from traditional silicon (Si) power
semiconductor devices to potentially superior and high fre-
quency operable counterpart, i.e., Wide Band Gap (WBG)
devices, like Silicon Carbide (SiC) and Gallium Nitride
(GaN) [54]. With the advent of WBG materials, standard
Si technology is being replaced by high-frequency switches.
If the Si semiconductor devices used in ILI topology are
replacedwithWBGdevices, then there will bemore improve-
ment in efficiency and performance. Thereby, the system
becomes more compact and operable at high frequency
ranges.

This paper is organized as follows. In section II, a brief
description of the basic structure of the proposed three-phase
infinite level inverter topology is discussed. Principle of
operation of ILI is discussed in section III. In section IV,
modes of operations. In section V, the mathematical model
of the proposed topology is discussed. In section VI, design
of ILI. Criteria for selection of components are discussed
in section VII. The efficiency calculation is discussed in
section VIII. In section IX, the third harmonic injection
method is discussed. In section X, scalar and vector control
of ILI fed induction motor are presented. Simulation results

are presented in section XI. In Section XII, the comparison of
ILI with conventional H-bridge inverters and AFE-RDC-MLI
topologies are presented. In section XIII, discusses about the
experimental setup and results. Finally, section XIV, con-
cludes the paper and XV, provides with future scope.

II. THREE-PHASE INFINITE LEVEL INVERTER TOPOLOGY
The basic structure of infinite level inverter is a buck con-
verter followed by an H-bridge. The proposed topology has
the sole objective of reducing the count of passive elements
and power semiconductor components without any loss of
power quality in power conversion. Meanwhile, it reduces the
switching and conduction losses, size and control complexity
of the circuit. Three individual ILI circuits are combined to
obtain a three-phase ILI topology which is shown in Fig. 1.
The proposed topology consists of one high-frequency oper-
ated switch for every buck circuit and four low-frequency
operated switches for every H-bridge; hence, one inductor
and one capacitor per phase. This topology has a high degree
of dc-source voltage utilization and low voltage stress across
the switches as compared to traditional two-level and other
similar inverter topologies. Other attributes of this circuit are
the absence of shoot-through issue, less reverse recovery loss
and body diode conduction loss in semiconductor switches.

FIGURE 1. Three phase Infinite Level Inverter topology. Basic structure of
the proposed topology is a buck converter (AFE converter) followed by an
H-bridge. This topology consists of one high-frequency operated switch
for every buck circuit and four low-frequency operated switches for every
H-bridge; hence, one inductor and one capacitor per phase.

III. PRINCIPLE OF OPERATION
In an MLI each level is defined as the portion of voltage
waveform where the magnitude of voltage remains constant
for a defined duration. In the ILI, the voltage varies at every
instant, and there is no time span where the voltage remains
constant. If the time span in which the voltage remains con-
stant tends to zero, the voltage waveform becomes a pure
sine wave. The AFE converter generates a fully rectified
infinite level voltage waveform by varying the duty cycle of
the buck circuit in a fully rectified sinusoidal manner. The
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quality of output voltage depends on the switching frequency
of the AFE converter. Fig. 2 shows the SPWM control logic
of ILI. The number of voltage levels developed across the
buck capacitor is given by

VLevel =
fc
fm

(1)

FIGURE 2. SPWM control logic of ILI. (a) High-frequency switching pulses
of AFE converter (b) Power frequency switching patterns of polarity
generation-part (H-bridge inverter).

where, ‘f ′c is the carrier frequency and ‘f ′m is the modulating
signal. The duty cycle of the AFE converter is denoted by ‘δ′

which varies in a rectified sinusoidal fashion.

δ = M |sin(ωt)| (2)

where, ‘M ′ is the modulation index. The output voltage of the
buck converter is given by,

Vco = δVi (3)

The fully rectified sinusoidal output voltage across ‘C ′1 is
given by,

Vco1 = ViM |sin(ωt)| (4)

where, ω = 2π f and ‘V ′i is the input dc-source voltage. The
rectified sine wave is unfolded by the H-bridge circuit to get
a sinusoidal voltage across the load (7). The switching pulses
for the H-bridge are synchronised with the modulating signal
of the AFE converter. Therefore, the output voltage becomes

+ViM |sin(ωt)| 0 6 ωt 6 π (5)

−ViM |sin(ωt)| π 6 ωt 6 2π (6)

Vo = ViMsin(ωt) 0 6 ωt 6 2π (7)

The inversion process occurs at the natural zero-crossing
point of the output voltage, resulting in zero voltage switch-
ing (ZVS) and hence reduces the switching power loss.
In a three-phase ILI, the duty ratios of dc-to-dc converter
switches are displaced by 120◦. The three-phase voltage
generation across the buck converters are fully rectified sine
waveforms (8), (9), (10).

Vco1 = ViM |sin(ωt)| 0 6 ωt 6 2π (8)

Vco2 = ViM |sin(ωt − 120)| 0 6 ωt 6 2π (9)

Vco3 = ViM |sin(ωt + 120)| 0 6 ωt 6 2π (10)

These rectified voltage waveforms are unfolded into the
sinusoidal waveforms by appropriate switching of H-bridge.

Voa = ViMsin(ωt) 0 6 ωt 6 2π (11)

Vob = ViMsin(ωt − 120) 0 6 ωt 6 2π (12)

Voc = ViMsin(ωt + 120) 0 6 ωt 6 2π (13)

IV. MODES OF OPERATION
There are four modes of operation for this inverter. They
are discussed with the help of Fig. 3 Mode-1: During the
period δT , the switch Qc1 is turned ON, and the induc-
tor current starts rising. The diode is reverse biased. The
output capacitor is charged exponentially. Mode-2: Dur-
ing the period (1− δ)T , switch Qc1 is turned OFF, and
the parallel diode starts conducting. The current through
the inductor falls, and it freewheels through the diode.
In modes 1&2, Q1 and Q4 are conducting, so that a posi-
tive voltage is obtained across the load. Hence it generates
the output voltage as +ViM |sin(ωt)| across the load side.
Mode-3: is same as mode-1, except for the fact that Q2 and
Q3 are switched ON. Mode-4: is same as mode-2, except for
the fact that Q2 and Q3 are switched ON. Hence it generates
the output voltage as−ViM |sin(ωt)| across the load side. The
output voltage developed across the inverter load terminal is
Vo = ViMsin(ωt); 0 6 ωt 6 2π.
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FIGURE 3. Mode of operations. (a) Mode-1, (b) Mode-2, (c) Mode-3,
(d) Mode-4.

V. MATHEMATICAL MODEL OF ILI
The ILI is a buck–H bridge cascade. The buck converter
is represented using the conventional transfer function of a
dc-to-dc converter. The input to the transfer function is a
rectified sine wave, acting as its variable duty cycle. The
output for this transfer function is a rectified voltage, which
would be available from the buck converter provided with
such a duty cycle. This rectified voltage is unfolded with
an H-bridge. This process is represented using a switch,
which passes the input as such to the output when the input
is positive and passes the negative of the input when the
input is negative. This is equivalent to inversion process.
The main part of the proposed converter is a dc-to-dc buck
converter is shown in Fig.5. Here the buck converter plant is
modelled to attain a simplified and linearized system around
the equilibrium point using feedback control technique. The
dynamic averaged equations of buck converter are Inductor
current,

diL
dt
=
−VCO
L
+
Vid
L

(14)

Capacitor voltage,

dVco
dt
=
iL
C
−
Vco
RC

(15)

FIGURE 4. (a) AFE converter switching characteristics wave forms and
(b) Waveforms of voltage and current of (i) Inductor and
(ii) High-frequency switch.

On applying these equations into single input single output
system model, the standard variables are used.

dx1
dt
=
−1
L
x2 +

Vi
L
U

dx2
dt
=

1
C
x1 −

1
RC

x2

 (16)

where, system input ′U ′, system output ′y′, and system
state ′X ′. On rewriting the system equations in terms of the
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FIGURE 5. DC-to-dc buck converter topology.

standard variables, the inductor current,iL = x1 , capacitor
voltage,VCO = x2 and duty ratio is the input ′u′ and Output,
y = VCO = x2 . Thereby the dynamic averaged equations
can be rewritten with the new variables. Hence the state
equations are (16). This equations satisfies linearity. By using
sinusoidal PWM switching technique, the input dc-source
voltage (Vi) is transformed into a fully rectified sinusoidal
voltage waveform. Its frequency is same as the reference
signal. In case of the proposed topology, the duty cycle is in
a rectified sinusoidal fashion. Hence, the transfer function of
input is

U (s) =
1

s2 + 1
(17)

To obtain the transfer function, from the state equation
apply Laplace transform

CY
(
S +

1
RC

)
= X1

SCY
(
S + 1

RC

)
=
−1
LC

Y +
Vi
CL

U

 (18)

On rearranging the equation,

Y
(
S2 +

1
RC

S +
1
LC

)
=

Vi
CL

U (19)

The transfer function of the buck converter is given by the
equation.

Y (s)
U (s)

=

Vi
/
LC

S2 + 1
RC S +

1
LC

(20)

The rectified sinusoidal output voltage across buck capac-
itor is inverted using an H-bridge inverter. The converter
output transfer function is mathematically expressed as

y(s) =
Vi
/
LC

S2 + 1
RC S +

1
LC

L (|sinωt|) (21)

For mathematical modelling, the following parameters are
used. The design values are taken as L = 9.7mH ,C =
0.23µF,RL = 50�. The numerator and denominator coef-
ficients of the transfer function are Vi/LC = 1519 × 108

ands2 + 8.7 × 104s + 4.5 × 108 respectively. Mathematical
model of ILI and its output response are shown in Fig. 6.

FIGURE 6. i) Mathematical model of proposed converter, (ii) Simulated
output waveforms (a) reference signal, (b) rectified sinusoidal output
voltage waveform generated by means of dc-to-dc buck converter
transfer function, (c) sinusoidal output voltage waveform obtained from
the inverter.

VI. DESIGN OF ILI
A. INDUCTOR (L)
In the ILI, the design of inductors plays a crucial role. The
inductors are placed in the high-frequency operating part
of the circuit, and it is fabricated using E65 ferrite core.
When the switch ‘Qc1’ is turned ON for time period ’δT ’,
the voltage across the inductor (VL) is given by the difference
between supply voltage and the output voltage.

VL = L
diL
dt

(22)

The linear change in current (1IL) through the inductor is,

1IL =
Vi − Vo

L
δT (23)

Fig. 4(a) shows the voltage and current waveforms of
the inductor and Fig. 4(b) shows those wave forms across
the high frequency switch. The peak current through the
inductor considered is ILavg +

1IL
2 . When the high fre-

quency switch Qc1 is turned OFF, the freewheeling diode
conducts during (1 − δ)T period and voltage of -Vo appears
across the inductor. Hence, voltage stress across the switch
during this period is equal to Vi. The inductor current is
controlled by two voltages which are appearing at both
ends of the inductor (L). One is a high-frequency PWM
pulsating voltage appearing across the diode (D) and the
other is the voltage across the capacitor (C), which is
fully rectified sinusoidal voltage waveform of 10 kHz. Out-
put voltage is a pure sinusoid super imposed with ripple.
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The average duty ratio is taken to be 50%. The rms value
of the fundamental component of inductor current ripple
(ILripple) can be calculated as

4
√
2π

[
Vi
2

]
= (2π fsL)ILripple (24)

The duty cycle is getting varied continuously from 0 to
δmax in every half cycle of sinusoidal output wave. Depend-
ing upon the modulation index, δmax will also vary. Hence,
50% duty cycle is taken as an average operating point.
The maximum permitted amount of ripple is 5%. Therefore,
ILripple ≤ 5%I where I is rms value of the load current. The
inductor value can be calculated as

L >
( 4
√
2π

)(Vi2 )

(2π fs)ILripple
(25)

B. CAPACITOR (C)
The ripple in the load current is considered as negligible.
Hence, the ripple current through the capacitor (ICripple) is
equal to the ripple current of the inductor current. So, the rip-
ple voltage of the capacitor is

VCripple =
ICripple
Cω

(26)

where VCripple ≤ 5%Vo and in turn,

C ≥
ICripple

2π fs(VCripple)
(27)

In order to ensure that output waveform is unaffected by
the resonance caused by L and C, their values must be chosen
such that

LC ≤ (
1

2π10fs
)2 (28)

VII. SELECTION OF ILI COMPONENTS
A. SWITCHES
ILI has two different topological stages. (i) AFE Converter
operating in power frequency and (ii) H-Bridge operating at
high switching frequency.

Stage-I: In AFE converters, the high-frequency switches
and diodes (D) are subjected to the same voltage. The voltage
stress experienced across these devices is the same as the
source voltage (Vi). During the turn OFF period (1 − δ)T ,
the voltage stress across the high-frequency switch becomes
equal to Vi, at the same time D is turned ON. During δT
period, high frequency switches are turned ON and D is
turnedOFF. The diodes act as an open switch. Hence, the volt-
age stress across diode is Vi. In order to ensure safe operation
of the switches, their ratings are taken to be higher than ‘Vi’.

Stage-II: After every half cycle a couple of switches are
switched ON, while the other switches are switched OFF.
The effective voltage stress across the H-bridge switches is
equal to the load voltage (Vo). Hence their voltage ratings
must be higher than Vo. Current passes through the switches
only when it is turned ON. The maximum current flowing

through the switches is equal to the peak current through the
inductor (ILpeak ).

ISWrating = ILpeak (29)

Voltage stress (VSWstress) experienced across the high fre-
quency switches, during the turn OFF period is

VSWstress = Vi (30)

B. DIODE
Current passes through the diode only when the high fre-
quency operated switch is turned OFF. Its rating is chosen
as

IDrating = ILpeak (31)

When the diode becomes reverse biased the voltage stress
exerted across it is equal to ′V ′i .

VDstress = Vi (32)

C. OUTPUT CAPACITOR
The maximum voltage (VCmax), applied across the capacitor
is equal toVi. The capacitor carries only the ripple component
of current. Hence,

ICpeak = 1IL (33)

VIII. EFFICIENCY
Efficiency of any power electronic circuit is determined by
the losses taking place in switches as well as in passive com-
ponents. Losses in switching devices include switching losses
and conduction losses. Switching loss depends on switching
frequency and conduction loss depends on the load current.
Since only one switch per phase is operated in high frequency,
switching loss in this topology will be less. Moreover, total
number of switches in this topology is much less than that in
any other multilevel circuit, making conduction losses much
lesser in this topology.

The simplifiedmathematical expression for the conduction
and switching losses of IGBT switch in AFE converter is
based on equation (34)

PD = Vce_sat Im +
1
2
[(TON

Vs
2
Im
2
)+ (TOFF

Vs
2
Im
2
)]fsw (34)

where PD is the switching power dissipation, Im is the collec-
tor current passing through the switch, Vce_sat is the on-state
drop, fsw is the switching frequency, TON is the turn-on
period, TOFF is the turn-off period and Vs is the standing volt-
age of the switch. In case of diodes, the forward conduction
and switching losses are considered. Meanwhile, the inductor
and capacitor loss of the AFE converter is calculated by
equation (35). ESR is also considered for the calculation of
capacitor loss.{(
Vf Im

)
+ [VDIrr trr fsw]

}
+

{(
ILpeak +

Iripple
2

)
RL

}
+ {0.1ILESR} (35)
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where ′V ′D is the voltage across the diode. In polarity gen-
eration part, the H-bridge inverter switches are operating in
soft-switching manner at fundamental frequency. The con-
duction and switching losses of H-bridge inverter comes to(
Vce−sat Im

)
Nsw

+
1
2

[(
TON

Vs
2
Im
2

)
+

(
TOFF

Vs
2
Im
2

)]
fLNsw (36)

The calculated value of switching losses per phase for both
high frequency operating switch and H-bridge switches are
1.26W and 0.025W respectively. In theoretical loss calcula-
tion, the efficiency of the inverter is found to be 98%.

IX. THIRD HARMONIC INJECTION METHOD
The SPWM control technique used in conventional VSI, can
obtain sinusoidal output voltage, with less harmonic distor-
tion, however the maximum obtained output fundamental
amplitude, is only 78.54 %. while, M = 1 (Line voltage =
0.6123ViM ). To expand the output fundamental amplitude
beyond from this limit, the ‘M>1’ have to be taken more than
one. To improve the dc-bus voltage utilization of the inverter,
without entering the over modulation, the third harmonics
injection logic can be used. The third harmonics injection in
the leg voltage references leads to an increas in the linear
modulation range of three-phase VSI, by reducing the peak
of the leg reference voltages and hence the modulation index
can be pushed beyond the value of one without entering over
modulation. By injecting the third harmonics with amplitude
of one sixth of the fundamental harmonics, the maximum of
the fundamental can be increased by 15.47% as compared
to the SPWM control scheme (Line voltage = 1.4142ViM)
The same concept is applied to the proposed topology, con-
sequently the linear modulation range is extended. Hence,
this increases themaximum fundamental output voltage with-
out moving into the over modulation region. Moreover the
third harmonic component does not affect the output phase
voltages. Fig. 7 shows the logic for implementing the third
harmonic injection PWM. It helps to improve the dc-bus
voltage utilization of ILI aswell as the fundamental amplitude
of output line-to-line voltage by 15.47%. Thereby, effectively
improve the dc-bus voltage utilization. The duty ratio of
an ILI is

δref = |dsin(ωt)| (37)

A third harmonic component of k sin(3ωt) is superim-
posed with the sinusoidally varying duty cycle. The optimum
point obtained is at d = 2/

√
3 and k=1/6 without any

over modulation, Hence the reference signal is modified as
equation (38)

δref = |d sinωt + k sin(3ωt)| (38)

The instantaneous value of the output voltage across the
converter capacitance is

Vco_fund =
∣∣1.1547Vmsin(ωt)∣∣+ ∣∣ 16Vmsin(3ωt)∣∣ (39)

FIGURE 7. Third harmonics injection PWM control implementation logic.

The output line voltage across the load is

Vo_fund = 1.1547Vmsin(ωt) (40)

Themagnitude of three-phase output voltage becomes (41),
(42), and (43).

Vo1_fund = 1.1547Vmsin(ωt); 0 6 ωt 6 2π (41)
Vo2_fund = 1.1547Vmsin(ωt − 120); 0 6 ωt 6 2π (42)
Vo3_fund = 1.1547Vmsin(ωt + 120); 0 6 ωt 6 2π (43)

X. SCALAR AND VECTOR CONTROL OF ILI FED
INDUCTION MOTOR
This section discusses about the speed control of open-ended
three-phase induction motor using different control schemes,
such as scalar (V/f ) and direct vector control. Using the
proposed ILI topology, the induction motor speed can be
controlled with high dynamic performance.

A. SCALAR (V/F) CONTROL METHOD
The V/f control technique is an attractive method to control
the induction machine speed because of its simplicity and
user-friendly nature. Block diagram of scalar control imple-
mentation logic is shown in Fig. 8. Here, the air-gap flux of
the induction machine can be controlled at desired value by
proportionally varying stator voltages and frequency. Con-
sequently, the machine retains its torque/ampere capacity at
any speed. Meanwhile, the machine speed can be accurately
maintained at any desired value under steady-state condition.
However, at low-speed range, the torque capability is limited
because of the voltage drop across the stator winding resis-
tance, which is dominant.

FIGURE 8. Scalar control of ILI fed induction motor implementation logic.

B. DIRECT VECTOR CONTROL METHOD
The block diagram of the direct vector control system is
shown in Fig. 9. Here the field angle is calculated using
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FIGURE 9. Direct vector control of ILI fed induction motor.

the terminal voltages and currents. The actual speed ωr is
compared with reference speed ω∗r the error is amplified and
limited to generate the required reference torque T ∗e . The
rotor flux linkage λ∗ is kept at 1pu. Beyond 1pu, it is varied
as a function of speed. This is to ensure that the rotor speed
extends beyond the base speed by weakening the rotor flux
linkages. The torque and flux references are compared to
the actual torque Te and flux linkage λr , calculated from the
measured voltages and currents. The errors are amplified and
limited to generate the required flux and torque producing
components of current I∗F and I∗T . Phasor addition of these
components yields the phasor reference current I∗s and torque
angle (θt ) can be calculated from (52). The sum of torque
angle and field angle gives the position of the stator current
phasor Is. Together with I∗s , this generates the stator phase
current references Ias∗, Ibs∗, Ics∗.
The PWM control scheme is implemented using phase

current control loops. The following equations represent the
stator phase based calculation of various quantities.

Vds = (Rs + Ls ∗ p) Ids +
(
Lm∗p

)
Idr (44)

Vqs = (Rs + Ls ∗ p) Iqs + (Lm∗p) Iqr (45)

Idr =
1
Lm

{∫
(Vds − RsIds) dt − LsIds

}
(46)

Iqr =
1
Lm

{∫ (
Vqs − RsIqs

)
dt − LsIqs

}
(47)

λdr = Lr Iqr + LmIqs (48)

λqr = Lr Idr + LmIds (49)

Flux,

λr =

√
λ2dr + λ

2
qr (50)

Flux position,

θf = tan−1
λqr

λdr
(51)

θT = tan−1
I∗T
I∗F

(52)

Stator current phase angle θ = θF + θT Torque equation,

Te =
3
2
P
2
Lm
(
Iqs∗ Idr − Ids∗ Iqr

)
(53)

Reference current is calculated as

I∗s =

√(
I∗ds
)2
+

(
I∗qs
)2

(54)

Three phase reference currents are

I∗as = I∗s sin(θ )
I∗bs = I∗s sin(θ + 120)
I∗cs = I∗s sin(θ − 120)

 (55)

XI. SIMULATION RESULTS OF ILI
A. SPWM CONTROL
The proposed inverter topology and its control are realized
using MATLAB/Simulink environment. A three-phase bal-
anced resistive load of 50� is taken for the simulation anal-
ysis. A switching frequency of 10 kHz is used for sine PWM
pulse generation. Fig.10-13 shows the simulated waveforms
of ILI, using resistive load. The power quality of the output
voltage can be improved by increasing the AFE converter
operating frequency. It significantly reduces the THD, which
is less than the permissible limit as per IEEE-519 standards.
The FFT analysis is shown in Fig. 14. This scheme requires
only a 338V dc-source for obtaining 415V ac 50 Hz line-
to-line output voltage.

FIGURE 10. Simulated waveforms of ILI. (a) High frequency, (b,c) Low
frequency switching pulses.

B. THIRD HARMONIC INJECTION PWM CONTROL
The dc-source voltage utilization of the proposed inverter has
been again validated using third harmonics injection PWM
method. It requires only 293V dc-source voltage, in order
to obtain 415V ac, 50Hz line-to-line output voltage. The
simulated waveform of the third harmonic injection scheme
is shown in Fig. 15. The proposed inverter is compared to
a traditional two-level inverter topology. For a similar output
voltage, a SPWM control scheme requires 654V dc-source
voltage and an ordinary third harmonic injection scheme
requires 564V dc-source. Fig.16 shows the comparison of
dc-source voltage utilization between ILI and traditional
inverter. The proposed topology has very high dc-source volt-
age utilization, compared to the traditional two-level inverter.

C. PERFORMANCE EVALUATION OF ILI TOPOLOGY USING
THREE PHASE INDUCTION MOTOR
1) SPEED CONTROL USING SCALAR (V/F) CONTROL
METHOD
The variable speed control performance of the proposed
topology is validated using a three-phase induction motor.
The speed control logic is implemented using constant V/f
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FIGURE 11. Simulated waveforms of ILI using resistive load. Voltage and
current wave forms across the AFE converter components. (a,b) High
frequency switch, (c,d) diode,(e,f) inductor, (g,h) capacitor,(i,j) voltage
across low frequency operating switches.

scheme. The dynamic responses of the simulated output volt-
age waveforms using the V/f control are shown in Fig. 17.
To verify the rotor start-up performance, the motor runs from
standstill condition to a pre-defined speed of 300rad/s by
applying 415V, 50Hz source voltage. Thereby, the rotor speed
is attained and critically stabilized at that pre-defined speed
with in a fraction of second.

2) SPEED CONTROL USING DIRECT VECTOR CONTROL
METHOD
Direct vector control operation was simulated as per the block
diagram mentioned in Fig.9. Reference speed was increased
as well as decreased. The dynamic response of output voltage
waveforms as well as the voltage across the buck capacitor is
given in Fig. 18 for acceleration as well as deceleration.

XII. COMPARISON OF ILI WITH CONVENTIONAL
H-BRIDGE INVERTERS AND AFE-RDC-MLI TOPOLOGIES
TABLE-2 compares the active components, passive compo-
nents and THD of the 2-level H-bridge, 3-level H- bridge,

FIGURE 12. Simulated waveforms of ILI using resistive load. (a) Voltage
waveform across the buck capacitor. (b) Voltage, (c) current waveforms
across the load resistance.

FIGURE 13. Simulated waveforms of ILI using resistive load.
(a) Three-phase output voltage waveforms across the buck capacitor,
(b) Three-phase output voltage wave form across the load resistance.

FIGURE 14. FFT analysis of output voltage waveform of the ILI.

5-level cascaded H-bridge MLI with the proposed ILI.
Fig. 19 shows the simulation results of the output voltage
wave forms of conventional and proposed inverter topolo-
gies. TABLE-4 shows the comparative analysis of different
AFE-RDC-MLI (single phase circuit) topologies with pro-
posed inverter. In comparison with conventional topologies,
the proposed topology uses one high frequency operated
switch and four power frequency operating switches per
phase, thereby reduces the switching loss of the proposed
inverter. Moreover, AFE converter circuit is a part of the pro-
posed inverter that can generate non-finite number of voltage
levels, which can improve the THD of the output voltage.

XIII. EXPERIMENTAL SETUP AND RESULTS
The hardware setup for both scalar and vector control
implementation using ILI topology is shown in Fig. 20.
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TABLE 2. Comparison between the proposed ILI and the conventional H-bridge inverters, (∗ Output voltage levels depends on switching frequency).

FIGURE 15. Simulated waveforms of (a) third harmonic injection PWM
control implementation logic, (b) phase voltage waveform of the ILI using
resistive load.

FIGURE 16. Comparison of dc-source voltage utilization of ILI with
traditional bridge inverter.

TABLE-3 shows the parameters of ILI used for
the experiment. For hardware tuning nearest available com-
ponent values have been selected. Experiment was conducted
on ILI topology under loads such as resistive and open-ended
induction motor. Speed control of induction motor was car-
ried out under constant V/f condition as well as under direct
vector control method.

A. PERFORMANCE EVALUATION OF ILI TOPOLOGY USING
SPWM CONTROL
Initially the performance of ILI topology was experimen-
tally verified for a resistive load. NI PCIe-6351 card is
used for data acquisition and control signal generation under

FIGURE 17. The dynamic responses of the simulated output voltage
waveforms using V/f control. (a) Voltage waveform across the buck
capacitor, (b) Line-to-line voltage across the load.

FIGURE 18. The dynamic responses of the simulated output voltage
waveforms using direct vector control. (a,c) Voltage waveform across the
buck capacitor, (b,d) Line-to-line voltage across the load.

TABLE 3. Parameters used for ILI.

MATLAB Real-TimeWindows environment. SPWM control
is implemented using this setup. The voltage level of the
pulses generated by the PCI card is only 3.3V. In order to
make this voltage sufficient enough to drive an IGBT, a volt-
age level shifter card is used as a buffer circuit. SEMIKRON
IGBT modules- SKM50GB12T4 and MUR 860G ultrafast
power diodes had been used for the hardware realization.
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FIGURE 19. The simulated output voltage waveforms using resistive load
(a) conventional 2-level H-bridge inverter, (b) 3-level H-bridge inverter,
(c) 5-level cascaded H-bridge MLI, (d) Proposed topology.

Fully rectified sinusoidal output voltage is generated across
the buck capacitor. This is then converted into sinusoidal volt-
age waveform using the H-bridge. The load voltage and cur-
rent were measured using sensors LA 55-P and LV-25-1000,
respectively. Fig. 21 shows the voltage and current waveforms
of the AFE converter components. Fig. 22 shows the experi-
mental results of ILI using resistive load and Fig. 23 shows the
THDof ILI output voltagewaveform using FLUK434 energy
analyser, and it is found to be 1.2%. The peak value of the
pole voltage in a conventional inverter is Vdc/2. In case of ILI,
the presence of the buck convertermakes the peak value of per
phase voltage equal to Vdc itself. In this case, this results in
the reduction of dc-source requirement. The inherent filtering
present with the buck converter makes the voltage a smoothly
varying one, which results in the THD reduction.

FIGURE 20. Experimental setup of an ILI to control an open-ended
three-phase induction motor implemented using scalar
and vector control logic.

B. PERFORMANCE EVALUATION OF ILI TOPOLOGY USING
THIRD HARMONIC INJECTED PWM CONTROL
In order to increase the output voltage further without resort-
ing to over modulation, harmonic injection control is used.
Since triplen harmonic waves are in phase with all the three
phase voltages, they cancel out at the line to line voltages.
This property makes it possible to have a modulation index
higher than one, without any over modulation of the mod-
ulating signal with respect to the carrier wave. DC-source
voltage utilization of the proposed inverter is experimen-
tally validated using third harmonic injection PWM method,
which is almost similar to SVPWM technique. Fig. 24 shows
the experimental voltage waveforms under this condition.
The main advantage of third harmonic injection PWM is
that, the fundamental amplitude of output line-to-line volt-
age increases by 15.4%, thereby effectively improving the
dc-source voltage utilisation of the proposed MLI topol-
ogy. The test results prove that, while it requires 338V
dc-source voltage supply for developing 415V output voltage
under SPWM control, third harmonic injected PWM control
requires only 293V for maintaining the same voltage level.

C. PERFORMANCE EVALUATION OF ILI TOPOLOGY USING
OPEN-ENDED THREE PHASE INDUCTION MOTOR
1) SPEED CONTROL USING V/F CONTROL METHOD
In case of conventional inverters, switching signals for
V/f control are generated by comparing the modulation sig-
nal with a carrier wave. The two switches in the same leg
are operated in a complimentary manner. In case of ILI,
the modulation signal is rectified and compared with the
carrier signal for generating switching signals for a buck
converter. The practical testing of proposed ILI is carried
out using a three-phase open-ended induction machine with
NI-data accusation card prototyping system. Fig. 25 shows
the block diagram of real-time implementation. The actual
rotor speed of the induction motor is measured using elec-
tronic tacho-generator (analog output of 10V-dc at 1500 rpm),
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FIGURE 21. Hardware experimental results of ILI using resistive load.
Voltage and current performance wave forms across the AFE Converter
components (a) inductor, (b) diode, (c) capacitor, (d) voltage across low
frequency operating switch, (e) voltage across high frequency operating
switch, (f) Voltage and current waveform through Q1 and Q4.

FIGURE 22. Hardware experimental results of three-phase ILI using
resistive load. (a) H-bridge switching pulses and single-phase ILI output
voltage waveform, (b, c) High and Low frequency switching pulses,
(d) voltage waveforms across buck capacitors, (e) output voltage
waveforms across the load terminals, (f) current
waveforms.
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FIGURE 23. Hardware experimental result; THD of output voltage
waveform of the ILI.

FIGURE 24. Hardware experimental results of ILI under resistive load,
obtained by third harmonic injection PWM method. (a) Phase voltage
waveform. (b) Line-to-line voltage waveform.

FIGURE 25. Real-time implementation block diagram.

and the corresponding dc-voltage value is fed into the com-
puter through NI-PCIe-6351 Card. The capability of ILI for

FIGURE 26. Experimental results of dynamic speed responses obtained
from V/f control. (a) Increase of rotor speed from initial condition to
pre-defined speed range 0 rad/s - 50 rad/s in 0.34s and then shifted to
100rad/s in 0.24s. (b) Rotor speed shifted from 0 rad/s to 100 rad/s
in 0.36s and stepped-down speed transitions of varying rotor speed from
100 rad/s to 50 rad/s in 0.20s.

TABLE 5. Experimental data.

running the inductionmachine under variable speed condition
using V/f control scheme was experimentally verified. 10 kHz
carrier signal was used for SPWM signal generation. In order
to verify the rotor start-up performance, the motor was made
to run from standstill condition to different pre-defined speed
ranges. Fig. 26. (a) and (b) shows the MATLAB plot of speed
responses of the induction motor. Rotor speed increased from
0 to 50 rad/s in 0.34s. It was further increased to 100 rad/s
in 0.24s and got reduced to 50 rad/s in 0.2s.

2) SPEED CONTROL USING DIRECT VECTOR CONTROL
METHOD
The induction motor speed can be more accurately con-
trolled using the direct vector control logic. This scheme was
implemented using the MATLAB/Simulink environment
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TABLE 6. Comparison of simulation and experimental results.

with the same ILI hardware setup. The reference current
components Id and Iq obtained from flux and torque errors
respectively are converted to reference phase voltages after
subjecting them through axes transformations. These refer-
ence voltages form themodulation signals in the conventional

method. Here, these modulation signals are rectified and
given as switching pulses to the buck converter. This rectified
buck voltage is inverted using the H-bridge. Fig. 27 shows the
dynamic speed responses obtained from the tacho-generator
output of ILI fed inductionmotor. In order to validate the rotor
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FIGURE 27. Experimental results of dynamic speed responses obtained
from direct vector control. Increase of rotor speed from initial condition
to a pre-defined speed of 0 rad/s to 50 rad/s in 0.24s, then shifted to
100rad/s in 0.12s finally stepped-down to 50 rad/s in 0.11s.

FIGURE 28. Experimental results of dynamic speed responses obtained
from direct vector control. Increase of rotor speed from initial condition
to a pre-defined speed of 0 rad/s to 75 rad/s in 0.25s, then shifted to
135 rad/s in 0.12s finally stepped-down to 75 rad/s in 0.12s.

start-up performance and acceleration, the motor was made
to start from standstill condition to a pre-defined reference
speed value of 50 rad/s. The rotor quickly attained the refer-
ence speed and critically stabilized in 0.24s. Again, the rotor
was accelerated by changing the reference speed value to
100 rad/s. The rotor attained this speed in 0.12s. To test
the retardation capability, reference speed was changed to
50 rad/s and the motor attained this speed in 0.11s. The
step-up and step-down speed transition experiments were also
conducted at various speed ranges starting from standstill
condition to 75 rad/s in 0.25s, 135 rad/s in 0.12s and retarded
back to 75 rad/s in 0.12s, as shown in Fig. 28. The transient
and steady-state closed-loop performance of the inverter sys-
tem over a wide range of speed is observed. Fig. 29.(a) shows
the dynamic response of the phase current and voltage wave-
forms during retardation and Fig. 29.(b) shows the dynamic
response of the phase current and voltage waveforms during
acceleration. Here, the sensor conversion scales are 1:1 and
1:222 for current and voltage measurements, respectively.
To validate the dynamic response and quality of power con-
version of the ILI, the rotor speed is critically changed from
130 rad/s to 95 rad/s. It was repeated in reverse direction too.

FIGURE 29. (a, b) The dynamic response of ILI fed induction motor
obtained from direct vector control. (i) Phase current and (ii) phase
voltage across motor winding. The rotor speed shifted from 130 rad/s to
95 rad/s by changing the phase voltage and frequency from 210V, 45Hz to
150V, 30Hz at 3.3s. and the vice versa. (Current and voltage sensor
conversion scale is 1:1 and 1:222 respectively).

In TABLE-5 illustrate the experimental data of dynamic
speed response and settling time of three-phase open-ended
induction motor using ILI topology.

In comparison to scalar control technique the direct vector
control exhibits an improved performance in settling time for
speed responses. The experimental results prove that the qual-
ity of voltage and current waveforms remain constant before
and after the speed transitions.Comparison of simulation
and experimental results are summarised and presented in
the TABLE- 6.

XIV. CONCLUSION
Design and analysis of the performance of an infinite level
inverter driven induction motor have been discussed in this
paper. ILI has been found to impart better performance to an
induction motor drive. The ILI which belongs to an AFE-
RDC-MLI topology has been tested with a resistive load
and found to possess very good quality voltage and current
waveforms in terms of THD. While conventional inverter
topologies contain tens of percentage of THD, the topology
mentioned in this paper contains a THD as low as 1.2%.
Moreover, the dc- voltage requirement for generating a fixed
ac-voltage output has been found to be much less than that
required by other similar topologies, making the dc-source
utilization better with this topology. While it is required to
have a dc-voltage requirement of 677V in a conventional
inverter working in sine PWM mode, the requirement of
dc-voltage in the new inverter is only 338V.

Use of third harmonic injection modulation scheme has
also been performed using this inverter and found that the
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dc-source utilization can be improved further. Efficiency of
inverter has also been found to be better, since only one switch
per phase is operated at high frequency. All the switches
in conventional inverters are operated at high frequency.
Scalar and vector control of induction motor have also been
performed using this topology. It has been found that the
dynamic performance is better with this topology. This has
been validated by accelerating and decelerating the machine
with different reference speeds. Since the harmonic content
in current has been very less, torque pulsations experienced
by the motor would be negligible. Requirement of de-rating
associated with induction motors fed by conventional invert-
ers is not present in this case. Since there is no shoot-through
menace, the chances of the inverter getting damaged is less,
which results in better life and reliability of the drive system.

XV. FUTURE SCOPE
Silicon based power electronic devices are getting replaced
with Wide Band Gap (WBG) devices. WBG devices are
capable of switching at frequencies in the range of several
megahertz. ILI can be a perfect fit for WBG devices, since
the output voltage waveform can approach a pure sinusoidal
status at these switching frequency levels. The performance
of the drive system with advanced control schemes can also
be studied.

APPENDIX
A. DESIGN OF INDUCTOR (L)
The rms value of the fundamental component of current
ripple (ILripple) is obtained from,

4
√
2π

[
Vi
2

]
= (2π fsL)ILripple (56)

where, Vi is the input voltage, ILripple is the inductor cur-
rent ripple, fs is the switching frequency. The maximum
permitted amount of ripple is considered as 5%. Therefore,
(ILripple ≤ 5%I ), Where, ‘I ′ is the rms value of load current.
Hence, the value of desirable inductor (L) is

L >
( 4
√
2π

)(Vi2 )

2π fs(0.05I )
(57)

B. DESIGN OF CAPACITOR (C)
For designing the value of capacitor, assume the value of
ripple in the load current as very small and hence, can be
negligible. Here, the ripple current of the capacitor (ICripple)
is equal to the ripple current of the inductor current (ILripple).
The maximum permitted amount of the ripple voltage of the
capacitor is considered as 5%. Therefore, VCripple ≤ 5%Vo.

VCripple =
ICripple
2π fsC

≤ 0.05Vo (58)

On rearranging the above equation, the value of the capac-
itor (C) is

C ≥
ICripple

2π fs(0.05Vo)
(59)

REFERENCES
[1] P. Omer, J. Kumar, and B. S. Surjan, ‘‘A review on reduced switch count

multilevel inverter topologies,’’ IEEE Access, vol. 8, pp. 22281–22302,
Jan. 2020.

[2] J. Rodríguez, J.-S. Lai, and F. Z. Peng, ‘‘Multilevel inverters: A survey of
topologies, controls, and applications,’’ IEEE Trans. Ind. Electron., vol. 49,
no. 4, pp. 724–738, Aug. 2002.

[3] L. M. Tolbert, F. Z. Peng, and T. G. Habetler, ‘‘Multilevel converters for
large electric drives,’’ IEEE Trans. Ind. Appl., vol. 35, no. 1, pp. 36–44,
Jan./Feb. 1999.

[4] J.-S. Lai and F. Z. Peng, ‘‘Multilevel converters—A new breed of power
converters,’’ IEEE Trans. Ind. Appl., vol. 32, no. 3, pp. 509–517,May 1996.

[5] S. Kouro, M. Malinowski, K. Gopakumar, J. Pou, L. G. Franquelo, B. Wu,
J. Rodríguez, M. A. Pérez, and J. I. Leon, ‘‘Recent advances and industrial
applications of multilevel converters,’’ IEEE Trans. Ind. Electron., vol. 57,
no. 8, pp. 2553–2580, Aug. 2010.

[6] M. Malinowski, K. Gopakumar, J. Rodríguez, and M. A. Pérez, ‘‘A survey
on cascaded multilevel inverters,’’ IEEE Trans. Ind. Electron., vol. 57,
no. 7, pp. 2197–2206, Jul. 2010.

[7] L. G. Franquelo, J. Rodríguez, J. I. Leon, S. Kouro, R. Portillo, and
M. A. M. Prats, ‘‘The age of multilevel converters arrives,’’ IEEE Ind.
Electron. Mag., vol. 2, no. 2, pp. 28–39, Jun. 2008.

[8] J. Rodríguez, S. Bernet, B. Wu, J. O. Pontt, and S. Kouro, ‘‘Multi-
level voltage-source-converter topologies for industrial medium-voltage
drives,’’ IEEE Trans. Ind. Electron., vol. 54, no. 6, pp. 2930–2945,
Dec. 2007.

[9] L. A. Tolbert, F. Z. Peng, T. Cunnyngham, and J. N. Chiasson,
‘‘Charge balance control schemes for cascade multilevel converter in
hybrid electric vehicles,’’ IEEE Trans. Ind. Electron., vol. 49, no. 5,
pp. 1058–1064, Oct. 2002.

[10] X. Yuan and I. Barbi, ‘‘Fundamentals of a new diode clamping multi-
level inverter,’’ IEEE Trans. Power Electron., vol. 15, no. 4, pp. 711–718,
Jul. 2000.

[11] M. F. Escalante, J. C. Vannier, and A. Arzandé, ‘‘Flying capacitor mul-
tilevel inverters and DTC motor drive applications,’’ IEEE Trans. Ind.
Electron., vol. 49, no. 4, pp. 809–815, Aug. 2002.

[12] S. R. Khasim, C. Dhanamjayulu, S. Padmanaban, J. B. Holm-Nielsen, and
M. Mitolo, ‘‘A novel asymmetrical 21-level inverter for solar PV energy
systemwith reduced switch count,’’ IEEEAccess, vol. 9, pp. 11761–11775,
2021.

[13] D. J. Almakhles, J. S. M. Ali, S. Padmanaban, M. S. Bhaskar,
U. Subramaniam, and R. Sakthivel, ‘‘An original hybrid multilevel DC-
AC converter using single-double source unit for medium voltage applica-
tions: Hardware implementation and investigation,’’ IEEE Access, vol. 8,
pp. 71291–71301, 2020.

[14] M. S. Bhaskar, D. Almakhles, S. Padmanaban, D. M. Ionel, F. Blaabjerg,
J. He, and A. R. Kumar, ‘‘Investigation of a transistor clamped T-type
multilevel H-bridge inverter with inverted double reference single carrier
PWM technique for renewable energy applications,’’ IEEE Access, vol. 8,
pp. 161787–161804, 2020.

[15] C. Dhanamjayulu, S. R. Khasim, S. Padmanaban, G. Arunkumar,
J. B. Holm-Nielsen, and F. Blaabjerg, ‘‘Design and implementation of
multilevel inverters for fuel cell energy conversion system,’’ IEEE Access,
vol. 8, pp. 183690–183707, 2020.

[16] C. M. N. Mukundan, P. Jayaprakash, U. Subramaniam, and
D. J. Almakhles, ‘‘Binary hybrid multilevel inverter-based grid integrated
solar energy conversion system with damped SOGI control,’’ IEEE
Access, vol. 8, pp. 37214–37228, 2020.

[17] S. Shuvo, E. Hossain, T. Islam, A. Akib, S. Padmanaban, and
M. Z. R. Khan, ‘‘Design and hardware implementation considerations of
modified multilevel cascaded H-bridge inverter for photovoltaic system,’’
IEEE Access, vol. 7, pp. 16504–16524, 2019.

[18] M. H. Mondol, M. R. Tür, S. P. Biswas, M. K. Hosain, S. Shuvo, and
E. Hossain, ‘‘Compact three phase multilevel inverter for low and medium
power photovoltaic systems,’’ IEEE Access, vol. 8, pp. 60824–60837,
2020.

[19] P. Ponnusamy, P. Sivaraman, D. J. Almakhles, S. Padmanaban,
Z. Leonowicz, M. Alagu, and J. S. M. Ali, ‘‘A new multilevel inverter
topology with reduced power components for domestic solar PV
applications,’’ IEEE Access, vol. 8, pp. 187483–187497, 2020.

[20] A. Chen, L. Hu, L. Chen, Y. Deng, and X. He, ‘‘A multilevel converter
topology with fault-tolerant ability,’’ IEEE Trans. Power Electron., vol. 20,
no. 2, pp. 405–415, Mar. 2005.

98458 VOLUME 9, 2021



A. Hareesh, B. Jayanand: Scalar and Vector Controlled ILI Topology Fed Open-Ended Three-Phase Induction Motor

[21] M. Glinka, ‘‘Prototype of multiphase modular-multilevel-converter with
2 MW power rating and 17-level-output-voltage,’’ in Proc. IEEE 35th
Annu. Power Electron. Spec. Conf., vol. 4, Dec. 2004, pp. 2572–2576.

[22] S. Debnath, J. Qin, B. Bahrani, M. Saeedifard, and P. Barbosa, ‘‘Operation,
control, and applications of the modular multilevel converter: A review,’’
IEEE Trans. Power Electron., vol. 30, no. 1, pp. 37–53, Jan. 2015.

[23] M. Vijeh, M. Rezanejad, E. Samadaei, and K. Bertilsson, ‘‘A general
review of multilevel inverters based on main submodules: Structural point
of view,’’ IEEE Trans. Power Electron., vol. 34, no. 10, pp. 9479–9502,
Oct. 2019.

[24] A. Salem, H. Van Khang, K. G. Robbersmyr, M. Norambuena, and
J. Rodríguez, ‘‘Voltage source multilevel inverters with reduced device
count: Topological review and novel comparative factors,’’ IEEE Trans.
Power Electron., vol. 36, no. 3, pp. 2720–2747, Mar. 2021.

[25] K. K. Gupta, A. Ranjan, P. Bhatnagar, L. K. Sahu, and S. Jain, ‘‘Multilevel
inverter topologies with reduced device count: A review,’’ IEEE Trans.
Power Electron., vol. 31, no. 1, pp. 135–151, Jan. 2016.

[26] M. D. Siddique, S. Mekhilef, M. Rawa, A. Wahyudie, B. Chokaev, and
I. Salamov, ‘‘Extended multilevel inverter topology with reduced switch
count and voltage stress,’’ IEEE Access, vol. 8, pp. 201835–201846,
2020.

[27] R. V. Nair, S. A. Rahul, R. S. Kaarthik, A. Kshirsagar, and
K. Gopakumar, ‘‘Generation of higher number of voltage levels by
stacking inverters of lower multilevel structures with low voltage devices
for drives,’’ IEEE Trans. Power Electron., vol. 32, no. 1, pp. 52–59,
Jan. 2017.

[28] T. Roy and P. K. Sadhu, ‘‘A step-upmultilevel inverter topology using novel
switched capacitor converters with reduced components,’’ IEEETrans. Ind.
Electron., vol. 68, no. 1, pp. 236–247, Jan. 2021.

[29] M. D. Siddique, S. Mekhilef, N. M. Shah, A. Sarwar, A. Iqbal, M. Tayyab,
and M. K. Ansari, ‘‘Low switching frequency based asymmetrical multi-
level inverter topology with reduced switch count,’’ IEEE Access, vol. 7,
pp. 86374–86383, 2019.

[30] A. N. Babadi, O. Salari, M. J. Mojibian, and M. T. Bina, ‘‘Modified
multilevel inverters with reduced structures based on PackedU-cell,’’
IEEE J. Emerg. Sel. Topics Power Electron., vol. 6, no. 2, pp. 874–887,
Jun. 2017.

[31] A. Hota, S. Jain, and V. Agarwal, ‘‘An improved three-phase five-level
inverter topology with reduced number of switching power devices,’’ IEEE
Trans. Ind. Electron., vol. 65, no. 4, pp. 3296–3305, Apr. 2018.

[32] A. Karthik and U. Loganathan, ‘‘A reduced component count five-level
inverter topology for high reliability electric drives,’’ IEEE Trans. Power
Electron., vol. 35, no. 1, pp. 725–732, Jan. 2020.

[33] A. Chappa, S. Gupta, L. K. Sahu, S. P. Gautam, and K. K. Gupta, ‘‘Sym-
metrical and asymmetrical reduced device multilevel inverter topology,’’
IEEE J. Emerg. Sel. Topics Power Electron., vol. 9, no. 1, pp. 885–896,
Feb. 2021.

[34] M. D. Siddique, S. Mekhilef, N. M. Shah, N. Sandeep, J. S. M. Ali,
A. Iqbal, M. Ahmed, S. S. M. Ghoneim, M. M. Al-Harthi, B. Alamri,
F. A. Salem, and M. Orabi, ‘‘A single DC source nine-level switched-
capacitor boost inverter topology with reduced switch count,’’ IEEE
Access, vol. 8, pp. 5840–5851, 2020.

[35] P. R. Bana, K. P. Panda, R. T. Naayagi, P. Siano, and G. Panda,
‘‘Recently developed reduced switch multilevel inverter for renewable
energy integration and drives application: Topologies, comprehensive anal-
ysis and comparative evaluation,’’ IEEE Access, vol. 7, pp. 54888–54909,
2019.

[36] E. Babaei, S. Laali, and S. Alilu, ‘‘Cascaded multilevel inverter with series
connection of novel H-bridge basic units,’’ IEEE Trans. Ind. Electron.,
vol. 61, no. 12, pp. 6664–6671, Dec. 2014.

[37] M. R. J. Oskuee, E. Salary, and S. Najafi-Ravadanegh, ‘‘Creative design of
symmetric multilevel converter to enhance the circuit’s performance,’’ IET
Power Electron., vol. 8, no. 1, pp. 96–102, 2015.

[38] R. S. Alishah, D. Nazarpour, S. H. Hosseini, andM. Sabahi, ‘‘Novel topolo-
gies for symmetric, asymmetric, and cascade switched-diode multilevel
converter with minimum number of power electronic components,’’ IEEE
Trans. Ind. Electron., vol. 61, no. 10, pp. 5300–5310, Oct. 2014.

[39] H. Vahedi,M. Sharifzadeh, andK. Al-Haddad, ‘‘Modified seven-level pack
U-cell inverter for photovoltaic applications,’’ IEEE Trans. Emerg. Sel.
Topics Power Electron., vol. 6, no. 3, pp. 1508–1516, Sep. 2018.

[40] A. Ajami, M. R. J. Oskuee, A. Mokhberdoran, and A. van den Bossche,
‘‘Developed cascaded multilevel inverter topology to minimise the number
of circuit devices and voltage stresses of switches,’’ IET Power Electron.,
vol. 7, no. 2, pp. 459–466, Feb. 2014.

[41] E. Samadaei, S. A. Gholamian, A. Sheikholeslami, and J. Adabi,
‘‘An envelope type (E-type) module: Asymmetric multilevel inverters
with reduced components,’’ IEEE Trans. Ind. Electron., vol. 63, no. 11,
pp. 7148–7156, Nov. 2016.

[42] N. A. Rahim, K. Chaniago, and J. Selvaraj, ‘‘Single-phase seven-level grid-
connected inverter for photovoltaic system,’’ IEEE Trans. Ind. Electron.,
vol. 58, no. 6, pp. 2435–2443, Jun. 2011.

[43] R. Uthirasamy, U. S. Ragupathy, and V. K. Chinnaiyan, ‘‘Structure of boost
DC-link cascaded multilevel inverter for uninterrupted power supply appli-
cations,’’ IET Power Electron., vol. 8, no. 11, pp. 2085–2096, Nov. 2015.

[44] L. K. Haw, M. S. A. Dahidah, and H. A. F. Almurib, ‘‘SHE–PWM
cascaded multilevel inverter with adjustable DC voltage levels control for
STATCOM applications,’’ IEEE Trans. Power Electron., vol. 29, no. 12,
pp. 6433–6444, Dec. 2014.

[45] L. Wang, G. Ma, S. Zhao, and Y. Diao, ‘‘Study of a new buck-boost
multilevel inverter,’’ in Proc. Int. Power Electron. Appl. Conf. Expo.,
Nov. 2014, pp. 78–81.

[46] M. N. H. Khan, M. Forouzesh, Y. P. Siwakoti, L. Li, and F. Blaabjerg,
‘‘Switched capacitor integrated (2n + 1)-level step-up single-phase
inverter,’’ IEEE Trans. Power Electron., vol. 35, no. 8, pp. 8248–8260,
Aug. 2020.

[47] F. Gao, ‘‘An enhanced single-phase step-up five-level inverter,’’ IEEE
Trans. Power Electron., vol. 31, no. 12, pp. 8024–8030, Dec. 2016.

[48] N. K. Pilli, M. Raghuram, A. Kumar, and S. K. Singh, ‘‘Single DC-
source-based seven-level boost inverter for electric vehicle application,’’
IET Power Electron., vol. 12, no. 13, pp. 3331–3339, Nov. 2019.

[49] J. Selvaraj and N. A. Rahim, ‘‘Multilevel inverter for grid-connected
PV system employing digital PI controller,’’ IEEE Trans. Ind. Electron.,
vol. 56, no. 1, pp. 149–158, Jan. 2009.

[50] A.-V. Ho and T.-W. Chun, ‘‘Single-phase modified quasi-Z-source cas-
caded hybrid five-level inverter,’’ IEEE Trans. Ind. Electron., vol. 65, no. 6,
pp. 5125–5134, Jun. 2018.

[51] M. R. Banaei, R. Alizadeh, H. Khounjahan, E. Salary, and
A. R. Dehghanzadeh, ‘‘Z-source-based multilevel inverter with reduction
of switches,’’ IET Power Electron., vol. 5, no. 3, pp. 385–392, Mar. 2012.

[52] S. Dhara and V. T. Somasekhar, ‘‘An integrated semi-double stage-
based multilevel inverter with voltage boosting scheme for photovoltaic
systems,’’ IEEE J. Emerg. Sel. Topics Power Electron., vol. 8, no. 3,
pp. 2326–2339, Sep. 2020.

[53] P. C. Sen and Z. Yang, ‘‘A newDC-to-AC inverter with dynamic robust per-
formance,’’ in Proc. IEEE Region Int. Conf. Global Connectivity Energy,
Comput., Commun. Control (TENCON), vol. 2, Dec. 1998, pp. 387–390.

A. HAREESH (Member, IEEE) received the Bach-
elor of Technology degree in electrical and elec-
tronics engineering fromGovernment Engineering
College, Idukki, Kerala, India, in 2008, and the
Master of Technology degree in electrical engi-
neering specialized in power systems from Gov-
ernment Engineering College, Thrissur, affiliated
to APJ Abdul Kalam Technological University,
Thrissur, Kerala, in 2011, where he is currently
pursuing the Ph.D. degree in electrical engineer-

ing. His research interests include power electronics, drives, multilevel
inverters, power quality, and power systems.

B. JAYANAND (Member, IEEE) received the
Bachelor of Technology degree from Government
Engineering College, Thrissur, in 1987, and the
Master of Technology and Ph.D. degrees from IIT
Madras, in 1989 and 1998, respectively. He is cur-
rently a Professor with the Department of Electri-
cal and Electronics Engineering, SCMS School of
Engineering and Technology, Karukutty, Kerala,
India. His teaching career has spanned through
the Government Engineering Colleges, Kannur,

Thrissur, Kozhikode, and Idukki. He had also functioned as the Chairman of
the Board of Electrical Engineering streams of Calicut University and Kerala
Technological University, Kerala. He had also associated with consultancy
projects for industries. His research interests include power electronics,
drives, neural network applications to power electronics, FACTS, and real
time DSP implementations. He had received the Career Award for Young
Teachers of AICTE, in 2000.

VOLUME 9, 2021 98459



Dispersion analysis of nanofillers and its relationship to the properties of
the nanocomposites

Gibin George a,⇑, Amal P. Dev b, N. Nikhil Asok a, M.S. Anoop b, S. Anandhan c,⇑
aDept. of Mechanical Engineering, SCMS School of Engineering and Technology, Pallissery, Ernakulam, Kerala, India
bDept. of Automobile Engineering, SCMS School of Engineering and Technology, Pallissery, Ernakulam, Kerala, India
cDept. of Metallurgical and Materials Engineering, National Institute of Technology Karnataka, Surathkal, Karnataka, India

a r t i c l e i n f o

Article history:
Received 3 March 2021
Received in revised form 8 May 2021
Accepted 12 May 2021
Available online xxxx

Keywords:
Nanocomposite
Crystallization
Halloysite nanotube
Image processing

a b s t r a c t

The dispersion and distribution characteristics of the reinforcements are the key reasons that influence
the mechanical properties of the nanocomposites. In this paper, the dispersion and distribution analysis
of nanofillers in a representative polymer is performed and the results are correlated to the crystalline
and mechanical properties of the nanocomposite. The nanocomposite used in the present study is
Elvaloy�4924 (EVACO)/halloysite nanotubes (HNTs) composite. The dispersion of halloysite nanotubes
in the EVACO matrix is recorded as aluminum elemental maps obtained from energy dispersive spec-
troscopy (EDS). The dispersion and distribution of fillers in the composite are quantified using an image
processing technique and it is correlated to the crystalline and tensile properties of the composites. The
better dispersion and distribution of HNTs at 1wt.% filler loading resulted in a remarkable improvement
in the crystallinity of the composite, which is measured by X-ray diffraction (XRD) and differential scan-
ning calorimetry (DSC). The tensile strength was highest for composites loaded with 1 wt.% filler, and the
strength decayed as the loading was further increased. Agglomeration of halloysite nanotubes and
polymer-filler debonding was the major reason behind the reduction in tensile strength with filler load-
ing, as observed in the scanning electron micrographs of the fractured surfaces.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the International Conference on Sustainable materials,
Manufacturing and Renewable Technologies 2021.

1. Introduction

The addition of nanomaterials in polymer matrices is exten-
sively used for refining the thermal, mechanical, flame resistance,
and electrical characteristics of polymers. The improvement in
these properties depends on the nature of the nanofiller used
and their interaction with the respective polymer matrix. The nat-
urally existing nanomaterials which are abundant, low cost, and
non-toxic are used in the bulk production of polymer nanocompos-
ites (PNCs) [1–3]. Clay and its minerals are the most commonly
used nanofillers in PNCs because of their large availability, good
interaction with the matrix, and ability to exfoliate into two-
dimensional nanostructured layers [4].

The specific surface area of the filler and the interaction at the
interface of the matrix and the filler have a vital role in improving
the properties of the composite. In nanocomposites, the interaction
between the polymer and the nanofiller is better than their micro-
sized counterparts due to the large surface area of the nanoparti-
cles [5]. The high surface area and associated high surface energy
of the nanomaterials reduce the number of nanoparticles required
to achieve a significant improvement in the properties of the com-
posite [6]. As compared with the microsized particles, the quantity
of nanoparticles required is only 1/100th to achieve the same prop-
erties in the composite [7]. The interaction of the fillers and poly-
mer matrix in a polymer composite is a function of the surface area
of the nanoparticles, and the nanoparticles have a large surface
area as compared to the microsized counterparts of the same
weight.

In polymer matrices, the addition of nanofillers exhibits a
simultaneous enhancement in several properties of the matrix.
Carbon nanotubes, for example, can simultaneously enhance
polymer matrices’ crystallization [8], tensile properties [9],
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conductivity [10,11], and UV stability [12]. Similarly, besides
mechanical properties, clay and layered hydroxides can improve
the flame retardancy [13] and barrier properties [14,15] of the
polymers. The properties exerted by a certain nanofiller are unique
for a polymer matrix composite that cannot be replicated by
another polymer/nanofiller combination.

EVACO is a semi-crystalline polymer and the presence of HNTs
can improve the crystallinity of EVACO as the same is observed in
many other semi-crystalline polymer matrices. The presence of
carbonyl groups in the backbone of EVACO increases the polarity
and thereby its affinity for metallic surfaces [16]. Halloysite is a
halogen and phosphorous free flame retardant and the water mole-
cules present between the SiO4 and AlO6 layers [17] will dilute the
free radicals or the reactive species at the flame front to enter the
flame as the combustion begins. Halloysite nanotubes have also
found applications, in controlled drug release [18] and protective
agents [19], fillers [20–23], emulsifiers [24], adsorbents for pollu-
tants [17], etc.

The characteristics of the polymers depend on their chain dy-
namic [25] and the motions of the chains are also influenced by
nanofillers. The nucleating ability of the nanofillers, at low filler
loading, improves the crystallinity of polymer matrices [21,26].
The solution cast EVACO/HNT composites were extensively studied
using different characterization techniques. In this work, the effect
of the position of HNTs on the crystalline and mechanical proper-
ties of EVACO matrix is studied by image processing of elemental
mapped electron micrographs. The tensile properties and crys-
tallinity of the composites are affected by the dispersion and distri-
bution of HNTs. The presence of HNTs in the EVACO matrix
improved the flame retardancy of the composite.

2. Materials and methods

The materials for the present study were Elvaloy�4924
(EVACO), HNTs, and dichloromethane (DCM), which are purchased
from Du Pont India., Sigma Aldrich, India, (product ID: 685445) and
Central Drug House (P) Ltd, India, respectively. To prepare the com-
posites, a known quantity of EVACO was dissolved by constant stir-
ring (at a speed of ~700 rpm) into a fixed quantity of DCM using a
magnetic stirrer in a closed beaker. A known quantity of HNTs was
well dispersed in a small part of DCM by stirring and subsequent
ultrasonication for 30 min. The above solution of HNTs in DCM
was combined with the former EVACO solution by stirring fol-
lowed by ultrasound treatment. The mixture was then poured onto
glass petri dishes to create the respective composite films and are
allowed to dry at room temperature and then in a vacuum oven at
50 �C for 6 h. Composites films with HNT loadings 1, 3, 5, 7, and
10 wt.%, respectively were prepared.

Energy-dispersive X-ray spectroscopy (EDS) (Link ISIS-300,
Oxford Instruments, UK) was used to map the aluminum in the
composite, each aluminum dot corresponds to HNTs, and Image–
J software [27] to analyse the maps. X-ray diffraction patterns
(JEOL, DX-GE-2P, Japan) of the composite sheets were analyzed
using CuKa radiation to determine the crystallinity of nanocom-
posites. The percentage of crystallinity (Xc) was estimated by
deconvoluting the XRD patterns to amorphous and crystalline con-
tributions, and the extend of crystallinity was estimated by the
ratio [28].

Xc ¼ Ic
Ia þ Ie

ð1Þ

where Ia and Ic represent the integrated intensities of the amor-
phous and crystalline regions in EVACO, respectively.

Fourier transforms infrared (FTIR) spectra (Jasco FTIR 4200,
Japan) of the EVACO and the representative composite were

recorded in ATR mode in a wavenumber range of 650–
4000 cm�1. Thermogravimetric measurements (TGA Q5000, TA
instruments, USA) were performed under nitrogen atmosphere
for the samples under a nitrogen flow of 25 mL min�1 and at a con-
stant heating rate of 10 �Cmin�1. Differential scanning calorimetric
measurements (DSC) (Mettler Toledo DSC, USA) were carried out in
a nitrogen atmosphere between 0 and 150 �C at a heating rate of
10 �C min�1. The extend of crystallinity of EVACO and the compos-
ites were determined from the area under the endothermic curve,
using the equation [29]:

Xc ¼ DHf

Wi � DHf100�
� 100 ð2Þ

where Wi = weight fraction of the polymer, Xc = crystallinity (%),
DHf = enthalpy of melting of completely crystalline EVACO (J/g),
DHf100% = enthalpy of crystallization of a 100% crystalline sample
of EVA = 68 Jg�1 [30].

The tensile measurements (Hounsfield Universal Testing
Machine, H25KS, Hounsfield, UK) at ambient conditions were made
for three dumb-bell samples, prepared according to ASTM D 412-B.
The fractured surfaces were analyzed using a scanning electron
microscope (SEM) (JSM-6380LA, JEOL, Japan). The specimens were
sputtered with gold (JEOL JFC 1600) in an auto fine coater before
imaging.

3. Results and discussion

3.1. Dispersion and distribution of HNTs in EVACO

To find the dispersion of HNTs, each dot in the aluminum ele-
mental map was considered as an HNT and a sparse sampling tech-
nique was employed. The aluminum elemental map of a
representative composite is shown in Fig. 1. In sparse sampling,
the elemental maps were divided into 20 equal sections and the
numbers of particles in each section were counted. The average
number of particles per unit area was calculated and the respective
standard deviation was estimated for each composite. A large stan-
dard deviation shows a poor dispersion and the standard deviation
was calculated using the following equation [31]:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

X
i

NAi � N
�
A

� �2
s

ð4Þ

Fig. 1. Representative Aluminium elemental map of the composite with 1 wt.% HNT
loading.
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where NAi represents the counts of inclusions per unit area in the ith

location, N
�
A is the number of particles in the unit area and r is the

standard deviation.
The sparsely sampled elemental maps of the synthesized com-

posites are shown in Fig. 2. The average number of particles per
unit area, standard deviation, and the expected number of particles
are presented in Table 1. From Table 1, it is clear that the standard
deviation in the number of particles in each section of the compos-
ite is increased with filler loading. The increase in standard devia-
tion is due to the agglomeration of the particle that in turn made a
significant difference in the average number of particles which was
supposed to be increasing akin to the expected number of particles.
The expected number of particles was calculated by multiplying
the average number of particles in a composite with 1 wt.% filler
loading with the higher filler loadings. At 1 wt.% filler loading,
HNTs were dispersed uniformly.

To understand the distribution of the particle, the distance
between each particle and its nearest neighbor (NND) was calcu-
lated using an ImageJ plug-in [32] from the aluminum elemental
maps. Fig. 3 shows the distribution of nearest neighbor distances
for a representative composite. The nearest neighbor distance com-
pares the position of a particular nanotube with respect to the
other nanotubes in the composite. For uniform distribution, the
nearest neighbor distribution should be narrow and it was esti-
mated by calculating the FWHM of the Gaussian fit of the distribu-
tion and it is presented in Table 2.

The ratio of the average actual neighbor distance (RK) to the
average expected nearest neighbor distance (EK) [33] of the parti-
cles in the composites is another means of optimizing the NND.
Higher the RK/EK ratio, the better the distribution. RK and EK are
estimated using the following equation.

Rk ¼
Pn

t di

n
andEk ¼ 0:5ffiffi

n
A

p ð5Þ

where A is the area under study, di is the distance between the ith

particle and its imminent particle, and n is the number of particles.
In EVACO/HNT composites, the NND of 1 wt.% HNT loading has

a wider distribution than that of a 3 wt.% HNT loaded composite.
Since 1 wt.% HNT loaded composite has less number of HNTs in
it. For filler loadings above 3 wt.%, NND has a broad distribution,
which is due to the presence of agglomerates. RK/EK ratio is also

Fig. 2. Sparse sampled aluminum maps of HNT loaded composites, (a) 1 wt.%, (b), 3 wt.% (C), 5 wt.% (d) 7 wt.% and (e) 10 wt.%.

Table 1
Sparse sampling.

Filler
loading
(wt.%)

The average number
of particles unit area

Standard deviation in
the number of
particles

Expected
number of
particles.

1 85 8 85
3 98 9 255
5 99 14 425
7 89 18 595
10 80 24 850

Fig. 3. Nearest neighbor distribution of 1 wt.% HNT filled nanocomposite.

Table 2
Nearest neighbor distance.

HNT loading (wt.%) FWHM of NND RK/EK

1 0.88 1.365
3 0.74 1.344
5 0.79 1.331
7 0.88 1.292
10 0.94 1.237
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decreasing with the filler loading since the agglomerates can
impact the uniform dispersion and distribution of the fillers in
the polymer matrix.

The radial distribution function also specifies the distribution of
the nanotubes in the composites. It is a measure of the number
density of the particles along the radial direction with respect to
a reference particle [34].

The uniformity in the radial distribution of HNTs is reduced as
the weight percent of the nanofiller is increased (Fig. 4). The
straight radial map shows a uniform distribution, whereas the
rough map stands for the non-uniform distribution of HNTs. The
indistinguishable boundary of the HNTs in the TEM image (Fig. 5)
of the selected composite reveals the interaction between the filler
and the matrix. The crystallization of the polymer around HNTs
tells the nucleating ability of the HNTs. The major vibrational peaks
corresponding to the functional groups of pristine EVACO is
obtained through FTIR analysis and it is presented in Table 3.

3.2. The crystallinity of EVACO/HNT composite

The influence of HNTs on the crystallinity of EVACO was evalu-
ated by DSC and XRD analysis. The percentage crystallinity
obtained from XRD and DSC analysis is presented in Table 4. The
broad melting peak between 20 and 100 �C in Fig. 6 is due to the
uneven random crystals in the semi-crystalline EVACO. The addi-
tion of small quantities of HNTs i.e., 1 wt.% and 3 wt.% improves

the crystallinity in the composite remarkably. The uniform disper-
sion and distribution of HNTs can be attributed to this increment. If
the filling of the filler is increased above 3 wt.%, the nanotubes may
arrest the spherulitic growth front, which originates from the
nucleation source, thereby reducing the growth of crystalline
regions and ultimately a reduction in the crystallinity. Additionally,
a large number of tubes in the matrix can decrease the movement
of polymer chains, which can otherwise undergo crystallization in
the absence of halloysite nanotubes. The large agglomerates can
also adversely affect the crystallinity of the composite with high
halloysite nanotube loading .

The XRD results also show the increase in crystallinity for filler
loadings of 1 wt.% and 3 wt.% and decrease thereafter. The discrep-
ancy in percentage crystallinity from the study of DSC and XRD is
due to the eventual errors that can arise during XRD pattern decon-
volution and baseline line correction in DSC curves. [35]. It can be
concluded that the dipole–dipole attraction between the nanofiller
and the matrix at low nanofiller loading, especially when they are
in the solution, can bring the polymer chains close together and
align them in an order to favor crystallization.

Table 3
FTIR spectra peak positions.

Peak position (cm�1) Assignment

3418 AOH stretching
2919 and 2850 Symmetric and asymmetric CH2 stretching
1736 C@O stretching
1467 and 1375 CH scissoring and symmetric deformation
1231 Twisting and wagging of CH
1019 CAOH stretching
721 Rocking vibration of CH

Fig. 4. Radial distribution of HNTs in EVACO/HNT composites.

Fig. 5. TEM micrograph of EVACO/CNT composite with 1 wt.% HNT loading.

Table 4
Percentage crystallinity of EVACO and EVACO/HNT composites.

Filler loading (wt.%) % crystallinity from DSC % crystallinity from XRD

0 46.84 26.59
1 50.33 28.96
3 51.77 30.21
5 46.44 25.75
7 42.13 24.71
10 41.88 18.71

Fig. 6. DSC first heating curves of pristine EVACO and representative composites.
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3.3. Mechanical properties

The pristine and composite samples of EVACO exhibited ductile
fracture, as it can be identified by the continuous crack propaga-
tion trajectories on the fractured surfaces (Fig. 7). Due to the good
dispersion and distribution of halloysite nanotubes, the highest
tensile strength is observed for the nanocomposite with 1 wt.%
percent filler loading (Table 5). In the composite with 3 wt.% hal-
loysite nanotube loading, an overall increase in crystallinity is
found, but the dispersion as well as the distribution of the hal-
loysite nanotubes is inferior to 1 wt.% HNT loading. The resulting
non-uniform distribution of stress ultimately leads to a small
decrease in the ultimate tensile strength. At high filler loading,
>3 wt.%, the cluster of halloysite nanotubes and the debonding of
these agglomerations from the polymer leads to premature failure,
as observed in SEM micrographs of the fracture surface in Fig. 7,
and the lessening in the ultimate tensile strength.

4. Conclusions

It is summarised that the dispersion and distribution of the filler
play a key role in controlling the crystallizability and mechanical
characteristics of the Elvaloy�4924 (EVACO)/halloysite nanotube
nanocomposites. The image processing of SEM-elemental maps
revealed that 1 wt.% HNT loading shows a good dispersion and dis-
tribution of the fillers in the matrix. The reduction in mechanical
and crystalline characteristics of the composites are in good agree-
ment with dispersion and the uniform spreading of halloysite nan-
otubes in an array. For 1 wt.% HNT loading, the composite exhibits
the best mechanical characteristics and crystallinity. The halloysite
nanotubes influence the crystallinity of EVACO at low filler weight
fractions, thus discloses the halloysite nanotube’s potential as a
nucleating agent.
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a b s t r a c t

In this work, the effect of different fillers on the crystalline and mechanical properties of the poly
(ethylene-co-vinyl acetate-co-carbon monoxide) (EVACO) terpolymer composite is studied systemati-
cally. Alumina trihydrate nanoparticles (nano-ATH), halloysite nanotubes (HNTs), and the multiwalled
carbon nanotubes (MWCNTs) are the representative fillers used in the present study. The surface of
MWCNTs are decorated using carbonyl, however, nano-ATH and HNTs are used without any surface
treatment. The mechanical properties of the composites are evaluated using a tensile test and the
improvement in the mechanical properties can be correlated to the improvement in the crystallinity in
the composite. The presence of nanofillers in the EVACO matrix significantly influenced the crystallinity,
which was determined by X-ray diffraction. The fractography studies reveal the presence of agglomerates
at high filler loading results in the subsequent reduction in the tensile properties. Interestingly, the
MWCNTs at very low filler loading significantly enhances the tensile properties of EVACO.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the International Conference on Sustainable materials,
Manufacturing and Renewable Technologies 2021.

1. Introduction

Polymer nanocomposites are finding new applications every
day and replacing the conventional polymers from household to
advanced engineering applications [1]. Nanofillers from various
sources/origin are commonly used as fillers in polymer nanocom-
posites. The nanofillers with superior mechanical properties are
often used in polymers with poor mechanical characteristics. The
addition of nanomaterials in the polymer matrix can impart certain
unique properties that cannot be matched by any other material. In
the case of nanocomposites, the properties of polymers and nano-
fillers are often compromised and they exhibit superior properties
as a combined material [2]. Additionally, a small quantity of the
nanofiller is sufficient to make a significant impact on the proper-
ties of the polymer matrix.

Nanomaterials, such as carbon nanotubes [3], clay [4], alumina
trihydrate [5], layered double hydroxides [6], halloysite nanotubes

[7], nanocellulose [8], graphene [9], etc. are the common multi-
functional nanofillers used in the polymer nanocomposites. The
properties such as crystallinity, thermal degradation, tensile
strength, permeation resistance, electrical conductivity, flame
retardance, etc. are affected by the addition of nanofillers. The
unique characteristics of the fillers impart significant property
enhancement in the polymer nanocomposite without affecting
the processability of the polymer. For instance, the two-
dimensional layered nanostructures can influence the permeation
characteristics of the polymer [10]. Similarly, the carbon nanotubes
increase the electrical conductivity [11], and alumina trihydrate
imparts flame retardancy [12]. The aspect ratio (AR) of the nanofil-
lers also impacts the mechanical properties of the polymer
nanocomposites [13]. The proven ability of nanofillers as nucleat-
ing agents to improve the crystallinity of several semi-crystalline
polymer matrices [14–16] that in turn contribute to the enhance-
ment in the tensile strength of polymer composites.

Interfacial bonding between the matrix and the nanofiller plays
an important role in determining the properties of the nanocom-
posites. The interfacial bonding of the filler and the matrix can
be improved by modifying the polymer or the filler with suitable
functional groups. However, modifying the filler is easier than
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the modification of polymer, and the fillers are often modified to
match the polarity of the polymer matrix.

A polar filler is modified with a non-polar agent to be used in a
non-polar polymer matrix, but it can be directly used in a polar
polymer. Additionally, the dispersion of the nanofillers also
impacts the mechanical properties of the nanocomposites [17].
Surface modification of carbon nanotubes (MWCNTs) is essential
before it is mixed with the organic matrices, since pristine
MWCNTs exist as bundles due to their inertness [18]. The polar
nanofillers such as ATH and HNTs can be directly used as nanofil-
lers into a polar polymer matrix.

A carbonyl group is introduced to the copolymer poly(ethylene-
co-vinyl acetate) (EVA) to form the terpolymer poly(ethylene-co-
vinyl acetate-co-carbon monoxide (EVACO). Such an addition
increases the polarity of the new polymer. The polarity of EVA is
difficult to improve by increasing the vinyl acetate content alone,
as the increase in vinyl acetate content can adversely affect the
properties of EVA [19]. The addition of carbon monoxide to the
backbone of EVA increases the polarity of the polymer, thereby
improves its adhesion to polar surfaces, therefore EVACO is used
as an adhesion booster in coatings. EVACO is semi-crystalline in
nature, and the polyethylene phase imparts crystallization in it.

In this study, EVACO/nanofiller composites are prepared
through solution casting. Industrial processing of EVACO is mainly
in the form of solutions, and the method used here is akin to the
bulk processing of EVACO. The polar fillers such as ATH and HNTs
are directly reinforced to the EVACO matrix, but, MWCNTs are sur-
face modified with polar functional groups before reinforcing them
into the EVACO matrix. The mechanical properties and crystalliz-
ability of EVACO can be improved by the addition of nanofillers
in small quantities. The effect of different nanofillers on the
mechanical properties and crystallinity of EVACO is studied here.

2. Materials and methods

Poly(ethylene-co-vinyl acetate-co-carbon monoxide) (Elvaloy�

4924) provided by Du Pont, India, halloysite nanotubes (HNTs)
and carbon nanotubes (MWCNTs) procured from Sigma Aldrich,
India, nano-ATH obtained from US Research Nanomaterials Inc.,
USA, and dichloromethane (DCM) procured from Central Drug
House (P) Ltd, New Delhi, India were used in the present study.

To fabricate the composites, a predetermined quantity of
EVACO is dissolved in DCM by continuous mixing using a magnetic
stirrer. To the above solution, the appropriate quantities of nanofil-
lers are slowly added and mixed thoroughly by vigorous stirring
and subsequent ultrasonication. The mixture is then poured into
Petri-dishes and allowed to dry to get the respective composite
films. The composite films are then dried at room temperature
and then in a vacuum oven at 50 �C for 6 h.

The tensile measurements (Hounsfield Universal Testing
Machine, H25KS, Hounsfield, UK) at ambient conditions were made
for three dumb-bell samples, at a crosshead speed of 50mm/minute,
prepared according to ASTM D 412-B. The fractured surfaces were
analyzed using a scanning electron microscope (SEM) (JSM-
6380LA, JEOL, Japan) and the samples were sputtered with gold
(JEOL JFC 1600), in an auto fine coater, prior to imaging. Transmis-
sion electron microscope, CM12 PHILIPS, Netherlands, was used to
image the morphology of the nanofillers. X-ray diffraction patterns
(JEOL, DX-GE-2P, Japan) of the composite sheets were analyzed
using CuKa radiation to determine the crystallinity of nanocompos-
ites. The degree of crystallinity (Xc) was calculated by deconvoluting
the XRD patterns to amorphous and crystalline contributions and
the degree of crystallinity was calculated by the ratio [20].

Xc ¼ Ic
Ia þ Ic

ð1Þ

where Ia and Ic are the integrated intensities corresponding to the
amorphous and crystalline phases, respectively.

3. Results and discussion

3.1. Morphology of fillers

The morphology of the nanofillers is compared in Fig. 1 a–c, and
one can observe a significant difference in the aspect ratio (AR) of
the nanofillers used in the present study. On comparing the TEM
images of the nanofillers, the highest AR is observed in the case
of MWCNTs (AR�100) (Fig. 1a), followed by HNTs (AR�20)
(Fig. 1b), and the lowest in the case of nano-ATH (AR�1.0)
(Fig. 1c). Additionally, the surface texture of the MWCNTs is
smoother than HNTs and ATH besides the smaller diameter.

3.2. Crystallinity of the nanocomposites

The crystallinity of the semicrystalline polymers can be influ-
enced by the nanofillers. Many nanofillers act as nucleating agents
when they are incorporated into different semicrystalline polymer
matrices [21,22]. Due to the high polar nature of the nanofillers used
in the present study, the crystallizable polymer chains are pulled
together to form for more crystallites, that are not formed in the
absence of nanofillers [23,24]. The percentage crystallinity is
increasing with the filler loading initially but decreases thereafter.

From Table 1, in the case of each nanofiller type, as the filler
loading is increased, the corresponding crystallinity (Xc) was ini-
tially increased (at 1% loading of ATH and HNTs, and 0.1 wt% load-
ings in the case of MWCNTs). The crystallinity is decreasing slowly
after the above threshold of filler loading in the case of all the fil-
lers. It is likely that, at high filler loading, due to agglomerations,
the nanoparticles hinder the polymer chain movements and
reduces the crystallinity. One can note that, in the case of MWCNT
loading, even though the wt% of MWCNT loading is far less than
HNTs or nano-ATH loading, the change in crystallinity is analogous
to the other experiments. Apparently, the crystallinity of the
present nanocomposites is a function of filler loading besides the
nature of the fillers.

3.3. Mechanical properties

In general, all the semicrystalline polymers exhibit a ductile
fracture. EVACO is a semicrystalline polymer, therefore, large plas-
tic deformation is expected for pristine EVACO and its nanocom-
posites. The ductility of the composite decreases as the filler
loading exceeds a certain threshold. In general, irrespective of
the wt% of the nanofiller, the mechanical properties decrease after
an initial surge for all the nanocomposite variants. The maximum
value of ultimate tensile strength and toughness is observed for
1% filler loading in both HNT and ATH nanocomposites, whereas
for MWCNT reinforced nanocomposites the the highest tesile prop-
erties are observed for 0.05% filler loading, as shown in Table 2. The
reduction in the mechanical properties with an increase in filler
loadings accounts for the agglomeration of nanoparticles leading
to non-uniform stress distribution in the composites. The low filler
loading of MWCNTsmakes a significant impact on the tensile prop-
erties of EVACO than HNTs or nano-ATH, since MWCNTs have a
significantly higher aspect ratio, as shown in Fig. 1a, and lower
density (q = 2.1 g/cc) as compared to HNTs (q = 2.53 g/cc) and
ATH (q = 2.42 g/cc). Moreover, the tensile strength of individual
strands of MWCNTs is equivalent to that of a steel wire with the
same dimensions. Additionally, the dispersion of the nanofillers
is uniform at low filler loading, consequently, the effect of stress
concentration by agglomeration and the associated premature
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failiure can be mitigated in those composites. In all the cases, the
tensile strength increases initially and decreases thereafter as the
filler loading is increased. The representative stress–strain curve
of EVACO/HNTs nanocomposites is shown in Fig. 2. There is no
apparent change in the profile with filler loading, however, the
stain is improved after the filler addition, as compared with the
pristine polymer. The schematic diagram in the inset shows the
behavior of crystallites in a semi-crystalline polymer as the applied

stress increases. Which in turn indicate the role of crystallinity on
the tensile properties of the polymer nanocomposites.

3.4. Fractography analysis

The fracture surfaces of the representative nanocomposites after
the tensile test is observed using SEM, as shown in Fig. 3a-c. From

Fig. 1. TEM images of (a) MWCNTs, (b) HNTs and (c) nano-ATH.

Table 1
Normalized percentage of crystallinity for each filler loading.

Filler Sl. No Filler Loading (wt%) Xc

ATH 1 0 46.84
2 1 50.33
3 3 51.77
4 5 46.44
5 7 42.13

HNTs 1 0 46.84
2 1 56.98
3 3 53.69
4 5 42.73
5 7 37.69

MWCNTs 1 0 46.84
2 0.05 48.76
3 0.1 52.51
4 0.15 49.67
5 0.2 48.31
6 0.25 45.25

Table 2
Comparison of mechanical properties of EVACO/nanofiller composites.

Type of filler Filler loading (wt%) Ultimate tensile strength (MPa) Toughness (kN m�1) Percentage elongation at break (%)

Nano-ATH 0 31.5 14.3 834
1 33.2 16.2 893
3 31.2 14.1 821
5 29.2 13.5 748
7 27.2 12.2 711
10 25.9 8.30 834

HNTs 0 31.5 14.3 930
1 34.2 16.8 882
3 32.0 14.5 845
5 28.5 12.4 802
7 26.5 9.9 834

MWCNTs 0 31.5 14.3 944
0.05 45.6 24.3 924
0.1 41.2 20.9 921
0.15 40.5 19.8 913
0.2 39.9 18.6 902
0.25 39.4 18.0 910

Fig. 2. Representative stress-strain curve of EVACO/nanofiller composite.
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the above figures, one can conclude that the fillers significantly
affect the mechanism of fracture. In the case of pristine EVACO,
the crack propagation trajectories are very clearly indicating a pure
ductile failure. As the filler loading is increased to 1 wt% stress whi-
tened regions are observed, which is an indication of more crystal-
lite deformation due to high crystallinity of the composite at 1 wt%
loading. In general, the stress whitened regions appears as white
regions on the fractured surface of a semicrystalline polymer, which
are formed due to the elongation of polymeric chains forming the
crystalline part of the polymer. At 10 wt% loading filler loadings,
the agglomerated particles and the debonding of these agglomer-
ates from the matrix is clearly visible. The formation of these
agglomerates leads to premature failure, resulting in a lower tensile
strength than the pristine polymer as observed previously. It is
important to note that the roughness of the fractured surfaces are
increasing with the filler loading, which conveys the brittle nature
of the composites at high filler loading.

4. Conclusions

In summary, the mechanical properties of the EVACO nanocom-
posites are dependent on the nature of fillers and the wt.% of filler
loading. In the case of a semicrystalline polymer, the ability of the
nanofillers to form crystallites determines the overall mechanical
properties. Thus the filler aspect ratio and the properties of the fil-
lers, in turn, affect the optimal filler loading and the tensile prop-
erties. The good dispersion and distribution of fillers also play a
major role in controlling the crystallizability and ultimately the
mechanical properties. In this study, 1 wt% loading of both HNTs
and nano-ATH results in the highest tensile properties in the case
of EVACO/HNTs and EVACO/nano-ATH nanocomposites and
0.05 wt% MWCNTs in the case of EVACO/MWCNTs nanocompos-
ites. The improvement in the mechanical properties of EVACO/
MWCNTs is way higher at a very low MWCNT loading as compared
to HNT and nano-ATH loaded composites. It is assumed that the
high aspect ratio and the mechanical properties of MWCNT result
in a significant improvement in the tensile properties.
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In-Line and Cross-Flow Response 
Interactions during Vortex Induced 
Vibration of Marine Risers

ABSTRACT

The paper presents a simplified method for understanding the interaction between in-line and cross-flow responses using 
computational fluid dynamics simulations. Interaction between the responses in the in-line and cross-flow directions in 
vortex induced vibrations of cylindrical risers in the marine environment is still not fully understood. The trends of variation of 
hydrodynamic and structural parameters as well as pattern of shedding have been determined numerically to understand 
the effect of the in-line degree of freedom as well on the riser response and hydrodynamic force coefficients and the results 
show that a single degree of freedom riser is more susceptible to lock in vibration. 

KEYWORDS: Vortex Induced Vibration, In-line, Cross-Flow, Force Coefficients, Response

Vidya Chandran Sheeja Janardhanan1 2, 

1Department of Mechanical Engineering, SCMS School of Engineering and Technology, Karukutty, Kerala, India
School of Naval Architecture and Ocean Engineering, Indian Maritime University, Visakhapatnam, Andhra Pradesh, India2

1. INTRODUCTION

Drilling riser is a pipe laid vertically from 
the oil well at the ocean bed to the 
offshore drilling platform. It conveys the 
drilling fluid and mud to and from the 
drill site Marine drilling risers are used 
especially with floating rigs which are 
less stable and in particular cases 
where disconnection of the platform 
from the seafloor may be required quite 
often.  shows various layouts of Figure 1
marine r isers depending on the 
c o n s t r u c t i o n a l  s p e c i fi c a t i o n  o f 
platforms.  shows different Figure 2

Figure 1 Constructional variation of 
drilling depth [1]offshore platforms with 

Figure 2 Cross section of 
a typical flexible riser[1]
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layers used in the construction of a 
flexible riser. 

The marine risers, which are classified 
as , and when encountering bluff bodies
fluid flow, alternate vortices are shed in 
the wake of the structure due to 
boundary layer separat ion .  This 
alternate vortex shedding happens at       
a discrete frequency depending upon 
the flow Reynolds Number ( ). When Re
the vortex shedding frequency matches 
with the natural frequency of the riser 
structure, i t  resonates with high 
amplitude of oscillation. These  large 
amplitude vibrations, that occurs during 
"lock-in" of risers are catastrophic and 
needs to be arrested for the safety of 
crew working on the floating platforms 
and also for extending operational life of 
the risers. Vortex induced vibration (VIV) 
of marine risers poses all the challenges 
in the deployment and operation of 
marine risers. 

There have been lot of research in the 
recent past  to understand their 
behaviour under various sub-sea flow 
conditions. But most of the studies have 
concentrated on understanding the 
wake characteristics and estimating 
hydrodynamic loading and response of 
either stationary cylinder or cylinder 
with a single degree of freedom 
(1DOF)[2]. 

Few results have been reported for 
study of hydrodynamic response of 
cylinder with two degrees of freedom 
(2DOF) in both in-line (IL) and cross-flow 
(CF) directions. IL vibrations have 
significant impact on the shedding 
pattern and also on the amplitude of CF 
vibrations [3]. 

The first of its kind discussions were 
reported in the case of flow around 
cylinder with 2DOF [4]. They established 
the effect of reduced velocity ( ) on the Ur

effect of forced and free 2DOF response 
[4]. The effect of IL response on CF 
response depends on the ratio of 
natura l f requencies in  both the 
directions   

 
During lock in, if the natural frequency in 
the IL direction is twice that in the CF 
direction, resonance occurs in both 
directions leading to premature failure 
of the riser [5]. Also it has been observed 
that IL response amplitude is a function 
of and stability parameter, whereas Ur 

the CF response amplitude is a function 
of  and flow velocity [6] . Wake U r

characteristics, hydrodynamic force 
c o e ffi c i e n t s  a n d  re s p o n s e  va r y 
significantly when both IL and CF 
vibrations occur simultaneously. Hence 
there is a need for prediction of 
response that hold good for the 
combined IL and CF vibration.

2. PROBLEM DESCRIPTION

In the present paper a riser model with 
outer diameter 0.076 m has been 
numerically analysed using two 
dimensional (2D) computational fluid 
dynamics (CFD). Specifications of the 
riser and the flow condition in listed in 
Table 1. The incoming flow velocity is 
fixed as 0.5 m/s to maintain the flow 
regime uniform at Re = 3.8 x 10  which 4

corresponds to the ocean condition 
encountered by a real marine riser used 
for petroleum extraction in offshore 
industries [7]. In this paper an effort has 
been made to study the effect of IL 
vibration on the amplitude of CF 
v ibrat ion and also on the wake 
characteristics.

2.1. Mathematical Model

The riser has been modelled as a 2D 

cylinder with 2DOF in the CF and IL 

directions. The equations of motion for 

the riser can be represented as Eq. (1) 

and (2)

 
Where  is the displacement in CF Y
direction and  is the displacement in X

the IL direction. The excitation forces are 
lift force, F  (t) and drag force F  (t).L D.  The 
excitation forces are periodic in nature 
due the alternate shedding of vortices, 
which causes the riser to oscillate in CF 
as well as IL directions. The riser is 
observed to oscillate with frequency 
equal to frequency of vortex shedding 
( ) fv  in the CF direction and at double the 
frequency in the IL direction during lock 
in. Lock in can be defined as the 
resonance condition during which the 
vortex shedding frequency lock on to 
the natural frequency of the riser in the 
c r o s s  fl ow d i re c t i o n .  A  s i m p l e 
representation of the mathematical 
model of riser with 2DOF is represented 
in . Figure 3

The r iser is  model led with zero 

structural damping in the CF and IL 

directions.  and are st iffness k kx y  

coefficients in the IL and CF directions 

respectively. In the present study = . k kx y

For such a specific case the natural 

frequencies in both directions will be 

same and hence  = 1   ŋb

2.2. Fluid Domain Extends

Figure 4 (a) shows the computational 

domain for the CFD simulation of VIV of 

an elastically mounted cylinder with 

2DOF. The origin of the Cartesian 

coordinate system is located at the 

centre of the cylinder. The length of the 

Marine drilling risers are used especially 
with floating rigs which are less stable and 
in particular cases where disconnection of the 
platform from the sea floor may be 
required quite often Table 1 Riser model specifications and 

flow characteristics

Figure 3 Representation of mathematical 
model of riser with 2DOF
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domain is 40  with the cylinder located at 10  away from the inlet D D

boundary. The cross flow width of the domain is 20  with the centre of the D

cylinder at the middle. 

Detailed views of the mesh around the cylinder along with the 
computational domain after meshing have been shown in Figure 4 (b) and 
(c) respectively. There are 307 nodes around the circumference of the 
cylinder and the minimum element size near the rigid wall boundary has 
been computed from boundary layer theory to be 0.0001  [8]. D

The non-dimensional element size represented as , next to the cylinder y+
surface is found to be less than unity. For cylinder wall a no slip boundary 
condition has been applied assuming the surface to be smooth. Inlet 
boundary has been treated as velocity-inlet with inflow velocity, = 0.5 V 
m/s. Outlet boundary has been treated as pressure outlet, the gradients of 
fluid velocity are set to zero and the pressure with zero reference pressure. 
On the two transverse boundaries, symmetry boundary condition has 
been applied. Grid independency study has been carried out for the 
present grid in the previous work done by the authors [9].

2.3. Flow Model

Numerically this problem has been treated as a case of two-way fluid 
structure interactions (2way FSI). Modeling and meshing has been 
performed in ANSYS ICEM CFD and solving using ANSYS FLUENT. Flow 
around the cylinder is modeled using the transient, incompressible 
Reynolds Averaged Navier-Stokes equation (RANSE) based solver with k – 
ω SST as the turbulence model. RANSE solver does the virtual averaging 
of velocities over an interval of time and hence for a specific interval, the 
velocity vector appears to be constant in a RANSE solver. In the present 
work an optimised fine grid is used   to compensate for this drawback of 
the solver enabling it to capture the physics of  Von-Karman Street eddies.

The governing equations are discretised using finite difference method. 
Non iterative time advancement (NITA) scheme with fractional time 
stepping method (FSM) has been chosen for pressure-velocity coupling of 
the grid. A least-squares- cell (LSC) based scheme has been used for 
gradient in spatial discretisation and a second order upwind scheme as 
convective scheme.

2.4. Structural Model

An elastically mounted cylinder can be mathematically represented by 
Eq. (1) and (2). These equations of motion are solved using a six degrees of 
freedom solver (6DOF), an integral part of the main solver by defining the 
cylinder as an object with 2DOF in transverse direction. A user defined 
function (UDF) compiled in C programming language has been hooked to 
the cylinder dynamic boundary conditions. The governing equations for 
the motion of the centre of gravity of the cylinder in the CF and IL directions 
are solved in the inertial coordinate system. Velocity in the CF and IL 
directions are obtained by performing integration on Eq. (3) and (4).

 
Where and , are accelerations in the IL and CF direction respectively,  Ẍ m
is the mass of the cylinder and , resultant fluid force acting on the cylinder F
in the respective direction. Position of the centre of gravity of the cylinder 
(CG) is updated after solving the equations of motion of a spring mass 
system represented by Eq. (1) and (2). Mass of the cylinder is given in the 
UDF as in Eq. (5) and (6). 

 

Where is the added mass and  is the m ma b

mass of the cylinder. Added mass coefficient 
C  for the aspect ratio of the present model is A

found to be equal to 1.0 [10].

Analysis has been performed assigning the 
cylinder 2DOF with  =  so that the natural k kx y

frequencies of the cylinder in both directions 
remain equal. The results are compared with 
the case when the cylinder has only 1DOF in 
the CF direction. Amplitudes of CF response 
are compared with existing results [9] and 
also the shedding patterns in both cases 
have been analysed.

3. RESULTS AND DISCUSSIONS

From the numerical analysis of cylinder with 
2DOF it  has been observed that the 
hydrodynamic force coefficient in the CF 
direction,  shows an increase of 17.4% than CL

that for 1DOF case. This result is comparable 
with the findings of previous research in the 
field which shows an increase in the lift 
coefficient value by permitting an extra 
degree of freedom [11]. 

Figure 4 (a) Computational domain 
(b) computational mesh 

(c) mesh around the cylinder

(3)

(4)

(5)

(6)



It can be concluded that a cylinder with 
1DOF is more prone to lock in vibration 
compared to that with 2DOF
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RMS value of is constant for both cases with a very small decrease of CD 

4% with 2DOF case. oscillates about zero with almost equal CL 

frequencies for both the cases. But the frequency of oscillation of  is CD

lesser by 7.2% for 2DOF case. The values of important hydrodynamic 
and structural parameters of both cases are shown in .Table 2

The non-dimensional amplitude in the CF direction obtained with 
2DOF is 11.3% more than that with 1DOF.  is approximately 0.2. Time X/D
histories of major parameters obtained from the 1DOF analysis are 
shown  in  and that for 2DOF in .  Figures 5(a) – (d) Figures 6(a) – (d)
Frequency of oscillation of the cylinder in the CF direction obtained 
from 1DOF case is found to be more closer to the theoretical value of 
vortex shedding frequency obtained from the normal value of  = 0.2 St
( =1.3). For the 2DOF case, the frequency of oscillation deviates from fv

the vortex shedding frequency.

For 2DOF case, the frequency of oscillation of  and the oscillation CL

frequency of cylinder in the CF direction remains same. In 1DOF case, 
CL oscillation frequency remains same as that in the 2DOF case, but the 
cylinder vibration frequency in the CF shifts towards the natural 
frequency of cylinder in CF direction.

In the present analysis, the natural frequency in both directions are 
specifically fixed to be equal to the theoretical value of vortex shedding 
frequency. Hence the phenomenon can be looked upon as the lock-in 
of vortex shedding frequency on to the natural frequency of the 
cylinder. It can be concluded that a cylinder with 1DOF is more prone to 
lock in vibration compared to that with 2DOF. 

This observation can be related to the shifting of the vortex shedding 
pattern from two singles (2S) to two pairs (2P) mode when motion in IL 
direction is arrested. The shedding patterns for 1DOF and 2DOF cases 
are shown in  and  respectively.  obtained also Figure 5(a) Figure 6(a) St
is with the range of normal value for cylinders during lock in. Even 
though the values of  for both cases are almost same, the oscillating CD

frequency varies significantly. 

The trajectory of oscillation of cylinder in 2DOF case is represented in 
Figure 7. A clear eight figure trajectory is observed which is typical for 
VIV of cylinders [11]. Also it has been observed that the motion the IL 
direction lags behind that in CF direction by a phase angle 30°. The 
represented trajectory in  corresponds to 30° phase lag [12]. Figure 7

4. CONCLUSIONS

Accounting for an additional degree of freedom seems to have 
significant effect on the magnitude of lift coefficient but the frequency 
of oscillation of  remains constant for both the cases. is C CL D 

independent of the degree of freedom of the cylinder but the 
frequency of oscillation varies significantly. Oscillation amplitude of 
the cylinder in the CF direction is more in 2DOF case which can be 
related to the increase in .CL

It has been clearly observed that with 1DOF, the cylinder is more 
susceptible to lock in vibration since the vortex shedding frequency 
locks on to the natural frequency of the cylinder in the CF direction. But 
with 2DOF, no such shifting of frequency is observed. Shedding pattern 
shifts from 2S during 2DOF motion to 2P when motion in IL direction is 
arrested. An eight figure trajectory typical for VIV is obtained from the 

Table 2 Hydrodynamic and structural parameter

off cylinder with 1DOF and 2DOF

Figure 5 Pressure contours and Time histories of various 

hydrodynamic and structural parameters (a) Vortex 

shedding pattern behind cylinder with 1DOF showing 

2P mode (b) CL of cylinder with 1DOF (c) CD of cylinder 

with 1DOF (d) Motion history of cylinder with 1DOF

(a)

(b)

(c)

(d)
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2D simulation. Hence the efficacy of 2D CFD as a tool to predict 
response of cylinder with 2DOF under VIV is accomplished. The 
observations made above are definitely strong inputs in the design 
deployment and operation of marine risers.
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Abstract. Co-based composites are extensively utilized in the field of prosthesis and dental 

implants. Hybrid composites made using Powder metallurgy process, Co-10Cr-GNSA were 

studied. The surface morphology of the hybrid composites were studied using Scanning 

Electron Microscope. The elemental analysis was carried out using X-Ray Diffraction 

technique. The hybrid composites were analyzed for its various mechanical properties like 

microhardness, compressive strength, and density. Value of micro hardness of the composite 

materials showed slight improvement with addition of GNSA reinforcement. The value of 

density of the hybrid composites was found to be decreasing linearly with the addition of 

GNSA. Compressive strength of the materials showed a reasonable increment. Wear analysis 

to study the tribological characterization of the hybrid composites were done with the help of a 

pin on disc wear testing machine. The wear and COF studies show that with a rise in GNSA 

content, wear resistance increases because of the presence of oxides of GNSA particles. From 

the worn out surfaces of the hybrid composite it is concluded that the deformation of the 

composites takes places initially due to abrasive wear followed by plastic deformation. An 

electrochemical workstation was used to understand the corrosion characteristics of the hybrid 

composites in the presence of 3% NaClelectrolyticsolution.Co-5Cr-5GNSA hybrid composites 

exhibit better electrochemical corrosion resistance compared to other specimens. 

Keywords: Powder metallurgy, Wear, Corrosion, GNSA 

1. Introduction 

Now a days more and more people suffer from osteoarthritis disorder, which makes them experience 

severe pain and discomfort. Recent survey suggests that there are nearly 50 million cases worldwide 

who are suffering from osteoarthritis disorder and in need of joint replacement surgery [1]. Co-Cr-Mo 

alloy is the extensively used artificial prosthetic material considering its higher value of wear, 

hardness and corrosion resistance. Even though Co-Cr-Mo alloys are excellent prosthetic material, still 

there are certain disadvantages such as wear of implants in the hip joints and problems related to bio 

compatibility since Mo is not a bio degradable material[2–5]. Therefore it is the need of the hour to 
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produce a composite with much better wear and corrosion resistance which is also bio degradable and 

compatible to human body. 

 The ground Nut Shell Ash (GNSA) which is primarily a biological waste and is available in 

abundance all over the world. Moreover the GNSA particles have presence of MgSiO3 and AlSiO3 in 

high concentration .Hence it can be used to replace the hazardous Mo reinforcements[6]. 

 There are many conventional methods to produce wear resistance artificial prosthetic implants 

such as plasma spraying, physical vapor deposition, electro deposition and chemical vapour 

deposition. Since these manufacturing processes includes more complex steps and requires costly 

equipments, the cost of the implants is high. The powder metallurgy technique has its own advantages 

which include uniform dispersion, low processing cost and ability to manufacture high melting point 

materials. Hence the powder metallurgy process possesses great potential for producing Co-Cr based 

hybrid composite materials with highly desirable mechanical properties along with wear and corrosion 

resistance[7–13]. 

 This work aims to develop a Co-Cr-GNSA hybrid composite material with better wear, 

corrosion resistance and mechanical properties. In this study, four different compositions based on 

weight percent is formulated as follows Co-10Cr, Co-10Cr-2.5GNSA, Co-10Cr- 3.5 GNSA and Co-

10Cr-5GNSA. The composite powders are mechanically milled and compacted and sintered in order 

to develop specimens of 8mm cylindrical pellets. The hybrid composites are then studied in order to 

explore their morphological properties using SEM. The mechanical behavior along with tribological 

and corrosion resistance behavior were studied and their mechanisms were reported.  

2. Materials and Method 

The materials CoCr (99.5% purity) which is used in this study were purchased from Mepco Ltd Tamil 

Nadu, India. The ground nut shell ash (GNSA) powder used in this work is prepared using heat 

treatment method which is discussed in our pervious paper [6]. Mechanical ball milling process was 

used for alloying the Co-Cr- GNSA hybrid composites. The process was carried out for two hours and 

was then compacted into 8 mm diameter pellet which is cylindrical in shape. The value of compaction 

pressure was set to 750 MPa consistently. After this, the soft green compacts were hardened by forcing 

them to sintering process at 1000oC for 2h.The morphology of the hybrid composites were studied 

using a Field Emission Scanning Electron Microscope (FE-SEM).ASTM: B962-13 standards were 

used to calculate the density of the Co-Cr- GNSA hybrid composites. The ASTM E384 standards were 

used to study the micro hardness of the hybrid composite pellets at a uniform load and dwell time of 1 

kgf and 10 seconds respectively. Compressive strength of the hybrid composites were studied at a scan 

rate of 5 mm/min, with the help of a Universal Testing Machine (UTM). ASTM G99-05 standards 

were used to study the wear and friction behavior of the composites. EN 32 steel of hardness 65 HRC 

was used for the analysis. The specimens were cleaned using acetone solution before and after the 

wear test. The wear analysis of the composites was done at various sliding conditions such as the load, 

sliding distance and sliding speed. The electrochemical corrosion tests were simulated on a three 

electrode workstation using 3% NaCl solution as electrolyte[14–16]. 

3. Results and Discussion 

3.1 Field Emission Scanning Electron Microscope Analysis 

FE-SEM images of Co-10Cr- 3.5 GNSA & Co-10Cr-5GNSA hybrid Composites respectively are 

shown in Figure 1. There is a homogenous mixture of GNSA Particles with Co and Cr particles. The 

wettability of the GNSA particles was the major factor in achieving uniform amalgamation. It can be 

noted that due the milling operation the size of Cr particles have reduced to around 500 nm in size and 

are bonded strongly with Co matrix. 

 

3.2 Microhardness  

The microhardness test was done using a Vickers Micro Hardness Testing Machine with the test being 

conducted at five different points. Figure 2 shows the variation in the average value of microhardness 
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of the composites at different configurations based on its composition, i.e. Co-10Cr, Co-10Cr-

2.5GNSA, Co-10Cr- 3.5 GNSA and Co-10Cr-5GNSA. The microhardness of the composites varied 

from 320 HV to 340 HV. The hardness of Co-10Cr was found to be 320 HV and the introduction of 

GNSA resulted in an increase in the microhardness. The maximum microhardness was found to be in 

Co-10Cr-5GNSA composite with a value of 340 HV. The uniform amalgamation of GNSA particles 

was the major reason for this improvement in microhardness. 

3.3 Compressive Strength and Density 

With the addition of the GNSA reinforcement the density of the Co-10Cr –GNSA hybrid composites 

were found to be decreasing. The value of density for Co-10Cr composites was recognized as 8.1 

g/cm3 whereas the density of the Co-10Cr-5GNSA hybrid composites were around 7.65 g/cm3 as 

shown in Figure.3. This reduction in density was attributed by the relatively soft nature of the GNSA 

particles. With the addition of GNSA particles, the compressive strength of the hybrid composite 

materials showed slight increase in its value.  Figure.3 helps us understand the compressive strength of 

different combinations of Co-10Cr-GNSA hybrid composites. The compressive strength of Co-10Cr 

composite was established to be in the region of 380 MPa. The compressive strength has slightly 

increased to 401 MPa for the Co-10Cr- 5 GNSA hybrid composites which is due the presence of 

AlSiO3 particles in the GNSA ash content. 

 

 

Figure 1.FESEM images of Co-10Cr- 3.5 GNSA & Co-10Cr-5GNSA hybrid Composite. 

 

Figure 2.Graphical Representation of Co-

10Cr-GNSA hybrid composites. 

Figure 3.Comparison of Density and 

Compressive Strength of the Co-10Cr-GNSA 

hybrid composites.
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3.4 Wear and COF Analysis 

The loss of material due to wear of the Co-10Cr-GNSA hybrid composites is shown in Figure 4. The 

variation of wear loss of Co-10Cr-GNSA hybrid composites is depicted as graphical plots. The Figure 

4 (A) indicates the wear analysis data of the Co-10Cr-GNSA hybrid composites at different loads 

(10N,15Nand 20N). The sliding speed (1.5 m/s) and sliding distance (1000 m) were kept constant. The 

Co-10Cr-5GNSA hybrid composites have witnessed very minimal wear loss at all loading conditions. 

The wear loss of Co-10Cr-GNSA hybrid composites at various sliding distance and speed is shown in 

Figure 4 (B&C) respectively. The wear loss has experienced similar trend.With the increase in GNSA 

concentration in the matrix there is definite resistance to wear and thereby the wear loss is very 

minimal for the Co-10Cr-5GNSA hybrid composites. The variation in coefficient of friction at 

different loads, sliding distance and sliding speed for Co-10Cr-GNSA hybrid composites is depicted in 

Figure5(A,B&C). It was observed that with an increase in load, the COF of the hybrid composites 

increased. Whereas, it reduced with an increase in sliding speed. Overall the Co-10Cr-5GNSA hybrid 

composites displayed better COF value. This improvement in Wear and friction characteristics is may 

be attributed to the presence of AlSiO3compounds in the composite material and also due to the tribo 

oxide surface layer formation on the surface of the composite specimen.The worn out surface analysis 

of the Co-10Cr-GNSA hybrid composites after wear analysis is represented in Figure 6. From the 

worn our surface analysis it can be concluded that there is plastic deformation experienced in hybrid 

composites which is preceded by abrasive wear. 

 

Figure 4.Wear Loss plot of Co-10Cr-GNSA hybrid composites. 
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Figure 5.COF plot of Co-10Cr-GNSA hybrid composites. 
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 Figure 6.Worn out Surface analysis of Co-10Cr-GNSA hybrid composites. 

3.5 Electrochemical Corrosion Analysis. 

The corrosion analyses of the Co-10Cr-GNSA hybrid composites were done using an electrochemical 

work station with three electrodes. The electrolyte which was used in this study is 3% NaCl solution. 

The polarization curves are obtained by using tafel extrapolation methods as shown in Figure.7. The 

test results exhibit that the corrosion potential value, Ecorr and the corrosion current value, ICorr of 

Co-10Cr-5GNSA hybrid composites was found to be better compared to other combinations of hybrid 

composites. The Ecorr value of Co-10Cr-5GNSA hybrid composites   was found to be -0.419 V and 

Icorr value was around -0.12 mA/cm2.  The corrosion performance of Co-10Cr-3.5 GNSA was also 

similar to that of Co-10Cr-5GNSA hybrid composites. The Co-10Cr composite shows lesser corrosion 

resistance than the hybrid composites as shown in Table.1. 

Table 1.Tafel plot fallouts of Co-10Cr-GNSA  hybrid composites. 

S.No Specimen Ecorr (V) Icorr (mA/cm2) 

1 Co-10Cr -0.442±0.051 0.5±0.020 

2 Co-10Cr-2.5 GNSA -0.437± 0.044 0.4±0.011 

3 Co-10Cr-3.5GNSA -0.420±0.021 -0.1±0.003 

4 Co-10Cr-5GNSA -0.419±0.0191 -0.1±0.002 

 

 Figure 7.Potentiodynamic polarization plot of Co-10Cr-GNSA hybrid composites 
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4. Conclusions 

The Co-10Cr-GNSA hybrid composites were studied and their r mechanical, Wear and corrosion 

mechanisms were reported.  

 The addition of GNSA reinforcement resulted in an increment in the Microhardness of the Co-

10Cr-5GNSA hybrid composites (340 HV) compared to Co-10Cr composites.  

  The compression strength of the Co-10Cr-5GNSA hybrid composites (401 MPa) has 

improved considerably than the Co-10Cr composites. 

 The value of density of the Co-10Cr-5GNSA hybrid composites showed a considerable 

decrement due to the addition of less dense GNSA reinforcement. 

 The Co-10Cr-5GNSA hybrid composites exhibited a higher resistance to wear. 

 Corrosion resistance of Co-10Cr-5GNSA hybrid composites was found to be better than the 

Co-10Cr composites from the electrochemical corrosion analysis.  
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Abstract. In this study,Co-20Al-GNSA metal matrix composites  were produced using 

mechanical alloying process .  The Co-20Al-GNSA composites were mixed using a high-

energy ball mill at a constant speed of 350 rpm for 2hours. The composite powders were then 

characterized for their morphological study using Scanning Electron Microscope. The 

composite powders are then compressed and sintered at 500MPa and 700
o
C respectively. The 

density and compressive strength of the composite materials shows decrement values whereas 

the wear resistance of the composite materials has increased considerably. The mechanism of 

wear was identified as abrasive wear. The electrochemical corrosion test also reveals that the 

Co-20Al-10GNSA composites have better corrosion resistance. The weight-loss corrosion test 

also shows that the composites with 10GNSA content have better corrosion resistance.   

Keywords: Wear, Corrosion, Powder Metallurgy, Microhardness. 

1.  Introduction 
The exploitation of hybrid composites for the potential replacement of conventional metals has been 
drastically increased in severalapplications such asautomobile industries, commercial industrial 
applications, and also in aerospace industries where enhanced mechanical, wear and corrosion 
resistance properties are expected. Hence it was the main objective of the researchers to develop 
materials with lesser density with better tribological and corrosion performance[1–3]. 
 In the process of developing a composite material, it is very important to select the matrix 
materials and reinforcements with the good wet ability to improve the bonding of the composite 
materials. Another important factor is the selection of the fabrication method and its working 
parameters as per the matrix and reinforcement materials.Now a day the production economy is one of 
the important factors due to the economic thoughtfulnessof the industries[4–7]. They prefer low-cost 
composites, to reduce the production cost due to the raw materials. The Co is a material with very 
good mechanical and corrosion resistance property whereas it is very costly. So it is necessary to tailor 
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the mechanical properties using low-cost reinforcements such as Al and GNSA. The most generally 
used reinforcements are SiC, Al2O3, and TiO2.The ceramic particles Al2O3 and TiO2 donot have good 
wetting characteristics[8–10]. Thereby to improve the wettability the Ground Nut Shell Ash (GNSA) 
is utilized as secondary reinforcement. 
 The uniform dispersion of reinforcement was another area thathas to be addressed while 
selecting a fabrication process. There are many methods such as stir casting to produce composite 
materials whereas achieving uniform dispersion is not possible due to cluster formation. But it is 
possible to produce composite materials with a uniform dispersion of reinforcements using the powder 
metallurgy process. Another reason for choosing powder metallurgy was their cost-effectiveness and 
their reliability for the production of high melting point materials[5,8,11,12].  
 In this study,a range of combinations of Co-20Al-GNSA hybridcomposites was formed via 
the powder metallurgy process. The hybrid composites were then made-up into 10mm cylindrical 
pellets using a die setup made up of high-speed steel die. The muffle furnace was utilized to harden 
the compacted green pellets usinga sintering operation. The microhardness, density, and compressive 
strength of the composite materials were studied and reported. Thepin on disc apparatus and 
electrochemical workstation were utilized to study the wear and corrosion resistance 
propertiesrespectively. Thus the main purpose of this effort is to develop hybrid composite materials 
with better mechanical, improved wear, and corrosion resistance properties that can be employed in 
automobile, industrial,and aerospaceapplications. 
 

2.  Materials and Methods 
The chemicals used in this work are of research-grade (99.5% purity).The composite powders are 
synthesized using a high-energy ball mill that comprises tungsten carbide balls. The ball milling 
process was carried out for a duration of 2hours at a speed of 350 rpm in the existence of toluene as a 
process control agent to acquire homogenous hybrid composites . The homogenously unified 
composite powders are then packed down using a uniaxial hydraulic press at 500 Mpa and sintered at 
700

o
C to produce a 10 mm cylindrical pellet. The composite materials are characterized using SEM to 

find out the morphology of the composite materials.The microhardness of the Co-20Al-GNSA hybrid 
composites was carried out at 0.5 kg load using Vickers hardness equipment and standard deviation 
values are considered and reported. The density of the Co-20Al-GNSA hybrid composites was 
calculated based on the Archimedes principle.The 10 mm diameter composite pellets are compressed 
using the universal testing machine (UTM) at a uniform and gradual speed rate of 3mm min

-

1
[8,13,14]. The wear analysis was carried out at constant load, constant speed, and sliding distance of 

10N, 1.5 m/s, and 1000m respectively. The electrochemical corrosion analysis was carried out using a 
bio-logic electrochemical workstation. The workstain consists of three electrodes, the platinum 
counter electrode, Al/AgCl reference electrode and composite pellets as working electrode. The scan 
was carried out at 5mV/s. The composite pellets are immersed in 3% NaCl solution for 1 hour so as to 
stabilize the open circuit potential.The weight-loss corrosion analysis was carried out with various 
corrosive media such as 0.1N HCl, 0.1N H2SO4 and 3% NaCl solution. The composite pellets are 
immersed in the corrosive media for 24 hours. The composite specimens are weighed before and after 
the test and the weight loss is calculated.[13,15]. 

 

3. Results and Discussion 
3.1 Density and Microhardness. 
The SEM image of The Co-20Al-5GNSA hybrid composites is shown in Figure.1.  The SEM image is 
taken in secondary electron mode. It is observed that there is uniform dispersion of Co, Al, and GNSA 
particles in hybrid composite material. Figure.2 exhibits the microhardness and density graphs of Co-
20Al-GNSA The density of the Co-20Al-GNSA hybrid composites increases slightly with the addition 
of GNSA particles. The density of Co-20Al-2.5GNSA composite was 5.2 g/cm

3
 which increase 
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slightly to 5 g/cm
3
 for Co-20Al-5GNSA hybrid composites. The further addition of GNSA 

reinforcements resulted in a decrease in the density of the Co-20Al-10GNSA hybrid composites (5 
g/cm

3
). The microhardness of the Co-20Al-GNSA hybrid composite increases linearly up to 5% 

GNSA reinforcement further addition of GNSA particles has resulted in a slight reduction in the 
microhardness of the composite material.  
 

 
 

Figure.1 SEM image of Co-20Al-5GNSA hybrid composite 
 

 
Figure.2 Microhardness and Density of Co-20Al-GNSA hybrid composites 
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3.2 Compressive Strength 
The Compressive strength of Co-20Al-5GNSA hybrid composites is 112 MPa which is better 
compared to Co-20Al-2.5GNSA (110 MPa) and Co-20Al-10GNSA (108 MPa) hybrid composites. 
The compressive strength increased gradually with GNSA addition till it reaches 5% GNSA, whereas 
further addition of GNSA does not influence the compressive strength of the hybrid composites. 
Figure.3 represents the compressive strength of the Co-20Al-GNSA hybrid composites. 
 
 

 
 

Figure.3 Compressive Strength of Co-20Al-GNSA hybrid composites 
 
3.3 Wear and COF Analysis 
The wear analysis results of Co-20Al-GNSA hybrid composites are represented in Figure.4. The wear 
test was carried out at a constant load of 10N, constant sliding speed of 1.5 m/s, and constant sliding 
distance of 1000m. The wear loss of the Co-20Al-10GNSA hybrid composites exhibited better wear 
resistance and COF values compared to that of other specimens. The Co-20Al-2.5GNSA has produced 
a COF value of 0.9 whereas the COF value of Co-20Al-10GNSA is 0.6. Hence it can be confirmed 
that the addition of GNSA particles has a good influence in increasing the wear resistance of the 
hybrid composite materials. Figure.5 represents the SEM image of Co-20Al-10GNSA hybrid 
composites after the wear test. From the pattern of wear track, it is evident that the major wear 
mechanism is abrasive wear. 
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Figure. 4 Wear loss and COF of Co-20Al-GNSA hybrid composites 
 
 
 
 

 
 

Figure .5 SEM image of Co-20Al-10GNSA hybrid composite after wear test 
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3.4 Corrosion Analysis 
Figure .6 shows the weight-loss corrosion graphs of Co-20Al-GNSA hybrid composites at various 
Corrosive media such as 3% NaCl, 0.1N HCl, and 0.1N H2SO4. From the graph, it can be concluded 
that the weight loss of the composites decreases with the increase in GNSA content. The weight loss 
of the Co-20Al-10GNSA hybrid composite is better compared to other combinations in all kinds of 
corrosive media. The weight loss was maximum for 0.1 N H2SO4 for all samples compared to other 
corrosive media. The weight loss was minimum in 3% NaCl solution.The electrochemical corrosion 
analysis was carried out using three-electrode systems using the composite pellets as the working 
electrode. The potentiodynamic polarization results shows that the Co-20Al-10GNSA hybrid 
composites have exhibited better Ecorr  ( -0.442 V) and icorr values ( 1.5 mA/cm

2
) compared to that of 

Co-20Al-5GNSA ( -0.448V& 1.7 mA/cm
2
) and Co-20Al-2.5 GNSA ( -0.453V & 1.9 mA/cm

2
). It is 

evident that the Ecorr values are shifted to more positive side and the icorr values decreases with the 
increase in GNSA content which confirms the increase in corrosion resistance. 

 
 

 
 

Figure.6 Weight loss corrosion results of Co-20Al-GNSA hybrid composites 
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4.Conclusions 
The Co-20Al-GNSA hybrid composites were amalgamated by employing a high-energy ball mill. 

 The Microhardness and density of the Co-20Al-5GNSA hybrid composites have improved 
compared to other samples. 

 The compressive strength of the Co-20Al-5GNSA hybridcomposite was 112 MPa and 
superior compared to other combinations. 

 The wear analysis authenticates that Co-20Al-10GNSA hybrid composites exhibited better 
wear resistance and coefficient of friction. 

 The potentiometric polarization analysis shows that the Co-20Al-10GNSA hybrid composites 
have enhanced corrosion resistance due to the existence of GNSA particles. 

 The weight-loss corrosion analysis also proves that the Co-20Al-10GNSA hybrid composites 
have better corrosion resistance. 

From the conclusion of this study, it can be accomplished that the Co-20Al-10GNSA hybrid 
composites have experienced a slight decrease in density, microhardness,and compressive strength but 
exhibits better wear and corrosion resistance. Hence it can be concluded that Co-20Al-10GNSA 
hybrid composites have better tribological and corrosion resistance with decent mechanical properties 
which may be considered for potential industrial applications. 
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ABSTRACT 

Polymer matrix composites find a wide range of industrial applications due to its unique 

properties like lightweight, improved strength and the properties could also be tailored to suit 

specific applications. In this present work, a new class of polymer matrix composites with 

epoxy resin as matrix and tungsten metal particles as fillers were developed. The influence of 

the addition of tungsten fillers on mechanical and thermal properties of the composites has 

been investigated. The composites are fabricated by hand lay-up method and the specimens 

containing tungsten particle content by 1%, 3%, 5%, 7% and 9% by weight were developed. 

The developed specimens were subjected to mechanical and thermal investigations. 

Mechanical behavior was analyzed by conducting a flexural test and hardness as per ASTM 

standards. Thermal behavior was analyzed by conducting Thermogravimetric analysis (TGA) 

and Differential Scanning Calorimetry (DSC) of the developed composites.  The results show 

that the addition of 7 wt. % filler has a higher value of flexural strength and hardness. Further 

addition of particulate fillers deteriorates the flexural strength and hardness due to 

agglomeration of filler content in the epoxy. Analysis by TGA and DSC shows that the 

thermal stability of composites is improved by increasing the addition of tungsten content in 

the epox.
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Abstract
Rapid advancement in the sophistication of malware has posed a serious impact on the device connected over the Internet.
Malware writing is driven by economic benefits; thus, an alarming increase in malware variants is witnessed. Recently, a
large volume of malware attacks are reported on Internet of Things (IoT) networks; as these devices are exposed to insecure
segments, further IoT devices reported have hardcoded credentials. To combat malware attacks on mobile devices and
desktops, deep learning-based detection approaches have been attempted to detect malware variants. The existing solutions
require large computational overhead and also have limited accuracy. In this paper, we visualize malware as Markov images
to preserve semantic information of consecutive pixels. We further extract textures from Markov images using Gabor filter
(named as Gabor images), and subsequently develop models using VGG-3 and Densely Connected Network (DenseNet).
To encourage real-time malware detection and classification, we fine-tune Densely Connected Network. These models
are trained and evaluated on two datasets namely Malimg and BIG2015. In our experimental evaluations, we found that
DenseNet identifies Malimg and BIG2015 samples with accuracies of 99.94% and 98.98%, respectively. Additionally, the
performance of our proposed method in classifying malware files to their respective families is superior compared to the
state-of-the approach calibrated using prediction time, F1-score, and accuracy.

Keywords Convolutional neural networks · DenseNet · Feature maps · Malware visualization · Texture

1 Introduction

In recent years, desktops and smart devices are exposed to
serious threat due to the presence of malware attacks [1].
Malware or malicious software are evolving at a faster
rate [2, 3]; they are designed to disrupt, gain unauthorized
access, and exfiltrate sensitive information from computer
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systems. A primary motivation for developing new malware
is the financial gain associated with it. Hence, it is an
industry worth millions of dollars which is increasing every
year. According to statistics, data breaches have increased
substantially by 40% [4]. Additionally, AV-Test threat report
registers [5] more than 350,000 new malware every day,
and malware circulation has increased to 114,530 million
in 2021; surprisingly, January 2021 alone reported the
presence of 607 million malware.

Recently, malware attacks on IoT devices are increasing
at an alarming rate. IoT devices have very specific
functionalities such as smart healthcare (for monitoring
glucose, smart pacemakers, etc), temperature monitoring
particularly used in industrial control systems, smart
appliances (e.g., smart refrigerator), baby monitoring
systems, surveillance system using security cameras, etc.
Vulnerable IoT devices of individuals and organizations are
largely attacked by hackers primarily due to (a) hardcoded
credentials, (b) outdated operating systems, device drivers,
and (c) connection of IoT devices to an insecure network
and poor web services. All these aforesaid issues transform
IoT devices as a pivot to the internal network and expose
them to adversary controlled servers. A widely used
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technique for detecting malware is based on “signatures”,
which is a short string of bytes that uniquely identify known
malware. To detect malware, a generated signature of a file
is compared with a collection of signatures stored in the
database. While this approach is simple, signature detection
fails to identify new malware samples, as it is highly
sensitive to minor software modification, besides demand
human expertise for its creation.

In general, malware detection techniques are classified as
static [6] and dynamic [7] approaches. In the static method,
analysis is performed on disassembled code to extract
opcode sequence, API sequence, functional call graph,
strings, etc. Static analysis can quickly derive program
semantics but is defeated by source code obfuscation
and encryption. The dynamic analysis, also known as
behavioral analysis, executes the application in a controlled
environment (known as a sandbox) to extract system calls or
network traces, and is effective in identifying camouflaged
behavior. This approach is robust but is slow and resource-
intensive. Besides, malware exhibits restrained behavior on
identifying analysis environments.

Generally, the performance of traditional machine learn-
ing algorithms depends on robust feature extraction [8, 9]
methods. This resulted in the popularity of machine learn-
ing in the security domain, especially malware detection [8,
10, 11]. However, these approaches are not effective in
detecting new variants or unknown malwares [12]. Recent
research has demonstrated the popularity of deep learning
techniques in numerous applications such as object detec-
tion, image segmentation, medical image analysis, and fraud
detection. Hazra et al. [13] exhaustively reviewed diverse
deep learning methods and prioritized Convolutional Neu-
ral Network, Recurrent Neural Network, Long Short-Term
Memory, and Deep Belief Network models as the most
promising architectures based on its acceptance in mod-
ern applications. Furthermore, deep learning techniques, in
particular Convolutional Neural Network (CNN), gained
importance in detecting malicious software [14]. Conse-
quently, many intelligent anti-malware solutions with deep
learning methods [15–18] have been reported.

A vast majority of malware samples have structural
dissimilarity having certain functionality in common.
The collection of such malicious programs is known as
“family” [10]. In this scenario, the detection of different
types of malware is a major concern to both researchers
and the anti-virus industry. It is reported that less than
2% code difference exists in newly generated variants. To
minimize the domain knowledge and feature extraction cost,
researchers have addressed malware detection problems as
image visualization techniques, largely due to the presence
of visual similarity among variants of the same family. In
this approach, a malicious binary is transformed into a two-
dimensional image [10], and these images are presented

to the machine learning or deep learning classifiers for
extracting relevant features for classification. In this way,
malware scanners will be agnostic to the operating systems
and file types. However, simply representing malware
binaries as 2D images is disregarded as they lack semantic
information. Additionally, training algorithms on the entire
pixels of an image is computationally expensive. Thus,
such malware scanners will be impractical to deploy on the
devices.

To address the above-stated limitations, we created a
deep learning-based malware classifier capable of detecting
and classifying malicious executables in real-time. Due to
resource constraint in IoT devices, we perform the analysis
of malicious samples in the cloud environment. The system
used by the end-user periodically transfers executable to
our analysis environment deployed on the cloud, which
performs data prepossessing and prediction of new samples
using deep learning models. Our approach maps executables
as grayscale and color images and textures are extracted
using Gabor filter, assuming a prevalence of code reuse
in new variants. We call such images Gabor images.
Subsequently, we create classification models trained
on Gabor images using a deep convolutional network
and DenseNet. Finally, we prove through comprehensive
experiments that DenseNet can accurately detect malicious
executables and classify the samples into their respective
family in real-time.

In summary, the main contributions of this paper are as
follows:

– We develop a malware detection and classification sys-
tem using different types of visual features (grayscale,
RGB, and Markov image). This is achieved by training
fine-tuned Convolutional Neural Network (specifically
VGG3) and Densenet over two benchmark malware
datasets, i.e., Malimg and BIG 2015.

– We conduct comprehensive experiments on image
texture and show significant improvement in the
performance of deep learning models comparing
standard visual features (gray and RGB images).

– We compare our proposed solution with the state-
of-the-art approaches using the identical datasets for
a fair comparison. Furthermore, through intensive
experiments, we show that our approach surpasses
the previous studies both in execution speed and
classification results. In addition, we created adversarial
samples by injecting additive noise into files. Finally,
we observed a marginal drop in the performance of
DenseNet. This proves the efficacy of the trained model
for detecting new samples.

Section 2 gives a brief introduction to the related work.
Our contributions right from the preprocessing to deep
learning classification methods are described in Section 3.
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Section 4 explains the evaluation metrics used in this paper.
The experimental results and discussions are shown in
Section 5. Section 6 concludes the paper with directions for
future work.

2 Related work

In this section, we present the related research papers based
on feature analysis and malicious code visualization.

2.1 Feature analysis

The main approaches of analyzing malware based on
feature analysis are static and dynamic code analyses. In
static analysis, the code is disassembled and examined
for malicious patterns. Dynamic analysis is a behavior-
based procedure where the code is executed in a virtual
environment and the execution trace is analyzed. The static
analysis offers the complete analysis procedure but suffers
from code obfuscation. Dynamic analysis is more efficient
but the main disadvantage is a time-consuming process and
resource-consuming too. Some malicious apps might not
be observed because the environment is only a virtual one
which does not satisfy all conditions of a real one.

The static analysis method analyzes binary values or hex
values and extracts some features from the files. Machine
learning methods can be applied to the static features
obtained. It is observed that this method can achieve better
accuracy. Previous studies of static methods use permissions
to verify and check application risk, but these methods are
difficult to guarantee high accuracy [6, 19]. A method based
on static analysis is proposed in [6] for malware detection in
Android devices which is performed by extracting specific
feature information like serial number, and based on this
classify malicious apps of similar apps. Nezhadkamali
et al. [20] proposed a permission-based algorithm that
uses Intents and API sequences. The method modifies the
obtained values using the same features maps. In this way,
they were able to obtain accuracy to 98.6%.

Vasan et al. [21] proposed a data mining method that
detects malware variants by static methods. The analysis
introduced extraction of features and efficiently classifies
malware family which solves the data imbalance problem
with the help of the augmentation technique.

The dynamic analysis method executes the files in
a virtual environment. Shezan et al. [22] proposed a
detailed study on awareness to the users about common
vulnerabilities present in the OS and the quality tools for
testing the vulnerabilities.

Han et al. [7] proposed a method based on correlation
with semantics and a combination of static and dynamic API
functions and construct an overall feature map vector space

for malware detection. In [23], a probability matrix–based
classification system and machine learning are developed
for static and dynamic analyses using CNN with spatial
pyramid pooling techniques, where the accuracy of 98.82%
is achieved. Yoo et al. [24] proposed a hybrid model
consisting of a Random forest classifier and deep learning
models with 12 hidden layers to identify malware and
benign files, and obtained a detection rate of 85.1%.
In short, to detect malicious code a behavior model
is established. These behavior models achieved better
detection results but developed unreliable results. Moreover,
dynamic analysis consumes more processing time as the
computational overhead is more, which leads to less
accuracy when large datasets are involved.

2.2 Malicious code visualization

Nowadays, many tools can visualize the available data.
Several studies propose malware classification using visual-
ization techniques. The fundamental idea employed in these
approaches is to dissect the patterns of malicious apps and
new malware variants. It also identifies the changes made
on benign software due to viruses. The analysis also finds
the relation between different malware families and can
identify the unknown malware family too. Recent studies
point out that the patterns of benign and malicious apps are
different [25]. Experiments performed using CNN in this
paper report an accuracy of 90.67%. Furthermore, this paper
concludes the existence of relevant features for classifying
samples into their respective family.

Nataraj et al. [10] proposed a novel method for malware
detection, where the binary executables packed in families
are converted into grayscale images of fixed size based on
the technique of texture analysis. Then, the features are used
for the detection of malware and the efficiency was better in
less time.

Han et al. [26] proposed a dynamic analysis visualization
procedure to obtain RGB-colored pixels using the opcode
values from malware files and the similarities are calculated
and the procedure applies to packed malware samples
too.

Zhong and Gu [12] proposed a malware detection method
on deep learning by using multiple levels, where each model
does not work on the entire dataset, but it works on part
of the dataset for a group of malware families so that each
model can learn a particular data distribution. Finally, all
the models together decide hierarchically and make a final
decision on the data.

Due to the rapid growth of malware variants, a
classification method based on Markov images and deep
learning [27] was introduced using byte-level. It converts
the binaries into Markov images on the two standard
malware datasets, the Microsoft dataset and the Drebin
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dataset and the average accuracy rates obtained are 99.264%
and 97.364% respectively.

Deep learning has been a solution in many malware
classification applications. In [28], a deep learning model
classifier was developed for CNN-based architecture to
classify malicious samples which achieved accuracies of
98.52% and 99.97% on the Microsoft datasets and Malimg
datasets respectively. Roseline et al. [29] proposed a system
that does not require backpropagation or hyperparameter
tuning, thereby reducing model complexity. The model
has detection rates of 97.2% and 98.65% for BIG 2015
and Malimg datasets respectively. Their model deficits in
identifying unknown samples of untrained families.

Gibert et al. [30] developed a deep learning system
that learns visual features of Malimg and BIG2015
malicious executables to classify them into families.
To visualize, each malware sample was converted to a
grayscale image. A fine-tuned CNN model was developed
which classified malicious files of both the datasets with
accuracies of 98.48% and 97.49% respectively. Executables
of Microsoft BIG2015 were transformed to opcodes and
finally represented as images [31]. Then, GoogleNet model
and ResNet model were applied to detect malicious files.
The ResNet attained 88.36% precision, whereas 74.5%
accuracy was obtained on GoogleNet.

Hamad Naeem et al. [32] developed a hybrid approach
on color images to detect IoT malware using two datasets.
A deep CNN model was selected to extract visual features.
The detection accuracy was reported on two datasets
as 97.81% and 98.47% respectively. Recently, Turker et
al. [33] proposed a cognitive and intelligent anti-malware
model for classifying samples of the Malimg dataset.
They created hybrid features, extracted through LBP-
SVD-LPNet. Subsequently, Principal Component Analysis
(PCA) was applied to obtain relevant attributes, and
finally, a classification model was developed using Linear
Discriminant Analysis (LDA). This method achieved
87.62% F1 score and 88.08% detection rate. Çayır et al. [34]
proposed Random Capsule Network (RCNF) reducing
the variance of different CapsNet. They conducted the
experiments on a public benchmark dataset, i.e., Malimg
and BIG2015. The authors reported that the RCNF achieves
F1 scores of 0.966 and 0.982 on Malimg and BIG2015.

Sun and Qian [35] proposed a method to combine the
static analysis with recurrent neural networks and CNN. By
using this technique, the accuracy obtained was over 92%.
By increasing the training dataset, the accuracy reached
99.5%. Feng et al. [36] proposed an Android malware
detection system in a real-time environment on mobile
devices and found that memory usage was 60 MB and the
execution time was 0.46 s. Detailed analyses on accuracy
and performance on various mobile devices were performed

and accuracy obtained was 96.75% on all devices with a
response time of fewer than 3 s.

To detect and classify malware samples in real-time,
we propose the implementation of DenseNet, trained on
visual artifacts of the malicious sample. Another important
aspect of our proposed approach is the use of texture-
based images for representing executables. This reduces
computational overhead by only allowing the classifier to
remember prominent patches of the image which acts as its
global feature.

3 Proposedmethod

Malware writers usually change a part of the previous codes
available to produce new malware [37] variants. If we try
to represent malware as an image, these changes can be
detected by robust malware visualization techniques. With
this idea, we visualize malware binary files as grayscale
images, RGB images, and Markov images. Later, we
perform texture analysis to determine specific components
around the region of interest.

Figure 1 shows the overall architecture. In this system,
the benign and malware files are represented as fixed
size images. The benign executables were collected
from various sources which include laptops and the
Internet [38–41]. Then, we use VirusTotal to check if
the collected executables are malware free. In addition,
public benchmarks, i.e., Malimg [10] and BIG2015 [42],
are considered as malware datasets. We choose to study on
these samples as (a) both the datasets have class imbalance,
this will help us evaluate the robustness of the proposed
model, and (b) the samples in the aforementioned dataset
are exhaustively evaluated in a large collection of prior
work [12, 27, 30, 37, 43]. All binaries including malware
and goodware were converted to images. Subsequently,
these image files were supplied to DenseNet which learns
appropriate features necessary for the task of classification.

3.1 Preprocessing

Our system transforms executables to grayscale, RGB, and
Markov images. The steps for converting a given binary into
an image are explained in the subsequent paragraphs.

3.1.1 Grayscale images

The given hexadecimal values of executables are converted
into binary. We read bytes and express it as gray values
in the range of 0–255, where 0 indicates black and 255
represent white. These decimal values are organized as a
two-dimensional matrix of size 256×256.
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Fig. 1 Overall architecture of malware detection method

3.1.2 RGB images

In this process of visualization, we represent malware
and legitimate binaries as RGB channels. To accomplish
this task, we create a color map, a two-dimensional data
structure having 256 rows and 256 columns, consisting of
pixel values. For converting an executable to an RGB image,
we read two bytes at a time, the first byte is used as row
index, and the second byte as column index of the color
map. Finally, the element at the intersection of the row and
column indices is chosen as a pixel in the red, green, and
blue plane.

3.1.3 Markov images

Figure 2 shows the steps for converting binaries into Markov
images. Generally, for creating visual features, one byte is
read and mapped to an equivalent pixel [10]. The influence
of truncating and padding bytes to a file on classifier
accuracy is not precisely addressed in prior studies. To
circumvent the above-stated issue, Markov images are
developed, where the bytes are considered as a stochastic
process. This means that probability of byte bi is related to
byte bi−1; thus, the Markov chain is represented as:

P(bi+1|b0 · · · bi) = P(bi+1|bi)

The steps to generate Markov images are summarized
below:

– Step 1: First a frequency matrix is created which
records the occurrence of consecutive pixel pairs
denoted by f (x, y), for bytes x and y.

– Step 2: Using the frequency matrix, we create a
Markov probability matrix where the elements are
transfer probabilities of byte x and y. Probabilities in
the Markov probability matrix (see (1)) are populated
by taking each element in the frequency matrix and
dividing by the corresponding row sum.

– Step 3: Finally, we map the probability to pixels. Here,
each element in the probability matrix is multiplied
by 255 and divided by the maximum probability to
generate the Markov image of size 256×256.

P(x, y) = P(y|x) = f (x, y)
∑255

n=0 f (x, y)
. (1)

3.1.4 Gabor images

Gabor filter is popularly used in diverse computer vision
applications mainly in object detection, feature extraction,
and image segmentation. These filters mimic the mam-
malian visual cortex to recognize textures in an image. A
2D-Gabor filter derives features in both the spatial and

Fig. 2 Generation of Markov images
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Fig. 3 Parameters of Gabor filter applied to images

frequency domains. A Gabor function is the product of sinu-
soidal and Gaussian functions in the time domain, and con-
volution of transforms of these functions in the frequency
domain (refer to Fig. 3). Gabor filter analyzes whether there
is a particular frequency of information in that particular
direction around the region of analysis. We can obtain a
bank of Gabor filters by varying the frequencies and orien-
tations in the Gabor function. The parameters at which we
obtained better results are also shown in Fig. 3. An input
image is convoluted through a set of Gabor kernels to obtain
image texture. The figure briefly presents the steps for gen-
erating Gabor images. Later, Gabor images are fed to CNN
and DenseNet for classification and prediction.

3.2 Feature extraction and learning

Recently, researchers have attempted using deep learning
techniques for classifying and detecting malicious files.
As convolutional neural networks (CNN) and densely
connected networks (DenseNet) have proven to be very
efficient for computer vision problems [44, 45], we thus
adopt aforesaid architectures for malware classification
using visual features. In the following subsections, we
introduce CNN and DenseNet.

3.2.1 Convolutional neural networks

Convolutional neural networks have always become the
popular machine learning algorithm [14] for image clas-
sification and object detection. CNNs have two important
operations: (a) convolution and (b) pool. In the forward
pass, the convolutional layer utilizes a bank of filters, each
of which convolves across the width and height of the
executables image to output feature maps. Next, the max
pooling layer progressively downsamples the feature map.
Max pooling takes the maximum value by sliding 2×2 win-
dow over the feature map. The combination of convolution

followed by max-pool is a new image that is further pre-
sented to subsequent layers of CNN. Finally, the output of
the max-pool is flattened and given as input to the fully
connected network which is further connected to the out-
put layer. The class of malware file is given to the output
through softmax activation function for malware classi-
fication and sigmoid activation function for the malware
detection task. During the training phase, the values of the
parameters are updated continuously until the learning is
complete. In our study, we use the deep convolutional net-
work, in particular VGG3 [46]. VGG3 learns representative
attributes of a sample without the need for manual feature
extraction by performing multiple nonlinear transforma-
tion to produce abstract representation for each executable
image.

CNN has found more importance in medical applications
like chest disease detection [47, 48]. Choudhary and Hazra
employed the VGG16 model to train the medical images and
the results obtained are 98% of training accuracy and 97%
of test accuracy.

3.2.2 Densely connected networks

The motivation for selecting DenseNet is circumventing the
vanishing gradient problem. For deeper networks, gradients
are not propagated back to the previous layers or the
initial layers. The gradient shrinks for a deeper network
due to which the initial layers do not learn. If there is
no significant change in the gradient, it is understood that
the weights are not updated or in effect no learning takes
place. Hence to resolve the above-stated issue we have
considered DenseNets. DenseNets have interconnection
paths where features are combined by concatenation. The
main highlights of the DenseNet architecture are feature
reuse, vanishing gradient problem, feature propagation, and
less parameter count [44]. These interconnections form deep
and dense paths that learn better than other networks.



Pers Ubiquit Comput

Fig. 4 Detail architecture of DenseNet

The DenseNet comprises dense blocks, composite
function, and transition layer. First is the dense block where
each block comprises n dense layers. These dense layers
are connected such that each layer receives information
from all preceding layers and passes its information to
all subsequent layers. Thus, each layer receives collective
information from all the subsequent layers. The width and
height of the feature maps stay the same in a particular
block. Each layer consists of two convolutional operations:
1×1 convolution (CONV) for extracting features and 3×3
CONV for bringing down the feature count. The composite
function consists of batch normalization, Rectified Linear
Unit (RELU), and 3×3 convolution layer. This function
concatenates the output of the preceding layers to the next
layer.

Finally, the transition layer consists of 1×1 CONV
operation which reduces the parameter count, followed by
the 2×2 average pool layer, responsible for downsampling
the dimension feature space. Figure 4 illustrates the detailed
architecture of DenseNets. The whole idea of DenseNet
is to reuse features. Additionally, maximize the flow of
information between dense layers. As the model requires
only a fewer number of layers, they are easy to train and a
lesser number of parameters need to be learned. In our study,
we used a specific variant of DenseNet, i.e., DenseNet201,
consisting of 201 layers deep. The motivation of using
DenseNet201 was drawn due to improved performance
as reported in [44]. Additionally, DenseNet has a strong
gradient flow. The error signals are transferred to earlier
layers compared to the conventional deep neural network.
Thus, the earlier layers timely administer errors without
waiting longer for gradients, computed from previous
layers.

Table 1 Number of trainable parameters in the proposed DenseNet
model

Hyperparameters used in the model Value

No. of layers in DenseNet 201

Learning rate 0.001/0.01

No. of epochs 30/50

Batch size 32/64

In our experiments, we have used DenseNet architecture
with the number of trainable parameters as shown in
Table 1.

4 Evaluationmetrics

The evaluation metrics used in our work for the classi-
fication and malware detection are Precision, Recall, F1
measure, and Accuracy. These metrics are calculated using
True Positive (T P ), True Negative (T N), False Positive
(FP ), and False Negative (FN). T P indicates the num-
ber of malware samples correctly identified as malware.
T N indicates the number of benign samples accurately
identified as legitimate. FP is the number of benign sam-
ples misclassified as malware. FN indicates the number
of wrongly malware images. The evaluation metrics are
defined using (2) through (5).

Precision(P ) = T P

T P + FP
, (2)

Recall(R) = T P

T P + FN
, (3)

F1measure(F ) = 2 ∗ R ∗ P

R + P
, (4)

Accuracy(A) = T P + T N

T P + T N + FP + FN
. (5)

The performance of DenseNet on different types of
images is compared and shown in Figs. 5, 6, 7, and 8. An
ideal malware detection model should have a high value of
F1 measure. For the Gabor filter applied to Markov images,
F1 measures obtained are 98.73% and 99.94% for BIG 2015
and Malimg datasets, respectively.

5 Results and discussions

Implementation and setup The hardware requirements for
conducting the experiments are Intel(R) Xeon(R) CPU @
2.20GHz*2 processor with 12 GB RAM capacity and 1
TB hard drive. Experiments were conducted on Ubuntu
18.04 platform. Instead of normal CPU computing, the use
of NVIDIA Tesla P100 16 GB graphics card increases
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Fig. 5 Performance measures of
DenseNet without applying
Gabor filter, Dataset Benign
+ BIG 2015

Fig. 6 Performance measures of
DenseNet without applying
Gabor filter, Dataset Benign
+ Malimg

Fig. 7 Performance measures of
DenseNet using Gabor filter
applied on 256×256 images,
Dataset Benign + BIG 2015
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Fig. 8 Performance measures of
DenseNet using Gabor filter
applied on 256×256 images,
Gabor filter applied images,
Dataset Benign + Malimg

the computational speed. The software implementation
was done using Python 3.7.6 programming language, with
packages included such as TensorFlow 2.2.0 and Keras 2.3.1
with Scikit-learn machine-learning library and Matplotlib
for visualizing results.

Dataset The experiments are performed on two public bench-
mark malware datasets, BIG 2015 [42] and Malimg [10].
Malimg dataset has 9339 samples grouped in 25 families;
all binaries are converted to grayscale images and pub-
lished for use. BIG2015 dataset has been released as Kaggle
competition; this dataset contains 10868 ASM and byte
files corresponding to 9 different malware families. The
benign dataset samples constituted of executable collected
from [38–41]; furthermore, each executable was checked for
malicious files by uploading the file to VirusTotal.

For conducting experiments, we created two datasets.
Dataset 1 comprises 23,831 samples where 12,971 samples
were benign and 10,868 BIG 2015 samples. Out of the
12,971 benign samples, 9080 samples were used as train
set and 3891 samples were used as a test set. From the
BIG 2015 malware dataset, 7602 samples constituted the
train set and 3258 samples were reserved as the test set. In
addition, we created Dataset 2 having the same number of
the benign sample as in Dataset 1, but has 9339 Malimg
images. From the Malimg malware dataset, 6537 samples
were used as a train set and the remaining 2802 files were
used for prediction. All images were resized to 256×256 for
CNN and DenseNet. We conduct the following experiments:

– Experiment-1 Effect of image representations on
classification performance.

– Experiment-2 Performance of DenseNet in detecting
executables.

– Experiment-3 Comparison of VGG3 and DenseNet in
predicting malicious executables.

– Experiment-4 Classification of malware samples into
their respective families (i.e., multi-class classification).

– Experiment-5 Comparative analysis of proposed
model and state-of-the-art malware detection/classifi-
cation methods.

– Experiment-6 Performance evaluation of DenseNet
model on evasion attack.

5.1 Effect of image representations
on classification performance

In this section, we compare classifier results obtained while
inputting different types of images. Table 2 shows the
results of the prediction obtained for two datasets. An F1-
measure of 98.73% is achieved for BIG2015 samples, and
99.88% F1-measure is obtained for Malimg samples during
prediction. The best classifier performance is obtained
with Markov images, followed by RGB, and inadequate
results are attained for grayscale images. Additionally,
improved performance is obtained if textures are extracted
from images and presented during the training phase. We
notice an increase in F1-measure for BIG2015 Gabor
images (grayscale, RGB, and Markov); improvements in
F1-measure attained are 96.88%, 97.81%, and 98.98%
respectively. Similarly, F1-measures achieved on Malimg
dataset are 99.45%, 99.52%, and 99.94% respectively.

In all cases, we can visualize that the classifier
performance is limited when trained on grayscale images.
Furthermore, the results of grayscale BIG2015 images
are less compared to Malimg. Especially in the case of
BIG2015, executables were disassembled using IDAPro,
and such tools generate output with a fixed structure. In
particular, we observed a large volume of black pixels in
the grayscale images. This would cause the max pool layer
to always output identical values, and such dark regions do
not contribute meaningful information during the learning
phase. Nevertheless, we also witness that deeper network
structures especially VGG3 tend to output moderate results
and tend to capture the localized association between the
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Table 2 Performance evaluation of convolution neural network and DenseNets without and with using Gabor filters

Without Gabor filter With Gabor filter

Dataset Image Architecture A (%) F (%) A (%) F (%)

VGG3 Dropout 96.37 96.38 96.39 96.39

Grayscale DenseNet 96.73 96.73 96.88 96.88

VGG3 Baseline 97.38 97.38 97.89 97.89

RGB DenseNet 97.58 97.58 97.90 97.89

VGG3 Dropout with Batch normalization 97.97 97.96 98.81 98.81

BIG 2015 Markov DenseNet 98.73 98.73 98.98 98.98

VGG3 Dropout with Batch normalization 98.72 98.72 99.45 99.45

Grayscale DenseNet 99.16 99.17 99.54 99.17

VGG3 Baseline 97.83 97.84 99.21 99.21

RGB DenseNet 98.93 98.93 99.52 99.52

VGG3 Dropout with Batch normalization 99.16 99.16 99.82 99.82

Malimg Markov DenseNet 99.88 99.88 99.94 99.94

pixels. However, superior outcomes are attained in the
case of Markov images. Primarily, extraction of texture
improves detection, as such images carry minute details
such as dots, lines, and boundaries separating different
regions in the image. Consequently, the best results are
achieved with Markov-Gabor filter images. In addition, we

observe moderate accuracy with classifiers trained on RGB
images, although RGB images enhance changes in sub-
region relatively better compared to the grayscale images.
Hence, such differences in regions are easily captured by the
deep classifiers during the training phase, and eventually,
distinguish malware from their families.

Fig. 9 Comparison of training
and validation loss and accuracy
with validation and testing
samples
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5.2 Performance of DenseNet
in detecting executables

From Figs. 5, 6, 7, and 8, it is clear that F1-scores of
99.94% and 98.88% are attained for Malimg and BIG2015
respectively. Comparing all figures, it can be seen that
highest F1-score and accuracy are obtained if Gabor filter
applied Markov images were used to train the DenseNet.
Figure 9 depicts the accuracies on the train and validation
sets. Likewise, the validation loss on the dataset is reported
in the same figure. It is evident that the accuracy improves
beyond 10 epochs and converges between 25 and 30 epochs.
An identical trend is obtained while we evaluate the loss.
In particular, beyond 25 epochs convergence in the loss can
be witnessed. Furthermore, in Table 3, we compare time
for predicting new samples along with hyperparameters for
different DenseNet architectures. We can visualize from
Table 3 that the average execution time for predicting a new
sample in both datasets is in the range of 0.004 to 0.006
ms which matches real-time scanning of files by antivirus
software.

From all experiments, we see that DenseNet obtains
a very high F1-score and accuracy particularly due to
two fundamental reasons: (a) deeper architecture and (b)
interconnections with the previous layers. The deeper
network advocates each layer to extract executable image
pattern which is disparate from other layers. Besides,
increased inter-connectivity of layers allows the re-use of
feature maps of previous layers and creates a new image
representation that carries information from all predecessor
layers along with the current layer. This resolves the
problems induced with redundant layers which are typical
in deeper architectures.

5.3 Comparison of VGG3 and DenseNet in predicting
malicious executables

Table 2 compares the performance of VGG3 and DenseNet
on different types of images. Here, we see that for
BIG 2015 dataset represented in the form of Gabor
images; VGG3 shows a maximum F1-score of 98.81%.
While for the identical images, DenseNet attains F1-
score of 98.98% which is 0.17% higher than VGG3.
Similar trends in the results were observed for Malimg
samples. It can be observed that DenseNet accuracy and
F1-score for Gabor images is 99.94%, while for VGG3
an F1-score of 99.82% was obtained. Even though we
found marginal improvement in the DenseNet performance,
the prediction time for BIG 2015 with this model is
0.006ms, and 0.004ms for Malimg files. In addition, we
also found a reduction in the number of parameters for
implementing DenseNet architecture comparing the VGG3
models.
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Summary From experiments 1, 2, and 3, we conclude
that different deep learning models trained with Gabor
Markov images accurately represented malware and benign
executables comparing other types of images (grayscale and
RGB). Classification results (both F1-score and accuracy)
are superior for DenseNet while comparing different CNN
models used in this study. In addition, the small prediction
time along with a fewer number of parameters required to
model DenseNet comparing VGG3 shows its efficacy in
detecting malware executables from goodware.

5.4 Classification of malware samples into their
respective families (i.e., multi-class classification)

We illustrate the results of characterizing malware families
on different categories of images. These experiments were
repeated on two benchmark datasets used earlier in previous
experiments. The accuracy obtained using DenseNet is
98.53%. For Malimg executables, an F1-score of 98.88% is
attained; refer to Table 4. The confusion matrix of the two
datasets is shown in Figs. 10 and 12. From the results, we

can see that 16 out of 25 families attained 100% detection,
test samples of 6 malware families had an F1-score greater
than 95%, and finally, 92.68% of Malex.gen!j, 89.47% of
Swissor.gen!E, and 42.5% of Swizzor.gen!l were identified
by the trained DenseNet model. In particular, we found
that 42% of Swizzor.gen!l variants were wrongly labeled as
C2LOP.P (refer to Fig. 12).

Figure 11 compares the visual representation of certain
samples belonging to three families which reported the
highest misclassification (Fig. 12). As we can see, images
of malware samples of these families have identical visual
patterns due to similar distribution of bytes. Consequently,
the classification models wrongly label samples at the
prediction time. Thus, to improve the accuracies and F1-
score of the DenseNet, we merged malicious samples
of C2LOP and Swizzor to form a single-family during
the training phase. Specifically, C2LOP is a member of
Swizzor; hence, the malicious samples of these families
exhibit similar behaviors [49]. The confusion matrix
in Fig. 13 shows that the performance of DenseNet
significantly improves. Now, the F1-score of malware

Table 4 Comparison with
running time required for
Image Dimension 256×256 for
BIG 2015 and Malimg datasets

Models A (%) F (%) Prediction time

Prior work

CNN+1LSTM (BIG 2015) 97.64 94.15 32.0 ms

CNN+2LSTM (BIG 2015) [16] 97.91 95.52 62.0 ms

GRU+SVM (Malimg) [15] 85.00 85.00 23.7 ms

GIST+KNN (Malimg) 92.10 91.70 60.0 ms

GIST+SVM (Malimg) 92.50 91.40 64.0 ms

GLCM+SVM (Malimg) 93.40 93.00 48.0 ms

Bat algorithm (Malimg) [37] 94.60 94.50 20.0 ms

Tuncer et al. [33] (Malimg) 88.08 87.62 –

Cayr et al. [34] (Malimg) 98.72 96.61 –

Vasan et al. [21] (Malimg) 98.82 98.75 0.81 seconds

Kalash et al. [28] (Malimg) 98.52 – –

Kalash et al. [28] (BIG 2015-Setting-A) 98.99 – –

Khan et al. [31] (BIG 2015) 88.36 – 9248 seconds

Gibert et al. [30] (Malimg-25 families) – 94.8 –

Gibert et al. [30] (Malimg-19 families) – 98.4 –

Gibert et al. [30] (BIG 2015) 97.5 94.0 0.001 seconds

Naeem et al. [32] (Malimg) – 98.75 30 seconds

Our Proposed method: Classification

Gabor filter applied DenseNet Markov (BIG 2015) 98.52 98.53 11.5 ms

Gabor filter applied DenseNet Markov (Malimg) 98.97 98.88 5.0 ms

Gabor filter applied DenseNet Markov images (on combining 99.36 99.37 4.95 ms

C2LOP and Swizzor families of Malimg)

Our Proposed method: Detection

Gabor filter applied DenseNet Markov (BIG 2015) 98.98 98.98 5.7 ms

Gabor filter applied DenseNet Markov (Malimg) 99.94 99.94 3.8 ms
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Fig. 10 Confusion matrix of
BIG 2015

Fig. 11 Visual similarity in
samples of C2LOP,
Swizzor.gen!E, and
Obfuscator.AD families
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Fig. 12 Confusion matrix of Malimg dataset among variants

families is in the range of 95–100%. In particular, we can
find that 100% of samples of C2LOP and Swizzor.gen!E
were identified by the classification model.

5.5 Comparative analysis of proposed work
with the state-of-art solutions

Comparative analysis is performed based on two different
experimental settings: malware detection and classification.
In [15], an intelligent malware system is proposed on the
Malimg dataset which achieved an accuracy of 85% and
a prediction time of 23.7 ms. Quan et al. [16] proposed
a deep learning–based malware classification method that
requires only the knowledge of identification of features and

has obtained the maximum accuracy of 97.91%. In [30],
BIG2015 and malimg datasets were used where the visual
similarity was considered and the accuracy obtained was
98.4%. Zhihua et al. [37] give a comparison on various gist
techniques and the bat algorithm on the malimg dataset and
obtained an accuracy of 94.5% with a prediction time of
20 ms.

We compare the outcome of our proposed method with
the state-of-the-art solutions. To have fair comparison,
we considered only those classification systems which
employed identical dataset as we used in our work. Table 4
summarizes the results of prior work and our proposed
solution. We can observe that performance of our solutions
is better compared to all other works listed in Table 4
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Fig. 13 Confusion matrix combining C2LOP and Swizzor families of Malimg dataset

both in terms of values of evaluation metrics and execution
time.

5.6 Performance evaluation of DenseNet model
on evasion attack: adversarial attacks

To evaluate the robustness of classification models, we
performed adversarial attacks. In general, attacks can
be categorized as poisoning attacks and evasion attacks.
In the former, small perturbations are added to the
training samples which forces the classifier to learn a
complex hypothesis function. Consequently, the model
creates overlapping decision surfaces; eventually, the model
wrongly classifies the submitted samples. While in the

evasion attack, samples in the test set are modified
to increase the misclassification rate. In this work, we
launched an evasion attack with black-box access to
classification models. In particular, the adversary has
zero knowledge about the classification algorithms and
parameters, but may have access to surrogate samples
available in public malware repositories.

In our proposed method, all executables are transformed
into images; the model is developed by training the classifier
on the image textures. For fabricating attacks, we add two
types of additive noise (at a noise rate of 0.01) to the samples
in the test set. We created evasive samples by injecting
(a) Gaussian and (b) Poisson’s noise. A drop in the F1
score obtained is shown in Table 5. The misclassification



Pers Ubiquit Comput

Table 5 F1 score of Densenet for Malimg and Big2015 dataset

Noise Malimg BIG2015

Poisson’s 0.971 0.907

Gaussian 0.97 0.901

is insignificant for Malimg which is a highly imbalanced
dataset, but an 8% decline in F1 is obtained for BIG2015
samples. One of the important aspects that were noticed in
this dataset is the presence of structural dissimilarity among
variants in families, which further increased the addition of
noise, causing the classifier to mislabel such instances. In
the future, we would like to evaluate the performance of
DenseNet by augmenting the training set with adversarial
examples using the executable images added with additive
noise.

6 Conclusion and future work

In this paper, we developed solutions to detect and
classify malicious executables by utilizing the visualization
approach. We used a deep convolutional neural network
(VGG-3) and DenseNet to extract features from images.
Our study analyzes the F1 measure of each model and
the best F1 measure is obtained for 256×256 Gabor
Markov images. Comprehensive experiments on two public
benchmark dataset (Malimg and BIG2015) using DenseNet
with Gabor Markov images resulted in 99.94% and
98.88% F1-measure in case of malware detection problem,
while F1-measures of 99.37% and 98.88% were obtained
for malware classification (family classification). Besides,
comparing with the state-of-the-art, we observed improved
performance in terms of both detection, classification, and
execution time.

In the future, our system can be extended to evaluate the
strength of the classification model against the adversarial
attacks. This investigation will be conducted by injecting
bytes from benign executables in the malware files, which
would change the statistical distribution of the malware
samples. In order to develop countermeasures on attacks, we
will propose a model in which the classification algorithm
will be trained with N + 1 classes, where N is the original
malicious class and one adversarial class. In addition, we
would like to investigate generating a classification model
using one-shot training techniques, this would identify
evolving malware families having fewer malicious variants.
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Abstract— With the fast growth in network-connected
vehicular devices, the Internet of Vehicles (IoV) has many
advances in terms of size and speed for Intelligent Transportation
System (ITS) applications. As a result, the amount of produced
data and computational loads has increased intensely. A solution
to handle the vast volume of workload has been traditionally
cloud computing such that a substantial delay is encountered in
the processing of workload, and this has made a serious challenge
in the ITS management and workload distribution. Processing a
part of workloads at the edge-systems of the vehicular network
can reduce the processing delay while striking energy restrictions
by migrating the mission of handling workloads from powerful
servers of the cloud to the edge systems with limited computing
resources at the same time. Therefore, a fair distribution method
is required that can evenly distribute the workloads between the
powerful data centers and the light computing systems at the
edge of the vehicular network. In this paper, a kind of Genetic
Algorithm (GA) is exploited to optimize the power consumption
of edge systems and reduce delays in the processing of work-
loads simultaneously. By considering the battery depreciation,
the supporting power supply, and the delay, the proposed method
can distribute the workloads more evenly between cloud and fog
servers so that the processing delay decreases significantly. Also,
in comparison with the existing methods, the proposed algorithm
performs significantly better in both using green energy for
recharging the fog server batteries and reducing the delay in
processing data.

Index Terms— Cloud, fog, genetic algorithm, Internet of
vehicles, workload allocation.

I. INTRODUCTION

AS a result of the tremendous growth in the number of
smart vehicular devices, the Internet of Vehicles (IoV)

has experienced rapid expansion. The increase in the number
of devices has caused a multiplication of data and large-scale
computation loads [1], [2]. Cloud computing has been pro-
posed as a solution to manage these loads [3]. However,
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Fig. 1. IoV data processing layer stack.

the time-consuming nature of the processing of workloads in
clouds is still a major issue in the field of distributed vehicular
networks [4]. Processing the workloads at the edges of the
vehicular network can reduce the processing time, but the
transmission of workloads from the data centers (which are
equipped with sustainable electric power) to the edges leads
to serious limitations in terms of supplying the required power
for computing [5], [6]. Thus, we need to achieve a balance in
distributing the processing requests between the cloud and the
edge [7].

Fig. 1 shows the layers of data processing in a cloud-fog
architecture for IoV. As can be seen in the figure, the lowest
layer contains vehicular devices that produce the data. These
devices can use their own processing resources and process
the data in positions close to the user. Although the proximity
of edge devices to the end-user remarkably reduces the delay
in request transmission and increases the response rate, these
devices have a lower processing power than the cloud. In the
next layer lie powerful routers and servers which are close to
the edge and can process the workloads without transferring
them to the cloud [8]. By moving away from the edge of the
Internet to towards the data centers, the transmission delay
will increase. In the highest layer, large data centers that
provide the enhanced capability of processing and storage are
distributed as clouds around the world. As they are very far
from the end-users, these resources usually impose long delays
in the processing of requests [9]. Also, they also consume high
amounts of electric power, whereas most edge devices can
function with small amounts of power or even with batteries.
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Fog computing is a kind of distributed computing that can
replace cloud computing by using several devices near the
edge of the vehicular network (see Fig. 1). Fog computing is
more efficient than edge computing in terms of processing,
while it is less potent than cloud computing. The chief issue
in fog computing is the high costs of the required electric
power. Nowadays, a more challenging problem is providing
sustainable energy resources that can afford the long-term
energy requirements of fog nodes in IoV [10], [11]. The
processing nodes chiefly receive their required power from
rechargeable batteries [12]. As this type of power source is
extremely limited and should be frequently recharged, the use
of renewable energies as a secondary or even the only power
supply at the network edge is necessary [13]–[15]. Thus,
we need to develop a method for striking a balance in
distributing the workloads among fog nodes and cloud data
centers so that both delay and power consumption could be
optimized. As a result, the energy resources of the IoV become
more sustainable.

To achieve this goal, the present study makes use of a
genetic algorithm in finding the best distribution for the
workloads. A review of the literature indicates that few studies
have addressed the issue of finding the best cost function and
the effect of the coefficients of this function on the algorithm’s
decision-making. Given this, this study first introduces a cost
function of distribution based on two parameters, i.e., power
and delay, and then attempts to modify the coefficients corre-
sponding to these parameters according to a genetic algorithm
in order to attain the best coefficients of workload distribution
in a way that the workloads could be processed with the least
delay and the least amount of power consumption.

The genetic algorithm is a method for finding approximate
solutions to search and optimization problems. This algorithm
is considered as a kind of evolutionary algorithm due to its
use of biological concepts such as inheritance and mutation.
Genetics addresses inheritance and the transfer of attributes
from one generation to the next. In living creatures, chro-
mosomes and genes are responsible for this transfer. This
mechanism acts in a way that superior and stronger chromo-
somes will survive. The final result is that stronger creatures
would be able to survive. Genetic programming is a technique
of programming that uses genetic evolution as a model for
problem-solving. Over time, the genetic algorithm has grown
in popularity in a diversity of problems such as optimization,
image processing, topology, artificial neural network training,
and decision-making systems [16].

A genetic algorithm begins with initializing a random
population, which is composed of the possible solutions to
the problem. Each solution is a chromosome, and the entire
chromosomes form the initial population. In the first step,
the value of each chromosome in the population is specified
by the fitness function. During the execution of the algorithm,
parents with more fitness are selected for reproduction, and
the next generation is generated using genetic operators.
Crossover, mutation, and selection are the three main operators
in genetic algorithms [17].

By using a genetic algorithm, the present paper seeks to
obtain the best value function so that we could strike a balance
between power consumption at the edge of network and delay

in the transmission of workloads as well as minimize these two
parameters. Also, we use renewable energies in the processing
and transmission of workloads at the network edge due to
the significance of sustainable energy resources in computing
tasks. Another innovation of this study is its use of renewable
energy as an input parameter in the genetic algorithm. For
this purpose, green energy is used in our proposed method to
calculate the value function of the algorithm. The main reason
for using renewable energies is the limitation of edge devices
on power consumption. As a result, these devices need to be
regularly connected to a power source for being recharged,
which limits their mobility. Also, changing the battery in IoV
devices may impose high costs and is sometimes dangerous.
For this reason, IoV devices should be able to maintain their
independence and sustainability by using green energies and
wireless charging ability [18]. In this vein, we aim to utilize
renewable energies to minimize the number of batteries at the
network edge.

The structure of the paper is as follows. Section 2 is a
review of the related literature. In Section 3, the workload
allocation model is formulated. Next, after a brief description
of the structure of the genetic algorithm, the optimization
of delay and power consumption in a cloud-fog environment
is discussed. Section 5 describes the implementation of the
proposed method and evaluates it in terms of the parameters
of the algorithm. The method is also compared with other
existing methods. Finally, some concluding remarks are made
and ideas for further research are suggested.

II. REVIEW OF LITERATURE

In recent years, many researchers have studied the method-
ologies to orchestrate the distribution of workloads and reduce
the overall processing delay in IoV. We briefly review some
of the recent studies that have investigated the optimization of
energy usage and delay reduction in fog computing.

Pioneering work has been presented by Xu and Ren [19].
In this work, they inspect the possibility of using renewable
energies as backup energy sources in mobile edge networks.
Their method uses machine learning algorithms to manage the
energy resources and distribute the computation workloads.
Their method aims to minimize the prominent costs of the
processing requests that include the processing delay and
consuming energy. The consequence of using a slow learning
mechanism in their method is the weak results in controlling
the power consumption of edge nodes.

Unfortunately, in many of the recently proposed methods,
only one aspect of the problem is considered. That is, some
of them sacrifice the processing time for optimizing the power
consumption at edge systems, and vice versa. Hence, in any
method to be developed, the processing delay and consuming
power should be optimized simultaneously.

Regarding abovementioned challenge, Xu et al. presented
a reinforcement learning-based method [20]. Their algorithm
was able to learn and adapt itself to any system with unknown
modeling parameters. Despite the undeniable results of their
method in achieving acceptable performance in orchestrating
the edge computations and using renewable energy sources for
mobile edge nodes, their algorithm failed to fairly distribute
the workloads among the computing nodes.
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The GLOBE method of Wu et al. [12] tries to optimize
the performance processing nodes at the network edge by
geographically balancing the distribution of loads, and at the
same time, controlling the input load of any edge nodes. This
method can handle stochastic events concerning the battery
status and power limitations. Although the GLOBE is slightly
successful in optimizing the battery energy level, it is still so
far from perfect.

In 2019, Dalvand and Zamanifar [21] proposed a new
model for processing data in the Internet of things (IoT)
and developed an IoT-Fog-Cloud in which the fog layer
is geographically close to the IoT edge devices. In their
system, a multi-purpose dynamic service is created to achieve
a balance between delay and resource costs. This service
is formulated by MILP and solved through weighted goal
programming. The method controls and minimizes only one
goal as a compromise between time and power consumption.

None of the above studies have been able to strike a balance
between cost and power consumption in distributing workloads
among network nodes. Our work is aimed at developing a
mechanism for the balanced distribution of workloads between
the cloud and edge nodes. This mechanism is supposed to
attain a desirable tradeoff between power consumption and
workload delay. It will make use of renewable energy sources
as the power supply for edge computations. These sources are
expected to preserve the battery charge level.

III. THE PROPOSED METHOD

Our point of departure is the fact that none of the previous
works have offered an optimum solution to reduce the costs
of fog computing. To elaborate on our proposed method and
evaluate it, a cloud-fog environment is simulated as in [10].
This environment involves four main models: workload, delay,
power consumption, and battery status. In the following,
we shall first examine these models as described in the refer-
ence and then present our proposed algorithm. Next, we will
define a new scenario to study how the algorithm functions.
The proposed scenario will be simulated for evaluation.

A. Formulation of the Problem

For the chief scenario, the edge system includes a base
station and a set of edge servers that are set geographically
close to each other. A battery with a limited capacity is used
in each computing resource at the network edge (i.e., fog
servers). The shared power supply mechanism used in the
network lets the workloads be sent to the cloud especially
when the edge servers require battery charge. The workload
sent by the users to the edge is first received by the base
station. The base station manages and decides on the amount
of workload that must be allocated to the edge or transmitted
to the cloud. The definition of the formulation parameters is
presented in Table I.

The proposed system is modeled here by considering it from
four aspects.

1) Workload: The equal time intervals t = 0, 1, 2 . . .
are used to model the time. The computation
capacity of each edge device is specified in each time interval
in terms of the number of active servers; λ (t) ∈ [0, λmax ] is
the rate of assigning the workloads to edge nodes and μ (t)

TABLE I

THE MAIN SYMBOLS

is the rate by which the edge nodes process the assigned
workload. Finally, λ (t) − μ (t) denotes the remaining
part of the workload transmitted to the cloud. The number
of dynamic servers in any time interval is m (t) ∈ [0, M].
This number may change in different time intervals.

2) Delay: We consider three different delays in the system
model:

2-1. The delay in communicating workloads on the wireless
network, which is shown by cwi (t). This delay depends on the
input load of the network (i.e., λ (t) λ (t)). In our model, it is
assumed as 0 due to the physical closeness of the active nodes.

2-2. The delay of processing workloads at local subregions
of the network edge, which is shown by clo (t). The amount
of this delay directly depends on the number of active servers,
the processing rate of them, and the model of managing queues
in each of them. In our experiments, the M/G/1 mechanism
models the queue management in any active server running on
edge nodes. As a result, the delay in processing at the network
edge is estimated using the following equation [22]:

clo (μ (t) , m (t)) = μ (t)

m (t) .k − μ (t)
(1)

In this equation, kk represents the processing capacity of
each active server.

2-3. The delay in communicating the residual workload to
the cloud is shown by cof f (t) and is estimated based on the
congestion status of the network. This status is represented by
h (t), and is computed by adding the round-trip time (RTT)
delay and the processing delay of the cloud. As a result, this
delay is calculated based on h (t) according to the following
equation [22]:

cof f (h (t) , μ (t) , λ (t)) = (λ (t)− μ (t)) h (t) (2)

Finally, the cost of overall delay of the aggregate input
workload is estimated by adding the three above delays [22]:

cdelay (h (t) , λ (t) , μ (t) , m (t))

= cwi (λ (t))

+ clo (μ (t) , m (t))+ cof f (h (t) , μ (t) , λ (t)) (3)

Note that, cwi (λ (t)) is negligible.
3) Power Consumption: The total consumed power is com-

posed of two parts:
3-1. A part of the power is used for basic operations

and communicating the loads. This part is represented by
dop (t) and is independent of any operations regarding
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Fig. 2. Two modes of battery status.

processing the loads but merely depends on the input load
of the network (λ (t)). In our model, dop (t) is composed of
two power types [22]:

dop (λ (t)) = dsta + ddyn (λ (t)) (4)

The dsta and ddyn (λ (t)) represent the static power con-
sumption of the network edge and the dynamic power con-
sumption, respectively. The latter differs from the input load
of the network and is set to 0 in our model due to the physical
closeness of the computing nodes.

3-2. The power required for the processing of workloads at
the edge is shown by dcom (t). To estimate this parameter,
the amount of the workload allocated to the edge (μ (t))
and the number of active edge servers (m (t)) are required.
Finally, the total required power is obtained by the following
equation [22]:

d (λ (t) , μ (t) , m (t))=dop (λ (t))+dcom (μ (t) , m (t)) (5)

In this model, g (t) denotes any renewable energy source
that can be used as the power supply g(t).

4) Battery Status: As formerly explained, one battery
with limited charge is used to supply each active edge
server. Overall, the total battery charge at the network edge is
b (t) ∈ [0, B] , where B denotes a predefined maximum
capacity. The renewable energy sources can recharge these
batteries. The initial battery level is set to 0. To control
the battery level at the network edge, we should control
the rate of processing of workloads at the edge servers.
Hence, the state of the battery is determined by the following
conditions:

D-1. When b (t) ≤ dop (λ (t)), no processing is allowed at
the network edge. In this state, since the battery charge is not
sufficient, the whole workload λ (t) is transmitted to the cloud.
In this state, the renewable energy sources recharge the battery.
The overall cost of communicating the workload to the cloud
is calculated by the following equation [22]:

cbak (λ (t)) = ϕ.dop (λ (t)) (6)

where ϕ is the coefficient reflecting the cost of consum-
ing the supporting power supply. In the next interval, the
renewable power source will charge the battery according to
equation (7) [22].

b (t + 1) = b (t)+ g (t) (7)

The first state in Fig. 2 shows this state.
D-2. If the battery level is sufficiently more than the

required power for processing a part of workload, that part
of the workload (μ (t)) is processed at the edge, and the
remaining part (λ (t)−μ (t)) is transmitted to the cloud. Thus,

Fig. 3. The cloud-fog architecture.

the following equation calculates the battery level in the next
interval as:

b (t + 1) = b (t)+ g (t)− d (λ (t) , μ (t) , m (t)) (8)

The operational cost of the battery in this state is:
cbat tery (t) = ω.max {d (λ (t) , μ (t) , m (t))− g (t) , 0} (9)

where ω > 0 is the operating cost of one battery unit.
This state is shown by the second state in Fig. 2. Based on

the above four models, the architecture of the proposed system
can be illustrated as in Fig. 3.

In this figure, the set of requests λ (t) which have been
sent by the users enter the base station. The base station is
responsible for distributing the loads between edge servers
(i.e., fog servers) and the cloud. The base station uses the
evolutionary algorithm to calculate the amount of workload
that can be processed by edge servers (μ (t)). Then, the
excessive requests are transmitted to the cloud. The trans-
mission of workloads to the cloud creates congestion in the
network and imposes longer delays on the loads. Therefore,
the congestion is measured in every interval (h (t)) to be
taken into account in subsequent decisions. In the meantime,
renewable energy sources (g(t)) provide the power required
for edge computations in each interval. If renewable sources
produce more energy than is needed by the servers, the surplus
is stored in network batteries b(t). Conversely, if the produced
renewable energy is inadequate, the batteries will be used.

IV. USING GENETIC ALGORITHM IN THE OPTIMIZATION

OF WORKLOAD DISTRIBUTION

This section describes how a genetic algorithm can be used
to distribute the workloads more efficiently. The aim of using
a genetic algorithm is to minimize system costs. The solution
to this problem using a genetic algorithm is presented in
Algorithm 1. Below is the description of the algorithm.

In the beginning, the battery level is checked. If the battery
level is not sufficient for the basic operation, the supporting
power supply is used, and the entire input workload is trans-
mitted to the cloud. In this case , μ (t) = 0, and the genetic
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algorithm is not executed (lines 1 and 2). However, if the
battery level is high enough for the basic operation to run,
all or part of the input load can be processed at the network
edge. In this case, the genetic algorithm is used to calculate
μ (t) (lines 3 to 29). In the first step of the genetic algorithm,
the initial population is generated (line 4). This population
consists of a set of chromosomes. Each chromosome indicates
the amount of workload that can be computed at the edge.
Next, the fitness of the initial population is calculated (line 5).

The fitness function returns a non-negative value for each
chromosome which is indicative of the individual capacity of
that chromosome to reduce the costs. The cost function [20]
can be used to calculate the fitness of a chromosome. The
proposed algorithm attempts to reduce this amount in order to
minimize system costs. Given the battery status of the system,
the cost function can be calculated in two ways:

c (t) = cdelay (h (t) , λ (t) , 0, 0)+ cbak (λ (t)) ,

i f
(
b (t) ≤ dp (λ (t))

)

c (t) = cdelay (h (t) , λ (t) , μ (t) , m (t))+ cbat tery (t) ,

else (10)

This equation is composed of two parts: delay cost and
power cost. The following two coefficients are used for the
power cost part:

1) Battery depreciation coefficient (ω)
2) Cost coefficient of the supporting power supply (ϕ)
As the effect of delay is directly involved in the cost

function, a new coefficient called delay cost coefficient (θ) is
introduced. The proposed algorithm modifies these coefficients
to examine their effect on power consumption and workload
delay and to find the optimum state on the network.

Another important genetic operator is crossover. Crossover
is used to exchange information between two chromosomes,
which accelerates convergence in the genetic algorithm. The
probability of the effectiveness of this operator lies in the range
of 0.6-0.9. This value is called a crossover rate and denoted by
Pcrossover . In this problem, two parents and a random position
in the parents’ genes are selected. Next, the genes on the right
side of the random position of the first parent and those on
the left side of the random position of the second parent are
selected to produce a new chromosome (lines 9 to 15). Another
operator is the mutation, which is responsible for producing
new information. This operator randomly changes one of the
genes of the child with a low probability, such as 0.01. The
probability of mutating any chromosome is called the mutation
rate and is denoted by Pmutat ion. In the proposed algorithm,
one gene from the chromosome is randomly selected and
changed (lines 16-19). In this algorithm, the number of chil-
dren produced by crossover and mutation is set by the variable
Nc . In each step of this operation, a new child is added to the
set P (line 20). Then the fitness function of the generated
population is obtained by crossover and mutation operators as
was done for the initial population (line 22).

There are different methods in genetic algorithms to select
the superior chromosome and transfer it to the next generation.
One of the common methods is tournament selection [23].
In this method, two chromosomes are randomly selected from
the population. Next, a random number r between 0 and 1

Algorithm 1 Using a Genetic Algorithm in the
Optimization of the Workload Distribution
Input : λ, g, h, b, Nc, Ng , Pcrossover , Pmutat ion, Pselect ion

Out put : μ
1: i f b (t) ≤ dp (λ (t))
2: μ (t)← 0
3: else
4: P ← Create Population()
5: f i tness(P)
6: do
7: f or i ← 0, 1, . . . , Nc//crossover and mutation
8: parent1← random(P)
9: parent2← random(P)

10: child ← parent1
11: i f (random()> Pcrossover)
12: point ←

random(length of choromosome)
13: child ←

crossover(parent1, parent2, point)
14: End i f
15: i f (random()> Pmutat ion)
16: gen← random(length o f choromosome)
17: child(gen)← mutation()
18: End i f
19: Add a child to P
20: end f or
21: f i tness(children created by crossover section)
22: P ← selection(P, Pselect ion)
23: whi le
24: μ (t)← best_choromosom(P)
25: whi le

(battery + green < PowerConsumption(μ (t)))
26: μ (t)← next_best_choromosome(P)
27: end whi le
28: End i f

is generated. If r < Pselect ion (Pselect ion is a parameter,
e.g., 0.8), the fitter individual will be selected as the parent;
otherwise, the less fit individual will be selected. These two are
again returned to the population and involved in the selection
process. After the selection process, the selected chromosomes
are introduced as the new generation and sent to the next
iteration of the algorithm (line 23). In the proposed genetic
algorithm, the child generation operators such as crossover
and mutation as well as fitness calculation and selection are
executed for Ng times, which is indicative of the number
of generations (line 24). When all generations have been
executed, the first element of the population will be put in
μ (t) as the final result (line 25).

If the selected chromosome (which indicates the distribution
of processable load at the network edge μ (t)) faces battery
limitations, the next chromosome in the population should be
selected. The process will continue until the power consump-
tion for μ (t) becomes proportional to the edge batteries (lines
26-28). At the end of the algorithm, the best value is selected
for μ (t), which in addition to minimizing the cost of delay and
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Algorithm 2 The Effect of ω and θ on the Proposed
Method
Input : λ, g, h
Out put : average delay, average power consumption
1: f or θ ← 0.01 to 1 step 0.01 do
2: f or ω← 0.01 to 1 step 0.01 do
3: G A_Al gor i thm(λ, g, h, θ, ω)

4: End f or
5: End f or

power consumption regulates power consumption according to
the level of edge batteries.

V. IMPLEMENTATION AND EVALUATION

This section describes the implementation and evaluation of
the proposed method for optimum distribution of workloads
between the cloud and the fog. For this purpose, the evaluation
parameters of the problem, the parameters of the different
genetic operators, and the implementation environment are
examined. Next, the effect of the variations in ω, and θ on the
distribution of workloads is studied and the optimum value of
these two parameters is obtained. Finally, the proposed method
with the optimum values of ω and θ is compared with other
existing methods.

A. Simulation Parameters

This section describes the simulation of a cloud-fog envi-
ronment in order to evaluate the proposed method. In this
environment, the genetic algorithm described above is used
in the base station as the distributor of workloads between the
cloud and fog servers. The simulation aims to examine the
effect of the delay cost coefficient and battery depreciation
coefficient on the fitness function as well as on the average
delay in workload transmission and the power consumption
at the network edge. To narrow down the search space in
the genetic algorithm, we assume the cost coefficient of
the supporting power supply (0.15) as constant and only
study the variations in ω, and θ . The process is shown in
Algorithm 2. According to this algorithm, with changing the
value of ω and θ , the genetic algorithm runs 10000 times in
each experiment and the average energy consumption and the
delay are measured. In these experiments, 0.01 ≤ ω ≤ 1 and
0.01 ≤ θ ≤ 1, and their values are changed by 0.01 in each
experiment.

The proposed method was examined on a system with an
8-core 1.8 GHz CPU and 12GB RAM. In the following,
we first initialize the parameters and then discuss the results.
The amount of input workload in each interval is specified
by a random number that uniformly varies between 10 and
100 requests per second. The renewable energy fluctuates
according to a normal distribution of N(520W , 150) [20].
The maximum capacity of each battery is B = 2kWh. Also,
we assume that the initial charge of battery b (0) = 0.
The static power consumption of the base station is
dsta = 300W . We set the maximum number of edge servers
M = 10. Also, each active server consumes 150W of electric-
ity. The maximum processing rate of each server is 20 requests

per second. We restrict the maximum number of generations
of our evolutionary algorithm to 100.

B. The Effect of ω and θ on Workload Distribution

In this section, the results of the experiments are presented
using graphs. Then the graphs are analyzed and, by normal-
izing the values of delay and power consumption, the best
coefficients of the fitness function to minimize the costs are
obtained.

Fig. 4 illustrates the average delay cost in different experi-
ments for ω and θ . As can be seen in Fig. 4(a), the increased
delay coefficient decreases the average delay cost. The rea-
son behind this decrease is the stronger effect of θ on the
cost function, which the genetic algorithm seeks to reduce.
In fact, the system attempts to reduce the delay cost so that
more workloads could be processed locally. For example,
Fig. 4(b) shows the variations in the average delay depending
on the varying values of θ . In this figure, assuming a constant
coefficient of battery depreciation (ω = 1), an increase in
the delay coefficient results in a decrease in the delay cost.
The most important reason behind the decrease in the delay
is the increased value of this parameter in the fitness function
as well as the processing of increased amounts of workloads
in the fog servers.

Fig. 4(c) depicts the average delay according to the vari-
ations of ω for two constant values of θ . When θ = 0.01
(the minimum value), the majority of processes are conducted
in the cloud, and the average delay is maximized due to the
minimal effect of this parameter on the fitness function and the
decision-making. It can be seen that when the delay coefficient
is constant, by increasing the battery depreciation coefficient
(ω) from 0.01 to 1, the power consumption part in the
cost function becomes more significant. Therefore, the system
attempts to send more workloads to the cloud to reduce power
consumption. Consequently, with the transmission of the loads
to the cloud, the average delay begins to escalate. Also,
a comparison of the two lines depicted in the figure would
show that the average delay with θ = 0.08 is less than with
θ = 0.01, which can be explained by its increased effect on
the fitness function. Given the above discussion, the greater
the coefficient of battery depreciation (ω) and the greater the
delay coefficient (θ), the less the average delay.

Fig. 5(a) shows the average power consumption with ω and
θ in each experiment. In general, an increase in the coefficient
of battery depreciation will reduce power consumption. The
reason for this reduction is the increased effect of battery
depreciation on the cost function. In fact, the algorithm tries
to allocate most of the processes to the cloud to reduce
power consumption in the fog servers. Fig. 5(b) depicts the
average power consumption with three constant values of θ
according to the variations of ω. It can be observed that, as
the coefficient of battery depreciation increases, the average
power consumption with θ = 0.15 and θ = 0.01 is reduced
from 550 w to 450 w. The reason for this reduction is
the system’s attempt to send more workloads to the cloud
and decrease power consumption in the fog servers. As the
figure shows, in points where θ = 0.01 (i.e., the minimum
value), the majority of workloads are sent to the cloud, and
the average power consumption decreases at a higher rate to
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Fig. 4. The average delay cost based on the delay coefficient (θ) and the coefficient of the battery depreciation (ω). (a) The average delay cost by changing
the coefficients ω and θ . (b) The effect of delay coefficient (θ) on delay cost. (c) The effect of the coefficient of battery depreciation (ω) on delay cost.

Fig. 5. The average power consumption based on the delay coefficient (θ) and coefficient of battery depreciation (ω). (a) The average power consumption
by changing ω and θ . (b) The effect of the coefficient of battery depreciation (ω) on power consumption. (c) The effect of delay coefficient (θ) on power
consumption.

achieve its final value (i.e., 450 w). Also, it can be concluded
that the rapid decrease in power consumption is due to the
minimal effect of delay and the stronger effect of battery
power consumption on the fitness function. Another point
to mention in this figure is the points on which the delay
coefficient θ = 1 is maximum. On these points, due to the
strong effect of delay on the cost function, the algorithm
sends the majority of processes to the fog server so that
they would be conducted locally and the power consumption
would not decrease. In this case, the battery level reaches its
maximum.

A comparison of the three lines in this graph indicates that
the average power consumption of θ = 1 is greater than
θ = 0.15 and the average power consumption of θ = 0.15 is
greater than θ = 0.01. The high level of power consumption
is due to the greater significance of the delay part in the cost
function.

Fig. 5(a) shows that, on points with a delay coefficient
greater than 0.7, the average power consumption reaches
its maximum and remains constant for each state ω. Also,
given that θ < 0.7, as the coefficient of battery depreciation
increases, attempts are made to send the loads to the cloud
and decrease power consumption. As θ decreases, the power
consumption part becomes more significant, and the average
power consumption is reduced. Fig. 5(c) shows the power
consumption graph based on the variations of θ for two values
of ω. As can be seen in the figure, when the coefficient of
battery depreciation is ω = 1 (maximum), power consumption
will increase as the delay coefficient increases and becomes
more significant in the cost function. In addition, when the
coefficient of battery depreciation is ω = 0.01 (minimum),
power consumption will not change with the increase in θ .

This is due to the minimal effect of the coefficient of battery
depreciation on the cost function.

Given this, we seek out a state in which the average
power consumption is minimized so that the least amount of
depreciation could be achieved. As discussed earlier in the
formulation of the problem, green energy enters the system as
normal distribution according to the equation: N(520W , 150).
According to Fig. 5(a), power consumption is almost equal to
the average green energy received by the system. It can be thus
concluded that this algorithm tries to distribute the workloads
in a way that the required power for processing could become
almost equal to the green energy and the coefficient of battery
depreciation as well as the power consumption at the edge of
the network could be minimized. Also, with the decrease in
power consumption at the network edge, more green energy
could be stored in the batteries.

Fig. 6(a) illustrates the network edge battery levels in
different experiments for ω and θ . With the increase in the
coefficient of battery depreciation (on points where θ is less
than 0.7), more workloads are transmitted to the cloud, which
will increase the battery level. Fig. 6 (b) shows the battery level
for three constant states of θ . When θ = 0.15 and θ = 0.01,
with the increase in the coefficient of battery depreciation (ω),
the battery level will increase from 700 w to 2000 w (charging
mode). When θ = 0.01 (minimum), due to the transmission of
all workloads to the cloud, the green energy not consumed is
stored in the batteries and the battery level rises more quickly.
However, when θ = 1 (maximum), the loads are maintained
at the network edge, thereby leading to the remarkably high
power consumption and keeping the battery level at 800 w.
It should be mentioned that the proposed algorithm could
maintain a full battery in most cases.
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Fig. 6. The average battery level based on the delay coefficient (θ) and the coefficient of battery depreciation (ω). (a) The average battery level by changing
ω and θ . (b) The effect of the coefficient of battery depreciation (ω) on battery level. (c) The effect of delay coefficient (θ) on the battery level.

Fig. 7. Normalized values of delay cost and average power consumption.

Comparing the corresponding graphs in Fig. 5 and 6 indi-
cates that, by sending more workloads to the cloud and
decreasing power consumption at the network edge, more
green energy could be stored in the batteries. This process at
the network edge will increase the battery levels. To illustrate
this point, let us compare Fig. 5 (c) and 6 (c) in terms
of power consumption for the delay coefficient θ and two
values of ω. It can be observed that, when the coefficient of
battery depreciation is ω = 1 (maximum), power consumption
increases with the increase in the delay coefficient as well as
its effect on the cost function, thus reducing the average battery
level. Also, when the coefficient of battery depreciation is
ω = 0.01 (minimum), power consumption will not change
with the increase in θ, and the average battery level at the
network edge will remain constant. This is not desirable for
us because we seek out circumstances in which the average
battery level would be maximized. On the other hand, the cor-
responding graphs in Fig. 4 and 6 indicate that the battery
level decreases with the reduction in the delay. The reason is
that, in order to reduce the delay costs, the system attempts to
process most of the workload in the fog servers, which leads to
more battery consumption. Given what was discussed above,
we need to reduce the average delay while maintaining the
maximum battery level.

C. The Optimum Point of ω and θ

To reach a balance between power consumption and delay in
workload distribution, average power consumption and delay
cost were normalized to find the optimum state of ω, and θ .

TABLE II

OPTIMUM POINTS BASED ON THE VALUES OF θ AND ω

Fig. 7 illustrates the normalized levels of average power
consumption and delay cost for every value of ω and θ .

It can be observed that these two parameters have a negative
relationship. That is, an increased delay means decreased
power consumption and vice versa. As a result, a balance
between ω and θ can be attained when the normalized values
of delay and power consumption are equal. In other words,
the intersection points of the two normalized levels are the
points of balance. The intersection of these levels in this figure
forms a line. Those values of ω and θ that lie on this line are
indicative of a balanced state. Of these points, however, only
those points provide an optimum state in which the sum of
the two normalized parameters is minimal.

On this basis, the three optimum points from Fig. 7 are
described in Table II. This table lists the average power
consumption and the delay for each of the points in the
parametric space (θ, ω). For a better comparison of the three
points, six cross-sectional cuts have been made in the graph
in Fig. 7 (Fig. 8 (a) to 8 (f)). In Fig. 8(a), the normalized
values for θ = 0.05 can be observed. At the intersection point
where the sum of the two parameters is minimal, the cost
of battery depreciation should be ω = 0.23. For ω = 0.23,
Fig. 8(b) shows that the intersection point at which power
and delay are minimal is θ = 0.05. Similarly, for the second
optimum point (Fig. 8(c) and 8 (d)), θ = 0.08 and ω = 0.35
achieve a balance, and their sum is the minimum amount.
Fig. 8 (e) and 8 (f) depict the third optimum point for ω,
and θ . At this point, too, the sum of delay cost and power
consumption is minimal with θ = 0.1 and ω = 0.47.

The following are the results of the execution of the pro-
posed workload distribution at the optimum points (θ = 0.05
and ω = 0.23). Fig. 9 illustrates the amount of data processed
in the fog, the battery consumption of servers, and the amount
of workload sent to the cloud.

In this figure, the ratio of offloading in the cloud and
the fog to the total input workload is shown in intervals
of 1000. On average, in each interval, 64 percent of the total
input load has been processed in fog servers, and the rest
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Fig. 8. Normalized values of average delay cost and power consumption for the optimum points. (a) Variations of the coefficient of battery depreciation
(ω) for the first point. (b) Variations of delay cost (θ) for the first point. (c) Variations of the coefficient of battery depreciation (ω) for the second point.
(d) Variations of delay cost (θ) for the second point. (e) Variations of the coefficient of battery depreciation (ω) for the third point. (f) Variations of delay
cost (θ) for the third point.

(around 35 percent) has been sent to the cloud. As most
of the loads have been processed locally, it is expected that
battery consumption should be high. However, the battery level
graph shows that an average of 12 percent of the battery has
been consumed in each interval. This can be explained by
the optimum use of renewable energy. The system distributes
the loads in a way that the power consumed for processing
at the network edge be equal to renewable energy. Also,
in intervals where more load has been processed locally,
there is a rise in battery consumption. For example, battery
consumption in the interval 5000-6000 is 3 percent more than
in the interval 4000-5000. On the other hand, local processing
reduces the delay in the handling workloads.

D. Comparison With Other Methods

In this section, the results of the proposed method at its
optimum point are compared with other methods to confirm
the decrease achieved in the delay in workload transmission.
These methods are briefly described below.

1) Fixed Power: In this method, a fixed amount of power is
considered for edge computations at each interval of time [24].

2) Post Decision State (PDS) Algorithm [20]: The PDS
algorithm grabs the state of the system instantly after making
the decision at the end of each time interval. The state of the
system after making a decision at the end of the interval is an
important data that is named the after-state variable. The PDS
is mainly used as a decision-tree based optimization algorithm.
In this algorithm, to find the optimum solution, the problem
is broken down into decision nodes and outcome nodes,
which correspondingly denote pre-decision and post-decision
states. For finding the optimum decision for the vector-valued
problem of workload allocation, the PDS tries to find a state
that minimizes the long-term costs of the system.

3) Q-Learning [25]: Q-learning is considered as a rein-
forcement learning algorithm that is independent of the type
of system model. In this agent-based algorithm, the agent tries
to learn a strategy, which results in the best action for each

Fig. 9. The rate of usage of cloud and fog resources and power supply over
time.

state of the system. Since this algorithm does not need a model
of the environment, it can solve the problems with stochastic
transitions and payoffs without needing any regulation.

4) Myopic Optimization [26] : In this algorithm, regardless
of any relationship between the system states and correspond-
ing decisions, the cost function of each state is minimized
by only considering the present input information of the
system. That is, in the Myopic optimization model, the present
knowledge of the workload allocation is densely presented by
a Myopic window which represent the knowledge of system in
a limited number of time frames. The content of this window
may be repeated in different times. As a result, the outcome
of the system may be seen repeatedly.

Fig. 10 shows the average delay cost for different methods.
As can be observed, learning-based methods perform better
and have a lower average delay when run on the battery
than when using the electricity network. On the other hand,
the proposed algorithm has a lower delay than the other
methods. In this figure, the delay cost of all the methods is
greater than five, whereas the genetic algorithm used in the
proposed method has reduced this cost down to 3.5.

The main point that is clear in both figures is the reduction
of the average energy consumption and the reduction of
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Fig. 10. The average delay cost.

the average delay in successive intervals of time. Reduc-
ing the average processing latency for the proposed method
in Figure 10 means that workloads are processed more on
the fog side, and a smaller percentage of them are sent to
the cloud, as evidenced by Figure 9. In Fig.9, for the first
1000 time slots, more percentage of workloads are processed
in fog, respectively reducing the average delay. One of the
strengths of the proposed method is that it does not have many
fluctuations in time slots, especially in the first 2000 time slots.

VI. CONCLUSION

In this paper, we tried to achieve a balance between power
consumption at the intelligent vehicular network edge and
delay in workload transmission in the clouds by using a
genetic algorithm and finding the optimum modes of workload
distribution. We also showed that workload distribution at the
edge of the vehicular network using renewable energy sources
is suitable for vehicular networks in which the processing
resources do not have access to the electrical grid and depend
on batteries for operation. By utilizing parameters such as the
input load and the proportion of green energy as the input para-
meters of the genetic algorithm, this paper calculated for the
first time the optimum number of workloads to be processed
locally. Also, by changing the coefficients of the parameters of
the cost function of the genetic algorithm, we determined the
optimum coefficients for processing the workloads with the
least amount of delay and the least power consumption.
The simulation results suggest that the proposed method can
achieve a better balance in workload distribution than the other
existing methods do. While reducing the workload delay by
40 percent and decreasing power consumption at the edge of
the vehicular network, this method also seeks to minimize
battery consumption by making use of renewable energies.

In future work, other machine learning methods such as
neural networks can be used for selecting the optimum
parameters.
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Abstract— There are several kinds of smart devices, such as
smartphones, sensors, and smart wearable devices, included in
the Human-in-the-Loop (HITL) system, but different devices have
their own data processing and programming paradigm. Pro-
grammers usually need to design the same data processing logic
for different devices by using a different programming model.
How to mapping the same code to different devices without any
change is an emerging topic in the HITL system. Furthermore,
the intelligent data processing for the smart CPS sector is
experiencing significant growth in data volume, driven by a large
number of smart devices that are anticipated in the near further.
All these smart devices are expected to improve the overall HITL
system performance marvelously. A large number of devices can
also outstandingly increase the data volume, which needs to be
processed in real time. How to process large-scale data on a
smart device in real time is another challenge. Focused on these
challenges, this article proposed a computing device-aware HITL
CPS data processing framework, named Barge, aiming to map
the regular code to the different hardware without any change.
In Barge, a semantic model, an architecture-driven programming
model, and a graph partition scheme are included. The semantic
model is used to express the user-defined graph algorithms by
using the domain-specific language. The architecture-driven pro-
gramming model will execute the graph algorithms on a different
device in parallel. Furthermore, the graph partition scheme will
partition the large-scale graphs into suitable partitions by aware
of the topology to make the partitioned data suitable for kinds
of smart devices. We believe that our work would open a wide
range of opportunities to improve the performance of large-scale
graph processing for HITL systems.

Index Terms— Cyber–physical systems (CPSs), data partition,
graph computing, Human-in-the-Loop (HITL), new architecture,
programming model, semantic model.

I. INTRODUCTION

THE tremendous amount of smart devices, such as smart-
phones, radio frequency identification (RFID), sensors,
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and embedded devices, have revolutionized both the phys-
ical and digital world through the integrated interactions
to create the global smart cyber–physical systems (CPSs)
[1]–[3]. To process the large scale of the complex linked data
between different kinds of devices, both data-intensive and
memory-intensive data processing frameworks are included in
CPS, i.e., CPS is a software-intensive decentralized system
that autonomously perceives its operational context [4], [5].
A CPS system consists of the hardware infrastructure (physical
components) and software model [6]–[8]. The most important
software is the cyber twin, which is used to simulate the
physical things. Internet of Things (IoT), on the other hand,
connected kinds of sensors and some other physical things.
This means that IoT acts as a connection bridge to network
different cyber–physical things. CPS, also known as big data
processing technologies, is a hot topic, which leads to a
set of new research interests, and it was widely used in
many services, such as customer behavior prediction and
weather and environment monitoring. However, most of the
data processing logic for the same application is the same, but
programmers need to develop multiple different copies of code
for an application and deploy them on different devices. How
to release programmers from the strenuous repetitive work is
an emerging topic in the HITL CPS system. Furthermore, all
these services will generate an enormous amount of data in
real time, which makes it is not easy to store and process
such kind of large-scale data. All these difficulties drive
the scientist to propose cloud computing technologies along
with machine tools, data mining, artificial intelligence, and
fog computing technologies to store, process, and analyze
large-scale data. By using all these technologies, we can try to
uncover the hidden patterns, unknown correlations, and other
useful information [9], [10]. The characteristics of big data
were well summarized in the Introduction Section of [11]. The
relevance of the big data era and CPS are also highly relevant
to global sustainable development goals recently discussed
in [12].

Graph computing is one of the most famous big data
processing technology, which was widely used to process
the linked data. In the graph computing paradigm, the graph
data model, which is a fundamental mathematical structure
used to model pairwise relations between objects, is widely
used in machine learning [13], [14] and deep learning [15]
technologies to express the connections between different
objects. The context in a graph is called vertices (also called
nodes), while the links are called edges. Graph theory has
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been widely used in Human-in-the-Loop (HITL) data process-
ing [16]–[18], a knowledge graph programming with an HITL
discussed in [16]. In Lou’s work [16], the authors examined the
advantages of the knowledge graph programming for HITL,
such as the flexible programming interface and kinds of “data
compiler” method. Then, the authors proposed a knowledge
graph programming prototype for HITL. Holzinger et al. [17]
provided new experimental insights on how to improve com-
putational intelligence by complementing HITL with human
intelligence in an interactive machine learning approach. The
article [18] described a “big picture” of HITL data analysis,
including the user communities’ tools and algorithms, and also
the HITL data analysis framework developing technologies
and theories. However, how to use graph theory and algo-
rithms to support distinctive characteristics of HITL CPS data
analysis and provide high-performance and real-time decision-
making policy remains challenging and represents a promising
research direction.

With the development of hardware manufacturing, there
are several kinds of new computing devices proposed for
large-scale data processing, and traditional large-scale graph
computing is facing new opportunities and challenges. Graph
applications have poor locality and poor cache hit rate and are
largely stalled on memory accesses since there are complex
connections between graph nodes and the working set of
realistic graphs is much larger than the last level cache (LLC)
of current machines. The conventional computing architecture
is computing-centric, which focuses on memory sharing and
message communications; this processing fashion is unable to
handle graph applications. In this article, we focus on the key
technologies and methods of a new computing architecture for
large-scale HITL CPS graph data processing. To solve the poor
locality and poor cache hit rate problem, we proposed new
computing device-based HITL CPS data processing architec-
ture, named Barge. We made the following contributions to
the proposed architecture.

1) We conduct an extensive set of comprehensive experi-
ments to explore the parallelism and memory operations
of the graph processing systems for HTTL CPS data
processing.

2) We proposed a semantic model for large-scale graph
data processing under new computing architecture to
mapping the same code to different devices without any
change. The semantic model includes semantic rule and
graph data interpretation method.

3) We proposed an architecture-driven programming
model, which is suitable for a different architecture.

4) We proposed a data- and topology-aware graph data
partition scheme that can partition the large-scale graph
data quickly by consider the data structure and also the
feature of the computing device.

The rest of this article is organized as follows. We will intro-
duce the characteristics and research challenges of HITL CPS
data processing and the motive of using the graph processing
method to process the large-scale HITL CPS data in Section II.
Section III provides our proposal for applying the proposed
Barge model to improve the performance of HITL CPS data
processing. Then, we will introduce the design methodologies

and principles of Barge in Section IV. Section V introduces the
related work, and we will conclude this article in Section VI.

II. CHALLENGES OF HITL CPS DATA PROCESSING

In this section, we describe our experimental settings,
including the graph data sets and algorithms and the graph
processing frameworks (GPFs) for our empirical study.
We also try to explore the parallelism issues and memory oper-
ation characteristics of GPFs for HTTL CPS data processing.

A. Experimental Settings

1) Graph Algorithms: Most of the graph algorithms can be
classified as the iterative algorithm and the traversal algorithm.
All vertices will be updated in each iteration of the iterative
algorithm, but only active vertices will be updated in each iter-
ation of the traversal algorithm. The most representative algo-
rithms of iterative and traversal algorithms are PageRank (PR)
and Breadth-First Search (BFS), respectively. We select these
two most representative graph algorithms for the performance
evaluation, as well as much prior work [19], [20] do.

1) BFS: An algorithm that traverses the whole graph
in search of one or more vertices, which is a basic
component of many other complex graph mining
algorithms.

2) PR: An algorithm that was used to evaluate the influence
of vertex within a graph, which was proposed by Google
first, and it was initially used to evaluate the importance
of a web page.

2) Graph Processing Frameworks: Many GPFs have been
developed by both academic and industry researchers, such as
TOTEM [21], CuSha [22], and some other frameworks. In this
section, we select four representative state-of-the-art GPFs to
run the graph algorithms and profiling the runtime details.

1) GunRock [19]: A high-performance graph processing
library on GPU with a high-level bulk-synchronous
processing scheme. Gunrock provides a data-centric
abstraction centered on operations on a vertex or edge
frontier. Gunrock achieves a balance between perfor-
mance and expressiveness by coupling high-performance
GPU computing primitives and optimization strategies.
Gunrock also proposed a high-level programming model
that allows programmers to quickly develop new graph
primitives with small code size and minimal GPU pro-
gramming knowledge.

2) Sep-Graph [20]: A highly efficient software framework
for graph processing on GPU. It provides a hybrid
execution mode that can automatically switch among
synchronous or asynchronous execution mode, Push or
Pull communication mechanism (Push or Pull), and
Data-driven or Topology-driven traversing scheme (DD
or TD), according to the parameters.

3) Tigr [23]: A graph transformation framework that can
effectively reduce the irregularity of real-world graphs
with correctness guarantees for a wide range of graph
analytics.
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TABLE I

DATA SETS USED IN THE EXPERIMENTS

4) GSWITCH [24]: A machine learning model-based graph
processing system that dynamically chosen the opti-
mization variants by monitoring the system overhead.
In GSWITCH, the authors trained 644 real graphs to
learn the algorithm pattern, and GSWITCH changes the
optimization variants by using the pattern information to
achieve high parallel system performance.

3) Graph Data Sets: All the data sets of the experiments
conducts in this article are follow the classic graph formal-
ism [25]. We use V and E to present the vertices and edges
of the graph, respectively. G = (V , E) present the graph. The
edge presented as e, where e = (u, v) and e =< u, v >
are the undirected and directed edges. In this article, both
directed and undirected graphs are used in our experiments.
In order to show the performance of different kinds of graphs,
we include both power-law and large diameter graphs in all our
experiments. We select eight graphs from different real-world
applications, such as e-business, social network, and some
other source networks, and all these graphs are with different
structures and a varying number of vertices and edges. The
graphs are shown in Table I. All these eight graphs can
be downloaded from the Stanford Network Analysis Project
(SNAP) [26].As the power-law graph follow a distribution,
as shown in formula (1) [27], [28], we list the exponent and
the fitness in Table I to compare the power-law attribution.
In this article, the graphs are stored in a plain text file
with an edge-list format, which is easy for us to locate the
edges

P(x) ∝ x−α. (1)

4) Hardware Platforms: All the experiments presented in
this section are conducted on NVIDIA Tesla V100 GPU,
which is a Volta architecture-based GPU with 5120 CUDA
cores and 32-GB onboard memory. The GPU is coupled
with a host machine equipped with 28-Ksyun Virtual Senior
CPU cores, each at 2.60 GHz, and 12-GB memory. The
host machine is running Ubuntu OS version 16.04.10. The
algorithm is implemented with C++ and CUDA 10.02 using
the “-arch=sm35” compute compatibility flag.

B. Exposing More Parallelism

To improve the parallelism of hardware, the Single Instruc-
tion Multiple Data (SIMD) architecture is introduced to the
out-of-order (OOO) manner to enable simultaneous execution
of multiple independent instructions. In this design philosophy,
each core could issue more than one Micro-Operations (μ-op).

Fig. 1. Average IPC of PR on different data sets with different implemen-
tations.

Fig. 2. Average IPC of BFS on different data sets with different implemen-
tations.

We illustrate the instruction-level parallelism (ILP) of all
the evaluated frameworks. Figs. 1 and 2 show that the
average instructions per cycle (IPC) of PR on GSWITCH
is about 1.793, while the IPC of PR on the other three
frameworks is no more than 0.458. This experiment indi-
cates that only about one-eighth of the core’s ability is
used for most existed GPFs (except GSWITCH). One main
reason for low IPC is the long instruction latency [29], and
there is a large number of GPU cycles consumed by some
instructions.

In order to identify the exact reason for the low ILP
phenomena, we also evaluated the Max/Min IPC of differ-
ent implementations of PR and BFS on different data sets.
Figs. 3 and 4 show that the Max IPC of PR and BFS on Sep-
graph, Tigr, and GunRock are no more than 0.543, while the
MAX IPC of PR on GSWITCH is 1.823. This phenomenon
indicates the heavy dependence on graph processing algo-
rithms. The execution of one instruction may relate to many
other instructions.
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Fig. 3. Max/Min IPC of PR on different data sets with different
implementations.

Fig. 4. Max/Min IPC of BFS on different data sets with different
implementations.

C. Warp Issue Efficiency

To look deeper into the reason for low ILP, we evaluated
the occupancy of GPU warps. In GPU performance profil-
ing, the achieved occupancy is used to measure the warp
scheduler’s efficiency by using the ratio of the average active
warps of each clock cycle to the maximum warps supported by
each multiprocessor (SM), which defined as for the following
formula:

occupancy = active warps

maximum warps
. (2)

From formula (2), we can conclude that low occupancy
interferes with the ability to hide memory latency, which can
degrade the performance. In contrast, higher occupancy does
not always indicate higher performance. Many factors can
affect occupancy, such as register availability. The register
storage differs for different devices, and it enables the threads
to keep local variables nearby for low-latency access. How-
ever, the threads must share the register file due to a limited
commodity. In modern GPU architecture, all the registers are
allocated to a block at the beginning of the program. Hence,
a supported block of a multiprocessor (SM) will be reduced
if each block uses more than one register, and this thread
assignment will further reduce the occupancy of the SM.

Figs. 5 and 6 show the occupancy is very low of both
PR and BFS implementation of GunRock on all the eight
graph data sets, while both the iterative and traversal algo-
rithm can achieve high occupancy of Tigr and GSWITCH
implementation.

D. Memory Operations

In this section, we explore the memory operation efficiency
by checking the global memory efficiency and throughput.

Fig. 5. Achieved occupancy of PR on different data sets with different
implementations.

Fig. 6. Achieved occupancy of BFS on different data sets with different
implementations.

Fig. 7. Global memory efficiency for BFS on different data sets with different
implementations.

Figs. 7 and 8 show the global memory efficiency for BFS
and PR on different data sets with different implementations.
We can conclude from Figs. 7 and 8 that GunRock can achieve
the highest memory operation efficiency for both the traversal
and iterative algorithms while Tigr and GSWITCH tending to
vary widely on different data sets.

Table II shows the global memory throughput for BFS and
PR on different data sets, and Tigr can achieve the highest
global memory throughput on both BFS and PR. GunRock and
GSWITCH achieve the lowest throughput on most power-law
graphs, while Sep-Graph can achieve higher throughput on the
large-scale graphs (RoadNet-CA) than the power-law graphs.

III. APPLYING BARGE IN GRAPH-BASED HITL
CPS DATA PROCESSING

As we discussed in Section II, there are several challenges
for graph processing on GPU, such as the control and memory
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TABLE II

GLOBAL MEMORY THROUGHPUT FOR BFS AND PR ON DIFFERENT DATA SETS

Fig. 8. Global memory efficiency for PR on different data sets with different
implementations.

divergence, load imbalance, and global memory access over-
head [30]. To achieve an efficient performance of large-scale
HITL CPS graph data on new architecture devices, this section
introduces the Barge framework for HITL CPS graph data
processing.

We design Barge by considering the three primary aspects
of graph processing: algorithm semantic expression, program-
ming model, graph partition, and data placement.

1) Exiting graph processing systems are designed for sin-
gle hardware by considering the hardware feature to
improve the system performance. While this design
philosophy cannot achieve excepted performance on
new hardware architecture, in some cases, the existed
frameworks even cannot run on the new device. This
design philosophy is easy to limit the scalability of the
framework and will lead to strenuous and repetitive work
for programmers. In order to solve this problem, this
article proposed a semantic model to represent the graph
algorithm and make the graph algorithm suitable for the
new architecture without reprogram the algorithm. The
semantic model provides a set of unified semantics to
define the graph structure and a set of unified API for
different graph processing systems.

2) In order to remove the conflicts between the heteroge-
neous parallelization of kinds of new hardware devices

Fig. 9. Illusion of the proposed HITL CPS data processing framework.

and the scalability requirements of graph processing,
this article proposes an architecture-aware programming
model that can be suitable for multiarchitecture. The pro-
posed model provides a reasonable run-time abstraction
of hardware parallel features and the rich programming
interfaces for graph computing applications.

3) The new architectures devices usually have very high
local memory access bandwidth but are just equipped
with a small capacity of onboard memory. How to use
the limited memory of new architectures devices to
process a large-scale graph is a great challenge. In order
to solve this problem, this article proposes a new graph
partition scheme by considering how to balance the
computing workload and communication overhead and
the memory access efficiency and also the redundant
computation overhead.

Fig. 9 shows an illusion of the proposed HITL CPS
data processing framework. In this framework, we propose
a semantic model to represent the graph algorithms, a new
programming model to fit multiarchitectures, and also a new
graph partition scheme.

A. Graph Algorithm Semantic Model for New Architecture

Nowadays, with the proliferation of mobile devices and
wearable devices, the HITL CPS graph data are prolifer-
ating. The efficient parallelism graph processing algorithm
is the most essential aspect to improve the performance of
graph processing systems. Combining the features of the

Authorized licensed use limited to: Scms School Of Engineering And Technology. Downloaded on July 27,2023 at 09:31:37 UTC from IEEE Xplore.  Restrictions apply. 



ZHENG et al.: LINKED DATA PROCESSING FOR HUMAN-IN-THE-LOOP IN CPSs 1243

new architecture with the characteristics of graph processing
algorithms is the key to improving the performance of graph
processing systems. Traditional work usually makes different
implementations for each architecture. This method has poor
portability and does not meet the needs of multiple graph
processing algorithms. It also brings new challenges to imple-
ment the algorithms for different kinds of applications and
also code management. However, some common operations,
similar optimization techniques, and even the same software
components are included in various graph algorithms. Con-
sidered the abovementioned architecture features and graph
processing algorithm characteristics, this article proposes a
new graph algorithm description semantic model. This model
provides users with productive semantics operations, such as
to define graph data structures, describe architecture-aware
parallel operations, and fit for different graph algorithms.

The semantic model is an abstraction of the common
operations of different algorithms; hence, how to extract
the ordinary operations of different algorithms, define the
specific operations, and provide a set semantics to describe
the parallelizable operations are the base of the semantic
model. On the other hand, the semantic model should clearly
define parallel operation rules to ensure that user code can
be executed correctly and efficiently under the new architec-
ture. At the same time, the semantic model should provide
productive parallel operation methods to ensure that users can
obtain sufficient expression ability to intuitively, accurately,
and completely and describe existing graph algorithms and
graph algorithm flows that may appear in the future. How
to ensure the efficiency of the graph algorithm by consid-
ering the characteristics of the new architecture is the main
content of the semantic model. Different architectures, such
as GPUs, FPGAs, the SIMD acceleration components, and
specialized devices with complicated local storage (such as
IBMCELL/Intel SCC), have their parallel execution models.
The difference in the execution model of different devices
can lead to substantial performance gaps for the same code.
In order to achieve excellent overall system performance on
different devices, this article first studies how to ensure that the
graph algorithm description, which provided by the user, can
run on different devices. Furthermore, this article introduced
how to determine a parallel operation execution mode to adapt
the execution characteristics of the hardware.

B. Architecture-Aware Graph Computing Programming
Model

The graph computing programming model is a bridge
between the architecture and the graph processing application.
On the one hand, it abstracts the details of the hardware
characteristics and provides programmers with rich interfaces
to implement various graph algorithms. On the other hand,
it makes full use of hardware resources efficiently and cor-
rectly completes the application requirements, which pro-
vides an optimized run-time environment for programs. Graph
processing is a strong data dependence application that is hard
to parallelism, while most of the new architecture devices
are highly parallelism. Hence, how to concisely implement

various graph algorithms while ensuring the efficiency of
parallel computing is the first problem to be studied in graph
computing programming models.

Although various new-type processors are highly par-
allelism, their structures are very different. For example,
the hardware logic of the computing core of GPU is straight-
forward, which is suitable for sequence programs without com-
plex logic, while KNL has fewer computing cores than GPU,
but the processing logic is relatively complex, which can sup-
port more instructions, such as AVX512ER and AVX512CD.
Furthermore, the FPGA achieve hardware-level programming
by changing the state and combination of gate circuits, which
supports some complex logic with high memory bandwidth.
These heterogeneous parallelisms make it challenging to
achieve excellent system performance in a unified program-
ming manner. Therefore, how to design a run-time optimiza-
tion mechanism by considering the hardware characteristics,
which can be suitable for multiple architectures, is another
research challenge for HITL CPS graph processing.

In order to solve the abovementioned two problems, this
article proposes an architecture-aware graph computing pro-
gramming model to match the different architectures. The
proposed programming model can effectively and concisely
implement various graph algorithms by considering the device
characteristics. We can also provide a set of efficient pro-
gramming methods for developers by using this programming
model.

C. Feature-Aware Data Partitioning and Placement Strategy

New accelerator architecture-type processors have large
on-chip memory bandwidth, such as GPU and MIC’s HBM,
which provides very favorable processing conditions for
memory-intensive graph computing applications. However,
the scale of the HITL CPS graph data shows an explosive
growth trend. The growth of the on-chip storage of proces-
sors with accelerated structure types is far from meeting the
demand for data growth. At the same time, graph processing
has some unique features, such as the most graph applications
that can be processed by using the iteration processing fashion;
on the other hand, the data placement also has a huge impact
on the performance of graph algorithms. How to design a suit-
able data placement strategy and an efficient data partitioning
scheme, by considering both the features of the graphs and
also the new architecture devices, allocate the partitioned graph
data are the crucial points to improve the performance of HITL
CPS GPF.

Allocate the partitioned graph data for both single and
multimachine, which will cause a large amount of network
overhead and bus data transmission overhead on new architec-
ture devices, due to the association of the graph data. It will
lead to some other problems, such as load imbalance and low
resource utilization, if we only focus on communication and
transmission overheads. A high-quality partitioning algorithm
itself will cause huge overhead; hence, it is essential for us
to study how to reduce the computational complexity of the
partitioning algorithm with acceptable partitioning quality.

The graph diameter becomes more extensive due to the rapid
growth of the graph size, which leads to lots of redundant
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Fig. 10. Graph computing semantic model adapted to new architecture.

computations under the iterative execution fashion on a new
architecture device. On the one hand, in the edge centric
processing model, the widely used CSR/CSC format easily
leads to scattered and irregular memory access, as well as
the low memory bandwidth efficiency. On the other hand,
the power-law characteristics will lead to a load imbalance
problem. In order to solve these problems caused by the data
format, this article needs to consider how to improve reading
efficiency and how to reduce reading times. In detail, one
is how to read the necessary data from the global memory
quickly, and the other one is how to implement a heuristic
method to read the data, which will be executed in the next
iteration, in one memory access to reduce the I/O overhead.

IV. GRAPH-BASED HITL CPS DATA

PROCESSING FRAMEWORK

In this section, we first analyze the characteristics of dif-
ferent computing devices and then design a graph algorithm
semantic model for these new architectures, and we also
abstract the parallel operations for all these architectures in
this section. Furthermore, we summarize the data access of
large-scale graph processing pattern, and then, we design
a multiarchitecture supported graph computing programming
model to improve the system performance of large-scale graph
processing on new architectures, by simplifying the seman-
tics of the graph processing programming model. Finally,
we design a structure-aware data partitioning and placement
strategy to make the graph processing system meet the archi-
tectures’ feature.

A. Graph Algorithm Semantic Model for New Architecture

This article proposes a semantic model of graph algorithms
on new architectures by using a domain-specific language
(DSL).

The semantic model uses DSL as its entity and uses DSL
to express the model elements, such as variable definitions,
data definitions, operation definitions, and parallelization flags
required in the semantic model. Based on DSL, this article
proposes an interpreter for the semantic model. The DSL
provides users with a clear and intuitive description of graph
algorithms, and the semantic model interpreter explains the
description of user-provided graph algorithms. The proposed
semantic model is shown in Fig. 10.

This article will analyze the graph processing from a math-
ematical perspective and then design the semantic model for
graph algorithms. A graph G(V , E) is a set of vertices V and
an edge set E . The edge and vertex related data can be defined

as a mapping P , P maps the vertex or edge to a particular
domain R, and the mapping can be represented as P : E → R
or P : V → R. This article uses the mapping to represent
the attributes of the edges or vertices. For a given graph
G = (V , E) and a series of attributes � = P1, P2, . . . , Pn ,
the proposed semantic model should satisfy the following
types of graph algorithms: 1) calculate a scalar value from
a given graph G and the attribute set, such as the calculating
the conductivity of the subgraph; 2) calculate the new attribute
from �, such as calculating the PR value to sort the vertices
of the PR algorithm; and 3) select the interested subgraphs,
such as the strongly connected components finding algorithm.

Furthermore, the proposed semantic model tries to provide
three ways to describe parallel algorithms. The three descrip-
tion ways are as follows: 1) implicit parallelism semantic
structure; 2) allow users to distinguish parallel regions accu-
rately; and 3) Well-defined parallel operations. For example,
the for-each statement is precisely a parallel execution area
specified by the user. At the same time, the graph vertex value
assignment is an implicit parallel operation, and the widely
used reduction operation in graph algorithms is an explicit
parallel operation.

This article designs the semantic model interpreter from the
following three aspects.

1) Check whether the description of the graph algorithm
by the user meets the model’s requirement. The basic
condition is that the user’s description should meet the
semantic model’s grammatical requirements. The inter-
preter checks the user’s input by checking the syntax,
data type, and parallel semantics three aspects.

2) Architecture Independent Optimization: The interpreter
converts the code that meets the syntax requirements into
a detailed loop or iterative operation and then optimizes
the code by cyclic fusion, statement upward and slack
protocol boundaries operations.

3) Architecture-Related Optimization: As a different archi-
tecture has its execution fashion and data access method,
some architecture-related optimizations should be added
through the interpreter by considering the architecture’s
feature. For example, the GPU uses SIMD fashion
to execute the codes in parallel, and the continu-
ous memory access operation can reduce the memory
access overhead. Therefore, some data-level parallelism
and memory accessing optimization methods should be
added through the interpreter. All these optimization
methods have a strong correlation with the programming
model. Hence, we will introduce them in Section IV-B.

B. JCS Programming Model

Most of the existed GPFs adopt the vertex-centric pro-
gramming model since this programming model is easy to
express most of the graph algorithms, and it can provide
high scalability of the graph algorithms by partition the
graphs. However, this programming model is also easy to
lead random memory access and load imbalance problem
due to the skewed degree distribution of real-word graphs.
While the edge-centric programming model will introduce

Authorized licensed use limited to: Scms School Of Engineering And Technology. Downloaded on July 27,2023 at 09:31:37 UTC from IEEE Xplore.  Restrictions apply. 



ZHENG et al.: LINKED DATA PROCESSING FOR HUMAN-IN-THE-LOOP IN CPSs 1245

Fig. 11. Graph computing programming model adapted to multiple hardware
characteristics.

lots of redundant computation because there are many more
edges than the vertices in real-world graphs, it can provide a
continuous memory access fashion. The Gather–Apply–Scatter
(GAS) programming model proposed in PowerGraph [31] is
a fine-grained vertex-centric programming model. In GAS,
the computation process is subdivided to increase the degree of
parallelism. Previous research shows that there are a number
of active vertices in each iteration, which is far less than
the total number of vertices in a graph [31]. Hence, this
article proposes a queue-based vertex-centric Join–Compute–
Scatter (JCS) programming model, which is shown in Fig. 11.
In the JCS programming model, the operation on the vertex
is divided into the join, compute, and scatter three steps. The
join operation adds the active vertices into the worklist, and
the compute operation updates the vertex’s value according to
the user-defined function, while the scatter operation scatters
the vertex’s value to its neighbors, just similar to the scatter
operation in the GAS model. In the JCS model, each iteration
cares about the vertices that need to be updated. This execution
fashion can provide a unified and concise implementation
fashion for different algorithms, and it can provide high
scalability for the vertex-centric method.

In order to make three phases of the JCS model suitable
for different hardware, this article provides a mixed granu-
larity task mapping mechanism and a heuristic parallel write
optimization mechanism. We introduce the two optimization
mechanisms as follows.

1) Mixed-Granularity Task Mapping Mechanism: Here,
we take GPU as an example to introduce the
mixed-granularity task mapping mechanism. We assign
the vertices to thread, warp, CTA, and kernel according
to the number of the neighbor of the active vertex, and
the virtual-warp is used to solve the load imbalance
problem. While, on KNL, the proposed mechanism not
only supports regular round-level parallelism for differ-
ent task size, including the for-all parallelism, reduction
parallelism, and scan parallelism, it also supports the
irregular parallelism, which can achieve excellent load
balancing through reasonable task stealing scheduling.

2) Heuristic Parallel Writes Optimization Mechanism:
Since there are some duplicate vertices in the worklist
and some vertices connected with the same vertex, this
situation will lead to conflicts in updating operation.
Atomic operations and locks are used to ensure data
consistency. However, many existed researches show
that some updating operations are idempotent (i.e.,
the updating order does not affect data consistency).

Fig. 12. Data partitioning and placement strategies for data-aware and
structure-aware.

Hence, there is no need to design a specific algorithm by
using atomic operation or lock to remove the duplicate
vertices from the worklist, and just a runtime lightweight
heuristic method is enough to remove the redundant
computation, which will be more efficient.

C. Feature-Aware Data Partitioning and Placement Strategy

In order to meet the architecture’s feature to unleash the
device performance, this article proposes a mixed 3-D graph
partition scheme. The proposed graph partition scheme will
load the graph blocks into the device on broad memory to
make sure the locality of data access and, hence, to reduce
the I/O overhead by considering the communication overhead.
Fig. 12 shows the essential operation of the proposed graph
partition scheme.

The existed graph processing system applied the 1-D
or 2-D partition strategy, which is the vertex-centric and
edge-centric partition method, respectively. The vertex-centric
partition strategy will lead to a load imbalance problem,
since the vertex degree distribution of most real world
graphs is power-law. While the edge-centric partition strategy
will lead to a large amount of communication between the
master node and the replicas. Recent research proposed a
3-D partition strategy, which partitions the vertex attribution
as the 3-D partition object, and this partition can achieve an
excellent system performance in machine learning applications
but cannot suitable for full broad applications [32]. While
the traversal tree-based partition method can maintain good
locality, the partition operation can be executed after traverse
the whole graph, and the renumber operation is needed for
the subgraphs. The overhead of this partitioning method is
huge, and the overhead will increase growth with the graph
size. In order to solve the problems of the existed partition
methods, this article proposes a hybrid partition method. The
hybrid partition strategy will partition the vertices that have
similar degrees together by using a 2-D partition method and
then partition the subgraphs again by using a 1-D partition
method. While, for some specific graph algorithms, the hybrid
partition strategy will take the 3-D partition as the first round
partition, partition the results again by using a 2-D partition
method. This hybrid partition method makes the proposed
partition strategy achieve load balance and low communication
computation ratio for different algorithms and architectures.

The data placement is closely related to the representation
of the graph, and it has a serious effect on system performance.
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The upper level framework requires the graph representation
method to provide a high memory bandwidth utilization and
ensure the locality of memory access as much as possible.
While the lower level storage requires high space utilization,
avoid the space-wasting for sparsity graph. The storage level
also requires the graph that can be loaded into the memory
during the I/O operation in graph processing. In order to
meet both the upper level and lower level requirements, this
article provides a hybrid CSR/CSC graph representation. Then,
we further mixed the edge-list representation into the hybrid
representation according to the characteristics of the graph.
The mixed CSR/CSC graph representation is a benefit for the
Scatter/Gather operation. For example, some implementation
of the BFS algorithm will change the traversal direction
from bottom–up to top–down (top–down to bottom–up), and
this hybrid representation will improve the memory access
efficiency in this kind of operation. Community is another
essential characteristic of the real world graphs, i.e. the vertices
in a community are connected but few vertices connect with
the vertices outside the community. In this kind of graph, the
community can be processed by some SIMD devices, such
as GPU, by using the edge-list representation will achieve an
excellent performance. Hence, edge-list representation can be
an optional method for users.

V. RELATED WORK

We introduce state-of-the-art works for graph computing
in this section. Most recent works can be classified into the
storage model, the programming model, and the execution
model three aspects. We will introduce the related works from
these three aspects, receptively.

A. Storage Model

Since most graph applications are memory intensive with
a random memory access model, on the other hand, the real-
world graphs are with huge size. Both these characteristics
will lead to high overhead for both memory and disk access.
In order to solve this problem, many researchers proposed
a set of state-of-the-art optimization methods. For example,
some researchers proposed to use a new storage device, such
as Flash-based SSD, to reduce data access overhead. There
are also some other optimization methods. In GraphChi [33],
the authors proposed a sliding window method to load the
graph blocks into memory on demand; by using this method,
GraphChi can significantly reduce the disk access overhead.
GridGraph [32] proposed a 2-D edge partition method to
selectively schedule the graph blocks to reduce the I/O
overhead, and the experimental results show the proposed
method can achieve a useful data accessing performance.
In EC-VHP [34], the authors designed both a simple hash
index structure and a multiqueue parallel sequential index
structure to improve the processing efficiency of message
communication. GraphX [35], which is the core component of
Spark [36], providing a stack data solution on top of Spark,
can conveniently and efficiently complete a complete set of
pipeline operations for graph calculation. Chaos [37] used the
secondary memory and graph partitioning scheme to maximize
the degree of parallelism and reduce communication overhead.

B. Programming Model

Most of existed research, such Pregel [38], which is the
first graph processing system developed by Google, as well
as PowerGraph [31], GraphLab [39], and PowerLyra [40], are
adopt the vertex-centric. The vertex-centric model-based GPFs
are using the Think Like A Vertex (TLAV) paradigm [41].
Compared with the traditional MapReduce model, the TLAV
provides a better locality of data access and better scal-
ability, which makes it is more fixable to implement the
graph algorithms. However, the overhead of a large amount
of random memory access to the TLAV frameworks limits
the system performance. In order to solve this problem,
X-Stream [42] proposed an edge-centric programming method.
In the edge-centric programming model, the edges can be
visited in a sequential fashion, which can significantly improve
the data access efficiency. In addition, there are some other
kinds of the programming model, such as the path-centric
programming model proposed in PathGraph [43] and the
data-centric programming method [19].

C. Execution Model

Many recent research, such as Gemini [44], Cyclops [45],
and Hama [46], are adopt the bulk synchronous parallel
(BSP) [38] execution model. In the BSP execution model,
a global synchronization is required at the end of each itera-
tion. Due to the uneven degree distribution of the real graph,
it is easy to lead to the straggler problem for the vertex-centric
programming model because the small degree vertices need
to wait for the large degree vertices in the synchronization
operation. In order to solve this problem, some other recent
state-of-the-art works, such as Chaos [37], PowerGraph [31],
PowerLyra [40], and GPS [47], adopt the GAS [31] execution
model. In the GAS model, all the operations have been divided
into three phases: the information collection phase (Gather),
the application phase (Apply), and the distribution phase
(Scatter). Since the GAS is an asynchronous execution model,
the read–write and write–write conflicts should be considered.
There are also some other types of execution models, such
as the similar variants of GAS, and GunRock [19] divided
the execution operation into Advance, Computer, and Filter
phases, while SC-BSP divided the operation as Update, Push,
Pull, and Sink (UPPS) [48].

D. Graph Processing on New Architectures

In recent years, there are also some researchers proposed
some works, which focused on GPU, FPGA, and some
other new architectures. For example, the Medusa [30], Gun-
Rock [19], CuSha [22], and Frog [49] are designed on GPU.
These works attempt to use the high memory bandwidth to
improve the memory access efficiency of GPU, and they
also proposed some insights on the programming model,
execution model, and data storage model. FPGP [50] and
Graphops [51] are designed by using the FPGA. There are
also some frameworks designed for the hybrid architectures,
such as the CPU and GPU hybrid GPF, i.e., Totem [21].
There are also some attempts to design the hardware-based
accelerator for graph processing, such as Graphicionado [52]
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that is designed by combating the application execution ineffi-
ciencies on general-purpose CPUs, while article [53] proposed
a hardware-driven solution.

Due to the booming applications, graph processing has
attracted lots of attention from both academia and industry.
Though there are lots of state-of-the-art works focused on
transitional architecture, it is hard to unleash the computing
efficiency of the hardware. There are few works focused
on the new architecture devices, and most of the existed
works are experimental works, which is hard to program,
with low availability. This article attempts to propose an ideal
framework for the new architecture devices, which can provide
a reference for future works.

VI. CONCLUSION AND FUTURE OPPORTUNITIES

Intelligent data processing for Smart CPSs has attracted
much attention from both industry and academics because
of the complex dynamic interaction with their environment
without any prior information. Focused on the large-scale
HITL data processing challenges, this article designed a set
of experiments to illustrate the performance of existed GPFs
and then proposed a graph-based HITL CPS data process-
ing framework, named Barge, which can fit for different
computing devices. By using the semantic model, Barge can
implement and map the same code to different computing
devices without any change, which can release the program-
mer from the strenuous and repetitive work. Furthermore,
the architecture-driven programming model can make pro-
gramming logic suitable for kinds of parallel devices, such as
GPU, FPGA, ASIC, and many other smart devices. In addition,
the data- and topology-aware graph data partition scheme of
Barge will partition the large-scale graphs by considering the
data structure and also the feature of the computing device to
make sure that the large-scale graph to be processed efficiently
on smart devices. In further, we will design and implement a
hardware compatible framework that can be mapped on to
kinds of parallel devices, such as GPU, FPGA, and ASIC,
without change the codes.
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Abstract

In the densely populated Internet of Things (IoT) applications, sensing range of the nodes might overlap frequently.

In these applications, the nodes gather highly correlated and redundant data in their vicinity. Processing these data

depletes the energy of nodes and their upstream transmission towards remote datacentres, in the fog infrastructure,

may result in an unbalanced load at the network gateways and edge servers. Due to heterogeneity of edge servers,

few of them might be overwhelmed while others may remain less-utilized. As a result, time-critical and delay-

sensitive applications may experience excessive delays, packet loss, and degradation in their Quality of Service

(QoS). To ensure QoS of IoT applications, in this paper, we eliminate correlation in the gathered data via a

lightweight data fusion approach. The buffer of each node is partitioned into strata that broadcast only non-

correlated data to edge servers via the network gateways. Furthermore, we propose a dynamic service migration

technique to reconfigure the load across various edge servers. We assume this as an optimization problem and use

two meta-heuristic algorithms, along with a migration approach, to maintain an optimal Gateway-Edge

configuration in the network. These algorithms monitor the load at each server, and once it surpasses a threshold

value (which is dynamically computed with a simple machine learning method), an exhaustive search is performed

for an optimal and balanced periodic reconfiguration. The experimental results of our approach justify its efficiency

for large-scale and densely populated IoT applications.

a a b c d

e a

Share Cite

PDF

Help

https://www.sciencedirect.com/journal/future-generation-computer-systems
https://www.sciencedirect.com/journal/future-generation-computer-systems/vol/122/suppl/C
https://doi.org/10.1016/j.future.2021.03.020
https://s100.copyright.com/AppDispatchServlet?publisherName=ELS&contentID=S0167739X21001011&orderBeanReset=true
https://www.sciencedirect.com/topics/computer-science/internet-of-things
https://www.sciencedirect.com/topics/computer-science/upstream-transmission
https://www.sciencedirect.com/topics/computer-science/optimization-problem
https://www.sciencedirect.com/topics/computer-science/machine-learning
https://www.sciencedirect.com/topics/computer-science/exhaustive-search
https://www.sciencedirect.com/
https://scholar.google.com/scholar_url?url=https://www.sciencedirect.com/science/article/am/pii/S0167739X21001011&hl=en&sa=T&oi=ucasa&ct=ufr&ei=kTnCZNbZPJGcywSAnqvwDg&scisig=ABFrs3xCRypdwz_YPfWDzlRPL8OP
https://scholar.google.com/scholar/help.html#access


7/27/23, 3:02 PM An AI-enabled lightweight data fusion and load optimization approach for Internet of Things - ScienceDirect

https://www.sciencedirect.com/science/article/pii/S0167739X21001011 2/23

Previous Next 

Keywords

Internet of Things; Data fusion; Load optimization; Evolutionary algorithms; Gateway-Edge configuration; Service

migration

1. Introduction

In the Internet of Things (IoT), the sensor nodes of various applications gather highly correlated data in their

neighbourhoods that affect the outcome of any decision made at the cloud data centres [1], [2]. In these

applications, the data are unstructured, intermittent and somewhat dynamic. The raw data gathered by the nodes

need to be processed locally and analysed at the edge and cloud data centres to optimize the usage of available

resources. The raw data need to be fused within the network to reduce the correlation in them. Each node, unaware

of its neighbour’s sensing range, gathers data in its neighbourhood. The sensing range of two or more nodes may

overlap leading to the aggregation of similar data [3]. Each node needs to perform local data fusion to discard

multiple copies of the same data. In-network data fusion alleviates the redundancy to trade-off the volumes of data

and the available resources at the edge and cloud data centres [4]. The presence of resource-starving nodes means

that a data fusion approach needs to be lightweight, robust, and scalable, based on application requirements.

Data fusion alone is not enough to optimize the usage of available network resources. The upstream fused data

toward the cloud data centres need to be fairly distributed among the edge servers [5], [6]. In the existing

literature [7], [8], [9], the fused data streams are offloaded to the nearest edge servers. However, this approach is not

efficient as some of these servers may overload quickly in comparison to others that remain underutilized. The

underlying nodes and network gateways associated with the over-utilized servers may suffer higher latency, packet

drop, and bandwidth consumption. For a fair distribution of the network load, a dynamic load balancing approach

needs to be adopted to assign the time-consuming tasks to underutilized servers. Based on the run-time load at the

servers, a decision needs to be made for the assignment of data streams. The configuration of network entities

needs to be constantly monitored for an optimized and balanced load. Artificial Intelligence (AI)-enabled algorithms

can manage the complex relationship among the network entities [10], [11]. These algorithms need to be adopted

for intelligent load balancing and optimization of the selected paths for reliable transmission of the fused data. They

have the ability to reconfigure the devices’ connectivity based on their experienced load.

Moreover, heterogeneity of the edge servers and network bandwidth may generate opportunities for application

migrations (running within virtual machines) which could be beneficial in further load-balancing, avoiding

stranded (wasted) resources, and performance degradation (due to overload situations). Stranded resources are

those which cannot be allocated due to the unavailability of another resource e.g. CPU cores are fully utilized but

memory is half utilized — half memory cannot be allocated because there are no CPU cores available to run the

VM/workload/application. Here, heterogeneity refers to the speed of server to process data or network bandwidth.

This is achieved through comparing the current utilization levels of the edge servers and/or the rate of transferring

over a network link (channel conditions) to some pre-defined threshold values. If utilization level of an edge server

or a network link surpasses a particular threshold value, migrations will happen. However, a static threshold may

not be appropriate; therefore, we use a simple machine learning model to compute an adaptive threshold.

In this paper, we propose a novel data fusion and load optimization approach for the IoT-enabled applications. Our

approach reduces data redundancy at the node level and fairly distributes the fused data streams among the edge

servers. It is scalable and can be used by any application, provided that the threshold values for monitored data are

known. It ensures the availability of high-quality data at the cloud data centres for decision-making. The main

contributions of this work are as follows.
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1. A lightweight data fusion approach that reduces the correlation and redundancy in the gathered data by using

MiniMax stratified sampling. The buffer of each node is partitioned into multiple stratum, each one holding only

two values, i.e., a minimum (min) and a maximum (max). A comparison with min and max decides to discard or

retain any newly sensed data. After a sampling interval, the stratum of each node transmits only two data

readings by discarding all other correlated readings.

2. A dynamic load optimization approach that maintains a balanced traffic in the network using a real-valued

Genetic Algorithm (GA) and Discrete Particle Swarm Optimization (DPSO). A Software-Defined Networking

(SDN) controller monitors the load on individual edge servers and reconfigures the current Gateway-Edge

configuration if an unbalanced load is experienced. For reconfiguration, the SDN controller invokes these

evolutionary algorithms to identify the transmission path for each gateway towards a prospective server.

3. The above contribution does not account for dynamic load-balancing, i.e., when on some particular resources,

the data get processed quicker than others. A dynamic service migration technique is suggested to balance the

load across several edge servers that triggers migration decisions, based on current resource (edge server,

network channel) usage. A dynamic threshold is computed using a simple regression model in order to keep

resources well-balanced.

The rest of our paper is organized as follows. In Section 2, we provide an overview of the background studies

pertaining to our proposed approach. In Section 3, our proposed framework and algorithms are described in detail.

This section also offers a service migration technique for load balancing across several edges. The experimental

results and performance evaluation are sketched in Section 4. Finally, we provide concluding remarks and future

research directions in Section 5.

2. Background

In this section, we provide the background studies pertaining to data fusion in the context of load optimization for

IoT applications.

In [12], a cloud-based adaptive sensing belief propagation protocol (ASBP) was proposed. ASBP estimates the quality

of links to determine the shortest routes toward the cloud for data gathered from IoT applications. The protocol

exploits the spatio-temporal correlation among the data streams at cloud datacentres to reduce the energy

consumption, and balance the load by keeping a subset of nodes in active states at a given time. ASBP, however, is

unable to evenly distribute the load on edge servers for a large-scale IoT network. Besides, fusing massive amount of

sensor data at the cloud incur a significant amount of transmission overhead. A dynamic sensor activation

algorithm, SensorRank, was proposed to prioritize the deployed nodes based on their residual energy levels, their

relative distance, and their links qualities [13]. SensorRank considered symmetric channels for data transmission

among the neighbouring nodes. These channels may lead to an uneven load distribution among the nodes, and on

the gateways and edge servers, respectively. A spatio-temporal based novel data mining approach (NDM) was

proposed for the removal of redundant data, prior to upstream transmission towards the gateways [14]. NDM uses a

packet classification approach to filter out redundant data to maintain the network load on the edge servers. NDM

is non-scalable and its iterative nature of load distribution at the edge incurs an excessive overhead at the resource-

constrained sensor nodes.

In [11], an optimized mobile sink-based load balancing (OMS-LB) protocol was proposed to achieve balanced load

for a large-scale IoT network. OMS-LB offloads the computationally complex tasks from data gathering devices to a

Software-defined Network (SDN) controller that is interfaced with cloud datacentres. The proposed protocol uses

PSO and GA to determine the optimal paths for a mobile edge server and optimal data gathering points,

i.e., gateways. OMS-LB does not define any criteria for data collection from an application perspective. Besides, the

presence of a single server makes this protocol non-scalable, and vulnerable to security threats. A multi-edge based

architecture was proposed for seamless integration of cloud datacentres in an IoT environment [5]. The proposed

architecture used a multilevel protocol for gateways selection and AI-based load balancer for the identification of an

optimal load distribution. However, the proposed architecture lacks any information about the heterogeneity of
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nodes, network latency and bandwidth requirements. In [15], the authors proposed a data aggregation scheme by

estimating an accurate sensor matrix from the gathered raw data. A fog server is used to reconstruct the matrix that

contains minimal noise and highly refined data. However, the proposed matrix does not take into account the load

balancing issue and has limitations imposed on its scalability. Besides, it lacks any information on heterogeneous

data fusion and interoperability of IoT devices.

All these existing approaches focused on centralized gateways and edge servers for load optimization and decision-

making. The presence of centralized entities affect the scalability, fault tolerance and optimal load adjustment of a

network. Besides, these approaches operate without data aggregation and fusion at the network level. As a result,

they require excessive processing and storage of redundant data at the network gateways and edge servers. The

transmission of redundant data ultimately deteriorate the QoS of an underlying network. In the IoT paradigms, it is

inevitable to consider AI algorithms for maintaining a balanced load for various applications. There are numerous AI

algorithms developed to resolve the load optimization problem. However, in this paper, we utilize the most

embraced evolutionary algorithms, i.e., Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) [16], [17],

[18]. GA and PSO are population-based algorithms, where the population means a group of all possible solutions,

i.e., Gateway-Edge configurations (load balancing and optimization) [19].

GA is a bio-inspired search algorithm in which the population is referred to as a group of chromosomes. The genes

of the fittest available chromosomes are utilized to generate new chromosomes, i.e., new optimal Gateway-Edge

configurations, via mutation and crossover. On the other hand, in standard PSO, the population of all possible

solutions is referred to as a swarm of particles. PSO is inspired by the social behaviour of swarms of ants, a flock of

birds, a shoal of fish, etc. In all these cases, the swarm probe the search space for identifying the food with varying

velocities. In the case of PSO, each particle is considered a candidate solution for the Gateway-Edge configuration

problem. In the case of GA, each chromosome is considered a candidate solution. Since both these algorithms are

not directly applicable to integer-based load optimization problems, we have developed a real-valued GA and a

Discrete PSO (DPSO) for identifying the optimal Gateway-Edge configurations.

Load balancing is an essential part of the IoT, edge and cloud frameworks that could be achieved in two different

ways: (i) dynamic service placement; and (ii) service migration. In respect of (i), two policies are suggested in [20]:

cloud-only placement: place all application’s modules in the server; and edge-ward placement: favour to run

application’s modules on various edge devices. Moreover, if allocation of an edge device is not suitable for a

particular module, then either resources from other edge devices (server) could be provisioned or it could be

migrated somewhere else. Empirical evaluation of both policies suggests that the edge-ward policy significantly

improves the application’s performance and reduces the network traffic. In respect of (ii), authors in [21], [22]

suggest that if an application’s performance is the worst on a particular edge device (due to more number of

connected sensor devices, network congestion etc.), then its migration either to the server or to another edge device

could improve its performance and reduces network traffic. Moreover, mobility management in mobile edge clouds

(MECs) also involves migrations [22].

Migrations could also be triggered to balance resource utilization levels of edge nodes. For example, if the

utilization of an edge node increases certain threshold value (say 80%), some of the application’s module may be

moved to other edges. Migration can also take place when resources are under utilized i.e. threshold of 20%. This is

done to conserve and consolidate resources to save energy [23]. In the later case, energy could be saved through

migrating workloads from these underutilized servers to other servers; and switching them off. However, this may

cause performance issues, in particular, if demand exceeds suddenly. We, in this paper, prefer the former one as our

objective is not saving energy; instead we want to balance the load across different switched on servers.

Furthermore, we use a dynamic threshold-based method that estimate these threshold values periodically — using

Eq. (12). Service migration could only be achieved if various sand-boxing technologies such as virtualization,

containerization are being used to virtualize the server and edge device resources [24]. In practice, resources in

public clouds are virtualized, which increases resource utilization levels and saves energy. If various modules of a

particular application are being run in a Virtual Machine (VM) or container; then the service can be migrated either

off-line or live. In live migration, the service is moved transparently while still running; however, in off-line
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migration the service is stopped first, moved, and then resumed at the target edge. Using CRIU  technology,

containers could be more quickly migrated than VMs. In case of live VM migration, where VMs data are kept on a

shared storage reachable over the network, the time of migration  depends on the total volume of memory

used by the VM  and available network bandwidth . For virtual machine  the total migration time is

given by:

The above equation is used to compute only the migration time of a particular VM. Every VM for this  time is

considered offline, which is also called the downtime of the VM. The downtime (or performance loss) is dependent

on the migration duration, as given by Eq. (1) [25]. Increased downtime results in poor performance; therefore it

should be minimized for high availability of the datacenter. The performance degradation  due to a single

migration is calculated using the following formula (as given by Eq. (2)), where  is the CPU utilization of VM ,

 is the migration start time and 0.1 is the factor that shows the average performance degradation for web

application i.e. 10% of the CPU utilization [23], [26].

Note that, the above performance degradation model (10% loss in workload execution time) is benchmarked in [23],

[27]; and we assume that it already accounts for other time consuming activities such as: the time to initiate a VM

migration; the time to transfer page files (dirty pages in case of live or online VM migration); the time to boot/spin

up a new server (if there is no currently running server that can accept the VM being migrated); and the time to

restart the VM (in the case of cold or offline VM migration) [28].

3. Data fusion and load optimization approach for IoT applications

In Fig. 1, the sensor nodes of various applications transmit their data to cloud data centres via the network gateways

and edge servers. Among these applications, the smart city nodes gather and transmit highly correlated data

streams. The transmission of these streams affects the decision-making at data centres and creates bandwidth

bottlenecks for time-critical and delay-sensitive applications. Moreover, these applications experience excessive

latency and degradation in the network throughput if an unbalanced load is experienced at the edge servers. An

uneven load distribution results in some of the servers over-utilized while others remain underutilized. The

unbalanced load leads to packet loss, longer delays, and network congestion. In this section, we discuss our

proposed data fusion and load optimization approach to eliminate data redundancy and maintain a balanced load at

the network entities.

1

(1)

(2)
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Fig. 1. Data redundancy and unbalanced load in IoT.

3.1. The Proposed Fog-IoT Framework

The proposed model consists of three layers i.e. the cloud layer, the edge layer and the local layer, as shown in Fig. 1.

The local layer is responsible to gather important data (related to traffic, healthcare, and crowd, etc.) through

various IoT devices and sensors. Once the data is collected, it is processed and/or stored at the edge layer through

edge clouds [29]. The edge level processing may also include aggregation that could be achieved through removing

redundant data. The filtered data can, then, be sent to the remote cloud layer for further processing such as storage,

monitoring and resource management. Transferring the gathered data at local layer directly to the cloud layer, or

through edge, may introduce significant delays in the cloud network, which is optimized through data fusion and

load balancing methods as discussed in Sections 3.2 Data fusion, 3.3 Load optimization.

The edge infrastructure is of great use when reading the stored data for processing through machine learning

approaches. For example, real-time prediction of the traffic flow might happens at the edge layer, however,

prediction for monitoring services (load, service migration) can be performed at the cloud layer [30]. Moreover, if

real-time prediction, for example, shortest or safe route estimation, is carried out on the remote cloud, then it will

incur significant delays depending on the network quality and capacity. In that scenario, the nearest edge cloud can

predict the road conditions, congestion and distance; if the required data is stored locally. However, due to the least

storage and processing capabilities of the edge clouds [31], the data may not be available or processed locally. In that

case, there are three various options: (i) move the required data from the cloud to the edge, process, take decisions,

and discard; (ii) perform the prediction at the remote cloud (in whole); and (iii) train the prediction model at the

remote cloud and predict at edge layer (distributed fashion computation). Similarly, the huge amount of collected

data may consist of duplicate values that could create network congestion and, therefore, affect the prediction

process. The edge cloud can use fusion and aggregation technique to send only appropriate data to the remote

cloud.
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Fig. 2. Data Correlation of varying coverage degrees.

3.2. Data fusion

In a densely deployed smart city, energy hole problem is a common issue faced by the one-hop neighbours of the

base station [32]. These one-hop neighbours not only transmit their own data but also relay the data of downstream

nodes to the base station. As a result, their energy is depleted rapidly as compared to other nodes. To fill the void

left by energy-depleted nodes and to maintain seamless network connectivity, one or more nodes may either sense

multiple regions or move around the field to fill this gap. These nodes continuously sense and aggregate data in

their neighbourhood, as shown in Fig. 2. Each node S maintains a coverage area based on its sensing range (R ), and

a radio coverage based on its communication range (R ), respectively. The R  enables efficient data monitoring,

whereas the R  ensures the upstream data transmission. These nodes can have a uniform or non-uniform coverage

degree. The coverage degree represents the number of nodes actively monitoring a particular region, i.e., an

overlapped region. For uniform coverage, the value of correlation degree (C ) remains constant for all the nodes. On

the other hand, the value of C  varies for some or all the nodes in a non-uniform coverage. A larger value of C

represents highly correlated and redundant data as multiple nodes monitor a particular event in the overlapped

region.

To eliminate the correlated and redundant data, we use a lightweight data fusion approach at the node level. The

proposed approach uses a minimax function for the identification and removal of redundant data. In a smart city,

each node is equipped with multiple sensors based on an application requirement. In this paper, we restrict our

discussion to the temperature sensors only. However, the flexibility of our approach enables it to be extended for

any application provided that the threshold values of monitored data are known. We classify the sensed
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temperature readings based on the correlation and similarity index among them. Each class, also known as stratum,

contains a particular range of temperature readings. For each node, we define ten different stratum that are

dynamic and depend on application requirements. They are designed using the concept of stratified sampling, a

probability-based sampling technique [33], [34].

The strata  are defined within the buffer of each node and can store temperature readings ranging from 20 °C to

39.99 °C. Based on these readings, each stratum holds a different range of varying values of up to 2 °C. For instance,

the range of first stratum S̈t  is , and the last stratum S̈t  is , respectively.

The outcome of each stratum can either be a min or max value. Each stratum has a mean value m that defines its

min and max, respectively. In the beginning, when a new temperature reading T  is sensed by a node, it is checked

against strata of the given node to identify a destination stratum. Once a match is found, T  is compared against m of

the stratum. If T  is less than m, it becomes the min, otherwise, it becomes the max, as shown in Eq. (3). The next

time a new reading T  is sensed within the range of the same stratum, it is compared against m. If T  is less than

m, a comparison is made with the new min. If T  is less than min, the former turns out to be the new min,

otherwise, it is discarded. A similar comparison is made with max. If T  is greater than max, it turns out to be the

new max, otherwise, it is discarded. Irrespective of T , T  or any other subsequent readings, an exact match with

the values of , min or max means that these readings will be discarded.

The max and min of a given stratum can be plotted as a stationary point on a curve. A point P( , f( )) is considered

a stationary point of a function f(x) if ( ) is 0 at x= . Suppose a function y=f(x) is a stationary point with x= .

Then

• if   0, then x=  is the max of a stratum.

• if   0, then x=  is the min of a stratum.

• if  == 0, then

– if   0 for x  , and  0 for x  , then x=  is the max of the given strata.

– if  0 for x  , and  0 for x  , then x=  is the min of the given strata.

In our data fusion approach, the sampling rate of each node is S  packets per second, where  . The stratum of

each node transmits only two packets, i.e., a min and a max, after every one minute. If a node constantly maintains

its sampling rate at  for one minute, our approach achieves a maximum of  times reduction in the number

of transmitted packets to the gateways. For  , the number of transmitted packets is reduced even further by a

minimum of  times. In our approach, the  of a node and the number of transmitted packets from its strata to the

gateways are inversely proportional to each other. These strata significantly reduce data redundancy, network

latency, packet collision probability, and ultimately the network congestion. In our proposed approach, each node

maintains a similarity index ( ) for the data gathered over the S  interval. The value of  ranges from 0.03 to 0.1. If

 is equal to 0.03, it means that among two temperature packets within the range of 0.03 °C, only one will be

retained. For example, in case of two packets with values 20 °C and 20.03 °C, only one will be retained in the

stratum. Hence, larger the value of , higher will be the rate at which the data are fused.

3.3. Load optimization

Upon data fusion, each node transmits the refined data to cloud data centres via the network gateways and edge

servers. The gateways are relay nodes that need to be monitored for maintaining a balanced load at the edge

servers. For this purpose, an optimal Gateway-Edge configuration is required. We use various Key Performance

2

(3)
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Indicators (KPIs) for an in-depth analysis of the network traffic to identify the optimal configuration. An SDN

controller is used for identifying the transmission route for each gateway. It monitors the load on each server, and

once it surpasses a threshold value, an alarm is raised to re-configure the current Gateway-Edge connection. If the

Gateway-Edge configuration is known at a particular time , then finding the optimal balanced Gateway-Edge

configuration at time  is a primary challenge. If N is the number of gateways, and M is the number of edge

servers, then the Gateway-Edge configuration at a particular time  can be represented by a vector

, where . As an example,  means that the th gateway is

transmitting to an th server at time t. Finding the optimal Gateway-Edge configuration vector at time , i.e., 

, is a prime objective. To solve the Gateway-Edge configuration problem, we

consider two KPIs, i.e., Average Residual Energy ( ) of the network and Load Fairness Index ( ) of the

servers.

The LFI is monitored based on Jain’s Fairness Index [35]. The normalized weighted sum of these two KPIs is taken

into account to maximize the network performance (NP) at time t as shown in Eq. (4).

Here, NP is a primary objective function for optimization problems, and  and  are the weights assigned to each

KPI. These weights represent the priority level of each KPI in the objective function, as shown in Eq. (5).

where,  is the residual energy of a sensor node i at time t and is defined as the remaining energy ( ) of

node i to the initial energy ( ) of each node at time . For all the nodes in the network,  is similar at the time of

deployment. For the second KPI, we consider the load fairness at the edge servers.  is a binary indicator, i.e., 

is , if an th gateway transmits  packets to th server at time , otherwise,  is .

To find an optimal Gateway-Edge configuration, an SDN controller needs to perform an exhaustive search for all

possible gateway to edge combinations. Literally, it means that the size of the search space is equivalent to M ,

where M represents the number of edge servers and N represents the number of active gateways at a particular

time t. The number of possible configurations increases exponentially with an increase in the number of M and N,

respectively. To resolve the Gateway-Edge configuration as an optimization problem, we use the evolutionary

algorithms, i.e., GA and DPSO. The following steps are executed for these algorithms to achieve an optimal

configuration and a balanced load.

1. Generate a random population R  of size . The best possible position for each particle, i.e., Gateway, is initiated

such that Pbest ,  1  i .

2. Discover the fitness value of each particle for DPSO and each chromosome for GA in R  (using Eq. (5)) and

identify its global best position Gbest , using Eq. (6).

3. For GA, if the best candidate solution for Gateway-Edge configuration is attained or the maximum number of

generations has reached, then the search ends, otherwise, Step 4 is executed. For DPSO, if the best candidate

solution is achieved, then the velocities of particles in the current population need to be updated using Eq. (7).

Here, x  represents the current position of particle i at I  iteration,  and  are random variables within the (0,

1) range,  and  are acceleration constants used for pulling the particles toward the best position, and 

reflects the inertia effect of preceding particle’s velocity over the updated particle’s velocity.

(4)

(5)

0

0

0

(6)

(7)
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4. Next, a set of the best available  chromosomes are extracted from the current population for GA. The current

population is R  and the selection probability is . For DPSO, the iteration number is simply updated, i.e., I=I+1.

5. In case of GA, crossover and mutation are performed on . All infeasible solutions, i.e., R -  are replaced with .

Here,  represents the newly generated chromosomes. In the case of DPSO, if the best candidate solution is

attained for Gateway-Edge configuration, then the search ends; otherwise, Step 6 is executed.

6. For GA, all the steps from Step 2 are repeated. For DPSO, the personal best position for each particle is updated

using Eq. (8).

7. For DPSO, the global best position is updated using Eq. (9).

8. For DPSO, repeat all the steps from Step 1.

The flowchart of our proposed approach is shown in Fig. 3. The SDN controller constantly performs the Gateway-

Edge configuration based on the NP and KPI values. Since the controller needs to collect various information from

the network to analyse the NP for the current Gateway-Edge configuration, we have highlighted the data fusion at

the node level as well. The above solution can be used for homogeneous edge servers or that have capabilities to

execute at approximate equal times. Furthermore, it does not account for dynamic scenarios where some data get

processed earlier than the other edges. Therefore, to further balance the load, a service migration algorithm is

suggested — which is feasible as, largely, edge servers run Linux-based operating systems.

(8)

(9)
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Fig. 3. Flowchart of the proposed approach.

3.3.1. Service migration technique

In our framework, load balancing can bring, at least, two benefits: performance improvement; and infrastructure

energy efficiency. We trigger service migration either if: the utilization level of a particular edge node; and/or the

data transfer rate on a particular link (channel condition), exceed certain pre-defined threshold values (steps 1 to

5) [36]. Once a module is being moved to another edge, it will immediately start receiving packets on another,

perhaps, less utilized route. This could be achieved, after copying memory contents of the VM or container through

sending a complimentary ARP (address resolution protocol) reply packet to inform the routing devices, within the

network, to send data packets to its new location. As a result, both goals, i.e. balanced workload on various edges

and reduced network traffic, could be achieved. Once a migration decision is triggered from a particular edge, next

is to select a module of a suitable application to move. We move the application’s module which can utilize the

destination edge more i.e. priority is given to the module which is receiving more packets than other modules (step

6). Lastly, the module is migrated to the least utilized, neighbouring, edge platform; in order to diminish the

migration performance impacts over the application’s module and migration time (step 7). Finally, the selected

module of the application  and the destination server are added to the migration map (step 8–10). The migration

map is, then, passed to the load optimization module, as shown in Fig. 3, in order to reconfigure the Gateway-Edge
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configuration, periodically. The migration steps are described in Algorithm 1:
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where  is the total provisioned CPU resources (cores) and  is the total provisioned memory resources

(RAM) with respect to their total capacities. Note that,  and  refer to the utilization level of a particular

resource i.e. CPU, memory, respectively. Network resources such as bandwidth can also be considered in this

formulation. Moreover, the channel condition  is estimated using the transmission rate , as given by:

where  represents the bandwidth between edge server  and gateway ,  denotes the channel gain for gateway

 at edge server  and  is the transmission power of gateway . Furthermore,  is the background noise [37]. Note

that, Alg. 1 will approximately take  - where  denotes the total number of edges,  denotes the

number of edge nodes and  is the time needed to compute configuration states such as resource utilization

levels and channel conditions. The best case occurs at  plus the time needed to complete all possible

migrations. However, complexity would increase up to  for large number of edges, hosts and application

requests — if unluckily an application cannot be placed or, in case, enough resources are not available. Note that,

from security point of view, service migration in the IoT and VM or container migration in infrastructure clouds are

completely different [36]. Usually, in infrastructure clouds, the migration data is transferred over dedicated

networks; however, in IoT the data is transferred over the internet. This makes it essential to encrypt the migrated

data and to authenticate the service migration messages that are exchanged among various edge devices.

Using static values for thresholds may not be feasible to trigger effective migrations in platforms with dynamic,

heterogeneous and unpredictable workloads. This is due to the fact that resources that falls within the range of the

least and most utilized (lower and upper thresholds) resources could not be reconfigured i.e. all hosts are equally

loaded. In such scenario, threshold values can either be decreased or increased to balance the load amongst the

edge nodes. Therefore, threshold values are needed to be adaptive and dynamically estimated using some sort of

statistical techniques on historical data [23]. For example, we can adjust the threshold values based on the strength

of the deviation of the edge or link utilization levels because higher deviations increase the likelihood of rising

utilization levels. In other words, the higher the deviation, the lower the value of the threshold. Various methods

such as local regression ( ), median absolute deviations ( ), and entropy can be used to measure the

statistical dispersion. For implementational simplification purposes, we prefer to use the  that describes the

median of absolute values of deviations (residuals) from the data’s median. For a particular dataset

, the  can be computed as:

The adaptive threshold value  is given by:

(10)

(11)

(12)
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where  is a parameter that describes how strongly the system tolerates edges over utilizations — lower  results in

higher tolerance to variations in utilization level. Once  is computed, the utilization levels of the node and link

are compared to it in order to trigger appropriate migration decisions.

4. Experimental results

In this section, we evaluate the efficiency of our proposed data fusion and load optimization approach in terms of

various experimental metrics. For data fusion, we developed a Java-based simulator that utilizes the data collected

from sensors, a setup similar to the one adopted at Intel Berkeley Research Lab [38]. Upon fusion, the simulator

feeds the refined data to the gateways. For optimal Gateway-Edge configuration, we use Matlab 2018a interfaced

with Java. Moreover, we added several Java class files to mimic the notion of containers that simulate a

containerized fog infrastructure. The classes were taken from the well-known fog simulator iFogSim [20]. The

service migration technique uses either: (i) a static threshold value of 80%; or (ii) dynamic thresholds computed

using Eq. (12) in order to trigger migrations of application modules across edges. We further assume that overload

(i.e. upper threshold) will not happen due to service placement constraint. To carry out this, the iFogSim default

policies for selecting over-loaded servers, containers and target servers were used.

In Fig. 4, the percentage of fused packets transmitted to the gateways is shown for different values of . Here, 

represents the number of readings sensed by each node over its sampling interval (S ). The percentage of

transmitted packets is calculated as 100, where S  denotes the number of fused packets sent from the strata of

each node. The efficiency of our data fusion approach enhances with an increase in the value of . The percentage of

transmitted fused packets from the strata of each node drops to 1% for 1000 packets, sensed during S . Our

approach conserves the energy of resource-starving nodes and at the same time, reduces the burden on the

network gateways. In comparison to our approach, the existing schemes deliver higher percentage of redundant

data to the gateways. For example, EECC [34] transmits multiple copies of the same data from the strata of each

node after S  interval. As a result, the percentage of fused data delivered at the gateways is proportionally high.

Moreover, without data fusion, all the sensed packets need to be transmitted to the gateways that will adversely

affect the decision-making at the data centres.

During data fusion, each node examines the similarity index ( ) in the data gathered over the S  interval. This index

further reduces the redundancy and at the same time, lowers the processing burden on the nodes and the network

gateways. In Fig. 5, the percentage of fused data for varying values of  is shown. In this figure, the values of  varies

from 200 to 1000 and  from 0.03 to 0.1, respectively. If  is 0.03, it means that among multiple readings having a

similarity lower than or equal to 0.03, only one reading will be retained and the rest will be discarded. As a result, a

higher percentage of readings will be discarded with an increase in the value of . Moreover, our approach achieves

a higher percentage of fusion when the value of  increases. This figure shows that with higher values of  and ,

the processing and transmission burdens on the edge nodes and gateways decreases, significantly. In the absence of

data fusion technique, a higher percentage of data is delivered to the gateways that in turn increases the processing

and transmission burden on the nodes.
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Fig. 4. Percentage of fused data.

The optimal Gateway-Edge configurations achieved by GA and DPSO are shown in Table 1. We considered three

benchmark problems , , and  with two, three, and four edge servers, respectively. , , and  contain

1200 sensor nodes including 200 gateways, distributed over the sensing field. In , GA converges to an optimal

Gateway-Edge configuration after the 14th generation. DPSO, on the other hand, achieves the optimal configuration

after the 11th iteration. Please note that iteration and generation are similar terms. The former is used in PSO and

the latter in GA, as discussed in Section 3.3. GA achieves  optimal Gateway-Edge configurations over 

generations with a convergence rate of 0.925, whereas, in DPSO, there are  optimal configurations with a

convergence rate of 0.94. In  and , the convergence rate of GA and DPSO decreases and larger values of

iterations and generations are required to achieve an optimal Gateway-Edge configuration. It is mainly due to an

increasing number of edge servers in these benchmark problems. These results show that DPSO reaches an optimal

solution in fewer iterations as compared to GA.
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Fig. 5. Data fusion with varying values of similarity index.

We assessed the network performance (NP) for all optimal solutions in term of packet drop by modifying the KPIs

such that  and  are set in the ordered form of 0,0.1, …,1 with a constraint . To properly tune  and ,

an exhaustive search is performed on  using these parameters to achieve an optimal Gateway-Edge configuration.

When  and  are set to 0.8 and 0.2, respectively; a minimum packet drop is observed, as shown in Fig. 6. The

selection of proper weights for the optimization function, i.e., NP, is challenging and essential for achieving optimal

results in the context of evolutionary algorithms.
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Fig. 6. Packet loss with varying values of  and .

Table 1. Optimal gateway-edge configurations.

2 0.925 0.94 14 11

3 0.86 0.895 28 21

4 0.805 0.85 43 31

The service migration technique, as suggested in Section 3.3.1, was implemented to balance the load across the edge

servers. Increasing the total number of edge servers decreases the utilization levels and vice versa, as shown in

Table 2. Moreover, the number of migrations happened is proportional to the amount of fog servers. The standard

deviation actually represents how the current load on each server differs from other servers — the higher this value,

the more less balanced is the workload and vice versa. We observed significant reduction in utilization levels, that,

essentially translate to greater energy savings and improved levels of performance. We observed, as shown in

Table 2, that using static threshold values reduces the migration opportunities. Moreover, increased levels of

variations were observed in server’s utilization levels. This means that either resources were utilized more or the

least due to less migration opportunities. Using dynamic threshold values, the variations in utilization levels may

decrease significantly — as more migrations will occur subsequently. Varying the threshold values will essentially

result in variations of outcomes and differences in Gateway-Edge reconfiguration. Fig. 7 shows average utilization

levels (along with error bars at five minute intervals) when four fog servers are taken into account. Moreover,

number of migrations would have some impacts on network traffic and processing performance. For four fog

servers when migrations are not taken into account, we achieved 48.75 ± 23.67 and 41.28 ± 28.56 average utilization

levels for GA and DPSO, respectively. The high variations (standard deviations) show the imbalance load across

various servers which might happened due to dynamics in workloads execution or processing patterns. With

migrations, we were able to significantly reduce these variations as shown in Fig. 7.

Table 2. Average utilization levels (%) of the edge servers and number of migrations (using static and dynamic

threshold values for load balancing and resource re-configuration).

Number of edge servers Convergence rate Number of iterations

GA DPSO GA DPSO
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Static threshold values

2 62.9 ± 5.99 101 61.4 ± 6.45 89

3 60.4 ± 6.31 105 58.7 ± 8.01 103

4 59.6 ± 6.44 147 59.1 ± 7.32 122

Dynamic threshold values

2 71.2 ± 1.27 134 75.3 ± 2.02 155

3 62.8 ± 1.71 178 68.4 ± 3.89 189

4 54.3 ± 1.09 201 59.7 ± 2.99 217

Download : Download high-res image (155KB)

Download : Download full-size image

Fig. 7. Load balancing for four fog servers [error bars denote standard deviations from the means].

5. Conclusions and future work

In this paper, we proposed a lightweight data fusion and AI-enabled load optimization approach for reconfigurable

IoT applications. The buffer of each node is partitioned into strata that hold and transmit only non-correlated fused

data towards the network gateways and edge servers. We used GA and DPSO to optimize the usage of available

resources by identifying the optimal routes for upstream transmission of refined data from the gateways to edge

servers. These algorithms monitored the load at the servers, and if an unbalanced load is experienced, the current

Gateway-Edge configuration is reconfigured. For load monitoring at the edge, various Key Performance Indicators

(KPIs) were used. Our experimental results significantly reduced the processing and transmission burden at the

nodes for large-sized data streams. Our approach achieved optimal gateway-edge configurations for varying

number of edge servers in a densely populated network setup. Moreover, a migration approach was used to balance

the load across different edge servers. Our evaluation of the proposed migration approach demonstrated that all

edge servers are relatively utilized uniformly while having lower standard deviations in their utilization levels.

Subsequently, this ensures that data is processed at edge which increases performance. In the future, we aim to

analyse the network performance by maintaining a balanced load at the network gateways. It will enable the

gateways to automate the downstream transmission links towards the nodes. Moreover, we are keen to see the

impact of migrations in dynamic scenarios, particularly, on network traffic and transmission delays.
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Abstract

Android malware attacks are tremendously increasing, and evasion techniques
become more and more effective. For this reason, it is necessary to continuously
improve the detection performances. With this paper, we wish to pursue this purpose
with two contributions. On one hand, we aim at evaluating how improving machine
learning-based malware detectors, and on the other hand, we investigate to which
extent adversarial attacks can deteriorate the performances of the classifiers. Analysis
of malware samples is performed using static and dynamic analysis. This paper
proposes a framework for integrating both static and dynamic features trained on
machine learning methods and deep neural network. On employing machine learning
algorithms, we obtain an accuracy of 97.59% with static features using SVM, and
95.64% is reached with dynamic features using Random forest. Additionally, a 100%
accuracy was obtained with CART and SVM using hybrid attributes (on combining
relevant static and dynamic features). Further, using deep neural network models,
experimental results showed an accuracy of 99.28% using static features, 94.61%
using dynamic attributes, and 99.59% by combining both static and dynamic features
(also known as multi-modal attributes). Besides, we evaluated the robustness of
classifiers against evasion and poisoning attack. In particular comprehensive analysis
was performed using permission, APIs, app components and system calls (especially
n-grams of system calls). We noticed that the performances of the classifiers
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significantly dropped while simulating evasion attack using static features, and in
some cases 100% of adversarial examples were wrongly labelled by the classification
models. Additionally, we show that models trained using dynamic features are also
vulnerable to attack, however they exhibit more resilience than a classifier built on
static features.
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Abstract— As technology enhances, houses have become 

smarter and energy-efficient. Traditional switches are 

gradually being replaced with automated centralized 

switches with remote controls in modern homes. The inmates 

find it difficult to activate the traditional wall switches 

located throughout the residence when they are needed. 

Smartphones give a modern option for remote-controlled 

home automation. The main goal of this study is to design 

and construct a low-cost Internet Of Things (IoT) enabled 

energy monitoring system that can be benefited in different 

applications such as energy management in smart 

automated homes as well as electricity billing systems. We 

develop a power analyzer using an Arduino board and 

Current Transformer (CT) sensor, as well as gadgets that 

can be controlled remotely using an Android OS 

smartphone. At the beneficiary end, a Bluetooth module is 

connected to an Arduino board, while at the transmitter end, 

a GUI application running on a PDA sends ON/OFF 

bearings to the authority where home equipment is installed. 

Through this technique, the pieces of equipment are turned 

ON/OFF by tapping the correct spots on the GUI. 

Additionally, we recorded the daily and monthly readings of 

power consumed to monitor the power consumption in a 

month and to give necessary warnings and suggestions to 

the consumer. 

I. INTRODUCTION 

Energy conservation is an urgent 

requirement of this era. The idea of resourceful 

equipment in assorted areas such as air 

conditioning, refrigeration, lighting, etc will 

lead to energy-efficient utilization of household 

devices. Energy auditing is an inevitable 

mechanism for analyzing the systematic energy 

utilization of equipment and devices. It provides 

a better way to control the use of electricity 

in case of excess usage and also helps the user 

to fix the inaccuracy in the electricity bill which 

may show excess amount sometimes [1]. 

Domestic electricity bill which presents 

surplus amount that causes disapproval for the 

users. By using a smart power analyzer system 

user monitors the energy utilization details at 

the equipment level and governs it rather than 

calculating the fixed monthly expenditure. This 

may also aid the user to restore the normal 

appliances with energy-efficient and smart 

devices[2]. Critically, the checking power 

system can caution the user on startling 

overabundance utilization brought about by the 

improper working, absence of timely 

maintenance, and so forth. Further, energy 

management in the proper way leads to the 

better utilization of the resources, and thereby 

we can reduce the cost. 

Thus the wastage of energy can be reduced to 

meet future needs by protecting the precious 

resource. Similarly, the cost estimation can be 

predicted for each industrial unit or home for 

better utilization of the energy. Moreover, this 

comparison and the analysis of cost estimation 

for each industrial unit or home will reduce the 

production cost which will result in the 

tremendous profit of the industry. 

The importance of saving electricity 

attributes to the fact that electricity is 

generated from natural resources, which are 

limited and reducing as time goes. The 

unsustainable use of natural resources not only 

affects the balance of nature but also makes 

the planet completely unfit to live. Saving 

electricity can reduce its production, thereby it 

reduces the manpower and cost of production. 

Similarly by producing electricity from other 

means like coal accelerates pollution. Thus 

pollution can then be controlled by limiting the 

production of electricity by consuming 

electricity efficiently and effectively to save 

the planet. 
A. Motivation 

Energy consumed by each industrial unit or 

home can be measured and analyzed based on 

time stamps. Thus, the energy used by different 

industrial units or home can be compared and 

analyze which consume more energy. Hence, 
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the industrial units or homes which possess 

more energy consumption can be taken care 

and inference can be made that whether the 

industrial unit or home are actually needed this 

much energy or whether this consumption is 

due to any faults in machines. Also, it can 

control electronic devices from anywhere at 

any time using the internet or within a Wi-Fi 

connection. Thus wastage of electricity gets 

reduced by controlling devices at the correct 

time. The electricity meter stationed in the 

individual constructions displays the energy 

utilized by the buildings. There is an urgent 

necessity for a novel power analyzing system. 

The wastage of energy can be reduced to 

save the future by protecting their precious 

resource. By reducing the wastage of 

electricity, the production of electricity can be 

decreased. Electricity is produced from natural 

resources such as water etc. So by limiting 

the production of electricity will leads to less 

exploitation of these natural resources. 

Similarly, electricity can be produce from 

other means like coal which increases 

pollution. Thus, pollution, manpower, and cost 

can be reduced by limiting the production of 

electricity which can achieve by saving and 

using electricity inefficient and effective ways 

to save the planet. 
B. Contribution 

Internet of Things (IoT) is relied upon to 

achieve an enormous measure of progress in 

the field of pervasive figuring. IoT-based 

energy the board framework can 

contribute a ton to the preservation of energy. It 

can control different electric devices in the home 

from anywhere at any time using an internet 

connection or Wi-Fi. Similarly, the cost 

estimation can be predicted for each industrial 

unit or home. And this comparison and analysis 

of cost estimation from each industrial unit or 

home will reduce the production cost, hence will 

result in tremendous profit to the industry. 

An IoT Based Power Analyzer is a general-

purpose real-time mobile application. It is used 

to measure the usage of power consumed by 

each industrial unit or home. It also estimates   

the   cost   of   each   industrial unit or home. 

We propose the implementation of   a smart 

plug, an energy observation system that provides 

real-time information on device-level energy 

consumption. An Arduino microcontroller board, 

an ENC28J60 LAN module, and a current 

electrical device detecting element are used in the 

suggested device. The present sensor technology 

employed is non-invasive. The device’s 

computer software is written in Android and the 

statistics are stored in a server. The end product 

is a smart plug that uses the Arduino-android 

platform to monitor a distant device. 

The next half essentially carries out the style of 

an IoT sensible Home System (IoTSHS) which 

gives the remote control to sensible home 

appliances via android mobile phones, similarly 

like PC/Laptop. The controller accustomed style 

the IoTSHS is Arduino Uno micro-controller. A 

temperature detector is provided to analyse the 

surrounding temperature and alert the users if 

the regulation of the fan speed is required. The 

designed IoTSHS will edges the total elements 

within the community by facilitating 

technologically improved remote dominance for 

the sensible home. 

The organization of the paper is as follows. 

Section II summarises the literature survey. 
II. RELATED WORK 

We could find several substantiating facts 

which are beneficial for our research 

work.Literature survey have been done in the 

area of power analyzer as well as home 

automation. 
A. Power Analyzer 

A survey done on already existing literature on 

energy consumption and analysing reveals that a 

tremendous change have been reported in the 

implementation [5]. For the necessities of 

acknowledging energy-sparing and outflow 

decrease for the smart network, this paper 

presents an observing foundation of the energy, 

the board framework which is coordinated with 

flexibly energy. It governs, reads, and evaluate 

the processed readings, of energy creation, 

energy transportation, and energy utilization for 

the smart system. The design of the community 

energy system is split into the acquisition layer, 

transmission layer, and management layer. The 
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information correspondence between information 

securing devices and server embraces Ethernet 

and TCP/IP convention. The information 

correspondence between field instruments and 

information procurement gadgets receives the 

RS-485 interface and Modbus correspondence 

convention. 

The advancement of an observing platform for 

a smart network can improve the administration 

level as well as diminish the energy utilization of 

the network energy framework. A few studies 

done on the possibilities of better energy 

utilization proposes various methods [6]. The 

users are going to be alerted when the electricity 

usage in their home exceeds the limits to avoid 

the wastage of energy consumption. 

Various studies done on the data 

acquisition and control of energy utilization 

efficient method. Smart Home Energy 

Management Systems Based on Non-Intrusive 

Load Monitoring [7] proposed a unique system 

of good domestic energy management systems 

incorporating each approaches, in order that 

correct energy utilization watching and assuming 

comunication with the smart home device at the 

same time achieved. The good parts directly 

management the appliances, whereas the 

essential controller coordinates the info 

assortment. The key point is that the 

competence of mechanically aligning the 

appliances to their corresponding sockets, 

reducing the need for manual initial setup. We 

assure that our smart framework, if sophisticated 

widely, will profit not solely separate 

households by reducing current bills. 

A Server Agent is the term given to the 

innovative microcontroller used in this project. 

While the initial PC-based server is offline, this 

agent collects information from buyers. Once all 

knowledge area units have dropped, the Server 

Agent can turn down the PC-based server again. 

This procedure minimises the amount of 

energy used [4]. 

We conducted several research on An 

Efficient Home Energy Management Solution 

based on Automatic Meter Reading, with a 

specific focus on household energy 

consumption, and proposed a simple and 

effective system for reducing power waste in a 

home. They designed a home energy 

management system (HEMS) that uses a simple 

energy management mechanism to make it 

easier to implement. It also makes use of AMR 

(Automatic Meter Reading) network-based 

power line communication (PLC). They 

installed HEMS in real customers’ homes and 

validated the results, resulting in a significant 

energy conservation outcome that is vital for 

power reduction.[9]. 

GAPMR stands for ”automated power metre 

reading system using GSM network.” It is a 

system that consists of GSM digital power 

metres installed in the client unit and an 

electricity e-billing system at the energy 

supplier’s end. The GSM digital electric metre 

(GPM) could be a single part IEC61036, a 

standard digital kWh electric metre with 

incorporated GSM electronic equipment that 

uses the GSM network to report power usage 

readings.The readngs are send back to the 

energy supplier as short messaging system 

(SMS) via a wireless manager[8]. On the 

service provider’s side, there’s a degree e-billing 

system that’s used to monitor all SMS metre 

readings, encrypt the charge value, update the 

information, and send charge notifications to its 

various customers by SMS, email, web portal, 

and letters. The effectiveness and efficiency of 

automatic meter reading  

 
 

Fig. 1: Proposed 

system architecture 

 

was demonstrated by implementing a GAPMR 

system. Also the charge and notification through 

the employment of GSM network can also be 

monitor by this system. 
B. Home Automation 
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The research into the implementation of IoT 

for condition monitoring in homes shows that 

condition monitoring and energy management 

in the home may be done in an inexpensive, 

flexible, and cost-effective manner. The 

designed system’s major tasks include remote 

control and management of home devices such 

as electrical lamps, heaters, and so on, as well as 

unassertive surveillance of domestic usage and 

supplying closed intelligence to reduce energy 

consumption using IoT technology.[3]. This will 

assist and schedule the individual’s operation 

time according to the energy demand. 

The majority of current sensible Web 

connection is provided by TV set-top boxes, 

allowing users to install and run additional 

advanced applications or plugins/add-ons for a 

certain platform. It means that a sensible—a 

wise TV set-top box is a good option for acting 

as a hub that integrates a variety of smart home 

solutions. This study presents a framework for 

managing household appliances that is enabled 

by a smart TV set-top box. 

Many buttons (often dozens) are designed 

on the remote controller in home areas as the 

quality of devices/appliances improves, yet 

many of them are rarely used. A user is also 

perplexed by the controller, despite the fact 

that he or she only wants to do a simple 

task. This confusion in addition ends up in a far 

better likelihood of mal-functions. Additionally 

to the current a typical ways in which of 

communication between remote controllers and 

connected devices, like ventricose language 

(XML) messages, unit generally bandwidth-

consumptive. The asymmetrical feature of 

Point-n-Press provides for simple and intuitive 

management by informing the target device and 

displaying the target’s management interface on 

the remote controller’s screen. Exclusively 

sensible pops that unit relevant to the present 

context unit by using the state dependencies of 

home device/equipment actions. Two real 

prototypes are being used to test the feasibility 

of the proposed theme. According to the 

findings, Point-n-Press could be a useful and 

relevant management theme for IoT-based 

smart homes. 

III. PROPOSED   SYSTEM 

An IoT Based Power Analyzer with home 

automation is a real time IoT based mobile 

application which analyze the energy 

consumed by each industrial unit. It also 

predicts the cost estimation of each industrial 

unit or home which incorporates with online 

data storage. It clearly specifies the average 

energy used per day, per month and per year 

along with cost estimation. Energy consumed 

by different industrial units or home can be 

measured and analyzed based on time stamps. 

Thus, the energy used by different industrial 

units or home can be compare and analyze 

which consume more energy. So the industrial 

unit or home which possess more energy 

consumption can be taken care and inference 

can be made that whether the industrial units or 

home are actually needed this much energy or 

these much consumption 

 
Fig. 2: Power Analyzer 

Architecture 

 

is due to any faults in machines. By identifying 

faulty devices before their life expired, the 

production cost can be reduced to some extent 

because the faulty devices can be repaired before 

it get fully damaged. 

The second section focuses on the design of an 

IoT sensible House System (IoTSHS), which 

might provide access to a smart home via a 

mobile device, similar to a PC or laptop. The 

Arduino Uno microcontroller is the standard 

controller for the IoTSHS. A temperature detector 
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is included to indicate the temperature in the 

area and inform the user if the fan speed needs to 

be adjusted. By giving improved remote 

dominance for the sensible house, the developed 

IoTSHS will edge the total elements within 

society. 
A. Product Perspective 

This app can control electronic equipment and 

to measure the usage or consumption of 

electricity for each device. Cost of consumption 

per devices can also available in this app. Thus 

the electricity usage can be analyzed and 

provides an efficient way electricity usage. 

Customer can analysis on a real time based usage 

of various electrical device and control 

consumption of energy through the app. The cost 

of this system is very less as compared to existing 

system in market. The feature that makes the 

application unique is that no other application has 

the facilities to measure power consumption of 

each device. 
IV. SYSTEM    ARCHITECTURE 

The Current sensor which is a vital part of 

our system is attached to the phase wires of 

industrial units or home. Then it senses the 

current usage by industrial/home and give to 

arduino, where current sensors are attached to 

the arduino with help of extra circuit which 

contain 3.5mm audio connectors. This circuit 

helps to limit the voltage coming from industrial 

units/home because arduino have only 5v 

capacity. Current sensors give the analog 

value of current to arduino which convert to 

digital value within arduino (in build Analog to 

Digital Convertor).From this arduino values are 

passed to database through Wi-Fi module. Then 

data processes in database which provides data 

to the user through 

 

 
 

Fig. 3: Sensor Module outline 

 

android application. The continuous monitoring 

values are givento user. Along with that the daily, 

monthly andyearly usage analyses are also given. 

The prediction of electricity bill given to user 

provides the energy consumption and cost 

estimation of industrial units [10]. 
1) Power Analyzer Module: The block diagram to 

show 

the operation of the power analyzer is shown in 

figure 2. The current sensor SCT013030 is the 

main part of the circuit. The electricity measures 

are detected in real time and passed to the server 

through ESP 8266 WiFi module connected to the 

Arduino Nano. The SCT013 030 split core 

current sensor is capable of detecting a maximum 

current of 30A and provides a peak output voltage 

of 1V peak for that current. The output voltage 

thus generated is then transmitted to the Arduino 

Nano microcontroller via the input of the analog-

to-digital converter (ADC). This voltage 

waveform is shifted up to 2.5 VDC. The rms 

value of the output signal is calculated and the 

power is calculated in the program. 
2) Home Automation Architecture: Figure 4 depicts 

the 

basic diagram of the proposed IoT Smart Home 

(IoT SHS) system. This is a low-cost, easily 

manageable, and profitable product. By providing 
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superior remote control for home appliances, it 

addresses the entire company’s segment. 

To control devices remotely, it comes standard 

with WiFi. Lights, fans, and sockets are usually 

found in every room of any house where our 

items can be installed. This product does not 

affect the room’s electrical distribution wiring; 

everything remains the same except for the 

relays, which are wired in series with the switch 

or socket in the distribution box. 

 
 

 
Fig. 4: Home Automation Architecture 

 

The controller is a WiFi-based 

microcontroller (Arduino UNO) that serves as 

the system’s brain and controls all of the other 

components. The ambient temperature is 

indicated through a temperature sensor. 
3) Sensor   Module:   The   TSL2561   is   a   cheap,   

but 

sophisticated, light sensor. To better predict the 

human eye’s response, the TSL2561 integrates 

infrared and visible light sensors. This is 

contrast with simpler sensors, such as 

photoelectric sensors and photodiodes . The 

TSL2561 can measure both very small and very 

large amounts of light because it is a built-in 

sensor (it absorbs light for a pre calculated 

amount of time). The block diagram is shown in 

figure 3. 

Circuit Diagram : The CT sensor cannot be 

directly connected to the Arduino since the 

high current from the 

sensor can damage the Arduino, So we connect 

firstly the burden resistor of low resistance of 

about 33 is connected represented by Rb in the 

figure.Then the voltage divider bias consisting of 

R1 and R2 and additionally a bypass capacitor 

C1 of 470F to block the digital signal, there by 

getting only the analog current signal to the 

Arduino.The analog pins of the arduino is 

indicated by notation A0 – A5 we have 

connected the CT sensor to pin A0.Then by 

clamping the CT sensor on alive wire gives the 

current output. 
 

Fig. 5: (CT sensor interfaced with 

arduino 

V. EXPERIMENTS   AND   DISCUSSION 

Initially, login to the Digital space using 

username and password and check the username 

and password is valid by comparing in 

database. If it is valid it enter to the next module 

else unsuccessful login. There are different 

phases for the app where we can do the control 

of our home appliances automatically through 

the application. 

Now we measure the usage statistics of the 

home that is read through the CT sensor. We 

can analyse the power usage in various manner 

according to our requirements.The app will 

provide the provision to calculate the power 

consumption in daily, monthly and year 

wise.Also have the facility to monitor the live 

power consumption. The app interface for the 

power analysis is is shown in figure 6. 
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Fig. 6: Application Interface 

 

 

Fig. 7: Daily usage analysis 

 

Fig. 8: Monthly and yearly usage 

analysis 

 
 

For calculating the daily consumption we can 

choose the option in the app and it will give the 

consumption as a graph which is shown in the 

figure 7.By taking the power consumption in 

this manner we would be able to control the 

usage. 

We have also done the analysis of monthly 

and yearly power consumption rates and plotted 

as a graph. It is very convenient to track the miss 

usage of power. The results from the analysis is 

shown in the figure 8. The next part in the 

experiment was the cost estimation. It will give 

the summary of average power usage in a 

Day/Month/Year base. Also we have done the 

average cost estimation for a day,Month or and 

Year. 

CONCLUSION 

IoT based energy the board framework can 

contribute a ton into preservation of energy. It 

can control different electric devices in home 

from anywhere at any time using internet 

connection or Wi-Fi. Similarly the cost 

estimation can be predicted for each industrial 

unit or home. We proposed an IoT Based Power 

Analyzer is a general purpose real time mobile 

application. It estimates the cost of each 

industrial unit or home. We propose creating a 

smart plug, which is an energy observation 

system that provides real-time information on 

energy use at the device level. An Arduino 

microcontroller board, an ENC28J60 LAN 

module, and a current electrical device sensing 

element are used in the suggested device. The 

end product is a smart plug that uses the 

Arduino-android platform to monitor a remote 

device. The second section focuses on the 

design of an IoT sensible House System 

(IoTSHS), which might provide access to a 

smart home via a mobile device, similar to a 

PC or laptop. The Arduino Uno microcontroller 

is the standard controller for the IoTSHS. By 

connecting sample appliances and successfully 

controlling them from a wireless mobile device, 

the home automation system has been 

experimentally proved to perform satisfactorily. 
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Abstract---Constrained image splicing detection and 

localization (CISDL) is a  difficult task for image 

forensics that examines two input suspicious pictures 

and determines whether one contains suspected portions 

copied from the other. Here a unique adverse learning 

approach for training the deep matching network for 

CISDL is presented. The goal of the deep matching 

network based on atrous convolution (DMAC) is to 

create two high-quality candidate masks that show the 

suspicious regions of the two input pictures. The 

correlation layer based on the skip architecture is 

proposed to capture hierarchical features in DMAC, and 

Atrous spatial pyramid pooling is used to extract 

features with rich spatial information.Another model 

called DMVN uses the same process as DMAC but it is 

not use atrous convolution. Atlast a comparative study of 

both models was done ,in which the DMAC model is 

better because it gives high resolution fined grained 

mask. 

Keywords:Atrousconvultion,DMAC,DMVN,CISDL 

 

I. INTRODUCTION 

Malicious image forgery is becoming a global epidemic in 

recent years, due to the rapidly declining cost of digital 

cameras and quick development of sophisticated image 

editing tools. Forgers may use forged images to produce 

fake news, spread rumors or give false testimony, which 

result in negative social impacts. Image forensics, which 

seeks to distinguish forged images and prevent forgers 

from using forged images for unscrupulous business or 

political purposes, has attracted great attention in research 

and industrial communities. A variety of image forensics 

methods investigate an individual image and detect its 

high-level or low-level inconsistencies caused by image 

manipulation. However, it is still a challenging task to 

accurately distinguish forged images, due to advanced 

image manipulation techniques and limited information 

provided by a single image. Moreover, these image 

forensics methods identify forged images or regions 

without providing the source of forged regions or specific 

tampering process, but these auxiliary evidences can 

provide more clues and make results more convincing in 

real applications. Constrained image splicing detection 

and localization (CISDL) is newly formulated in the 

Media Forensics Challenge. Different from 

“conventional” splicing detection, “constrained” means 

that the inputs are two images: one is a probe image and 

the other is a potential donor image. In CISDL given a 

probe image P and a potential donor image D, CISDL 

aims to detect if a region of D has been spliced into P, and 

consequently provide mask images Pm and Dm 

indicating the regions of P were spliced from D. DMVN 

generates correlation maps by comparing high-level low-

resolution feature maps of VGG, and constructs an 

inception-based mask convolution module to locate 

suspected regions. However, low-resolution feature maps 

restrict DMVN's ability to detect accurate boundaries and 

small suspected regions. Here proposed a deep matching 

138 
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network based on atrous convolution (DMAC) to 

generate high-quality candidate masks from high-

resolution feature maps.  

 

The basic DMAC architecture achieves significant 

improvements over DMVN. 

 

This work,  proposes a DMAC network which takes 

two images as inputs.These input images are fed 

into a atrous convolution network for feature map 

extraction.The extracted feature maps fed into the 

correlation layer and atrous spatial pyramid pooling 

for feature maps comparisons. 

 

 

 

Fig 1.a)Donor Image b)Donor Mask c)Probe Image d)Probe mask 

 

 

 

II. LITERATURE SURVEY 

In [1] Proposes a new convolutional layer that suppresses 

image content and learns forgery detection.In [1] they 

proposed a CNN to learn manipulation detection features 

directly from data and it is used in image forensicsIn [2] 

DMAC is combined with adversarial learning for 

effective image forgery detection.In [3] propose an 

optimized 3D lighting estimation method by incorporating 

a more general surface reflection model.In [4] propose a 

framework to improve the performance of forgery 

localization via integrating tampering possibility maps. In 

[5] proposed algorithm automatically computes a 

likelihood map indicating the probability for each 8 × 8 

discrete cosine transform block of being doubly 

compressed. 

III. PROPOSED METHODOLOGY 

In this section, explains the proposed framework, as shown 

in fig 2. In the DMAC model there are three modules 

namely feature extraction module, correlation module and 

ASPP ( Atrous Spatial Pyramid Pooling ) . In the feature 

extraction module atrous convolution is adopted to enrich 

the spatial information of convolutional features.  

In the correlation module ,the skip architecture is designed 

for hierarchical features comparisons and in the ASPP 

module is used to capture the information of different 

scales, Atrous Spatial Pyramid Pooling is constructed to 

generate the final mask. ASPP contains multiple parallel 

atrous convolutional layers with different sampling rates. 

In DMAC Model,two images as inputs probe and donor.In 

which donor is the is the original image which is captured 

by camera also called as authentic image and probe image 

is the image containing spliced portion of donor image also 

called as tampered image.This two image is given as input 

to the model and it produce high resolution fine grained 

mask as output.The  DMAC model is using atrous 

convolution which is used to give high resolution 

mask.Atlast creating another model called DMVN , in this 

which is not  using atrous convolution and compare with 

DMAC model for accuracy. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2.Proposed System Architecture 
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The DMAC network is an unique adversarial network in 

which feature extraction modules employing atrous 

convolution, the correlation layer with skip architecture, 

and ASPP are designed to enrich geographical 

information.In DMAC atrous convolution, the correlation 

layer and ASPP are used to capture hierarchical properties 

and localise impacted regions at many scales, 

respectively. The detection network and discriminative 

network, which act as losses with supplementary 

parameters, monitor DMAC's adversarial training. 

 

 

 

A. Feature Extraction with Atrous Convolution 

 
CNNs' pooling or downsampling techniques necessarily 

degrade the spatial resolution of the output feature maps. 

As a result, in this research, atrous convolution is 

employed to create high-resolution feature maps. Atrous 

convolution allows us to vary the field-of-view of filters 

by adjusting the rate value without adding any more 

parameters.This module alters the image by adjusting the 

colour, contrast, and light intensity, which aids in the 

creation of a high-resolution mask. 

Assume the input feature maps are scaled down by a 

factor of two before being convolved with standard 

convolution filters. The created feature maps are just a 

fourth the size of the original feature maps, and traditional 

filters only acquire answers from a quarter of the image 

locations. If we eliminate the downsampling layer and 

directly convolve  the input feature maps, the filters will 

have a smaller field of vision. Fortunately, we may keep 

the original field-of-view by       employing atrous 

convolution with rate r = 2. Using atrous convolution 

techniques, we can create high-resolution feature maps, 

get all answers from the input feature maps, and don't 

need any additional parameters or calculation.Despite the 

fact that the effective filter size increases, we only need to 

examine non-zero filter values, resulting in a constant 

number of filter parameters and operations per site. 

B. Correlation Computation Module 

To build dense high-resolution feature maps, atrous 

convolution is used as the basic process.One of the most 

difficult difficulties in deep matching tasks is deep feature 

comparison. For other tasks, only the neighbouring fields 

are compared, allowing for the creation of complex 

correlation layers. They usually compute the scalar 

product of a pair of individual descriptors at each place 

for long-range correlation computing tasks.We can denote 

correlation computation procedure as a  function. The skip 

architecture is proposed to effectively organize the atrous 

convolution and hierarchical convolution features.It 

makes full use of the feature extraction module's wealth of 

information. Three sets of feature maps are produced by 

the atrous convolution layer: f3, f4, and f5. As a result, 

three sets of correlation feature maps can be created using 

the feature maps f3, f4, and f5, with no upsampling or 

mapping functions required.The computation procedure 

of the proposed correlation layer based on the skip 

architecture can be summarized as Algorithm: The skip 

architecture is used to compute the correlation layer. 

 

C. Atrous Spatial Pyramid Pooling 
 

The fact that the tampered portions are on different scales 

is a problem in the image splicing detection technique. 

The final masks are generated using Atrous Spatial 

Pyramid Pooling (ASPP), which captures the information 
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on multiple scales provided by the correlation 

maps.Simply ASPP is a discriminative network that drives 

the DMAC network to produce masks that are hard to 

distinguish from ground truth ones. Multiple atrous 

convolutional layers with varying sampling rates are 

present in ASPP. As a result, those obscene convolution 

filters have varying field-of-views and can focus on 

altered parts of various scales. A separate branch of 

convolutional layers, batch normalisation, and ReLU 

layers follow each atrous convolutional layer with one 

sample rate.The individual branches are then merged to 

create the finished masks. During mask formation, there is 

no upsampling operation with learnable parameters, thus 

we just use bilinear upsampling during test time. 

Fig 3: Atrous Spatial Pyramid Pooling [6] 
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IV. RESULT AND DISCUSSION 

 

 

Fig 4- Result of DMAC Model  

 

 

  Fig 5- Comparison Between DMAC and DMVN 

 

V. CONCLUSION 

This work provides a simple but effective framework for 

detecting image splices. A unique adversarial learning 

framework is proposed to deal with the CISDL task. To 

improve the DMAC network's ability to detect small matching 

regions and multi-scale regions, atrous convolution, the skip 

architecture, and ASPP are used.A lot of experiments are 

conducted on all generated datasets and also all publicly 

available datasets.The experimental results demonstrate the 

appealing performance of the proposed adversarial learning 

framework and the DMAC network.The use of atrous 

convolution and ASPP has clearly increased the effectiveness 

of the algorithm compared to the existing ones.Although the 

techniques to detect small tampered regions and regions under 

huge changes still need further research. 
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INTRODUCTION
On March 25th, Prime Minister of India Narendra Modi announced a 
nationwide lockdown, accounting for the safety precautions required 
to ght against the Coronavirus (SARS-CoV- 2). Ever since then, there 
has been an exponential surge in the number of infections reported per 
day. From April to September 2020, as the number of cases kept 
increasing, more people restricted themselves from going out to keep 
themselves safe and well. As of September 7th, 2020, India recorded 
41.13 Lakhs of conrmed infections, making her the second most 
affected country in the world after the USA. On July 15th, 2020, the 
phase-1 clinical trials for the rst indigenous Coronavirus Vaccine, 
Covaxin, developed by Hyderabad-based pharmaceutical company 
Bharat Biotech and the National Institute of Virology and Indian 
Council of Medical Research, starts across the country.

Fig: 1 (6)-Corona-Virus Pandemic India-Timeline.

Simultaneously, many researchers have been working on the impact of 
lockdown on atmospheric CO2 levels and electricity consumption per 
day. While e-collaborations positively impact the present climate and 
environment, it is denite that reduction will be short-lasting, 
attributing it to the close-down of transport, construction works, and 
industrial activities.

The Corona-Virus pandemic has an unparallel effect on our everyday 
life, which will continue until a minimum of the next three years. While 
research, vaccination, and protocol documentation procedures are 
currently ongoing, the impact of lockdown on the environment is also a 
widely inspected topic. A calculated set of restrictions imposed on the 
economy to reduce the spread of Severe Acute Respiratory Syndrome 
Coronavirus-2 (SARS- CoV-2) has an overall positive effect on the 
environment. The benecial impact includes reduced particulate 
matter levels in the atmosphere, decreased carbon dioxide (CO2) 
levels, reduced kerosene or related fuel use, and increased awareness 
about the importance of the 5Rs. A study conducted by analyzing the 
data and images collected from the Sentinel satellite-ESA revealed a 
45% decline in atmospheric NO2 levels in India(1). Air pollution takes 
the lives of almost 1.7 million per year. Besides global warming, Air 
pollution has fueled many recent disasters, namely the Kerala oods of 
2018-2019, the Assam oods 2019-2020, the Amazon Forest Fire, the 
Sydney forest res, Australia oods 2021, and it keeps going on. Air 
pollution symptoms include aggravated respiratory diseases like 
asthma and bronchitis, dry throat, wheezing, nausea, and headache. In 
India, the Northern parts are the most polluted areas, especially Delhi, 
mainly due to emissions from Vehicles, brick kilns, coal- based 
thermal power plants, and crop remnants(2). The total energy 
consumption (ameasure for the amount of electricity consumed) and 

the lights per area (a measure of the intensity of light in the area) are the 
proxy indicators for consumption level measurements (3). Ever since 
the nationwide lockdown, there is a decline in daily energy 
consumption. The ofcial power consumption data captured by 
POSOCO (Power System Operation Corporation) has recorded a 26% 
decline since the nationwide lockdown. The table below represents a 
section of the data released by POSOCO (4).

Table 1.1 (4)-POSOCO Data.

The data collected from the different sources suggests a pollution 
reduction, but the trend is inconsistent. Analyzing these trends and 
converting them into more consistent data is of the highest priority 
right now. COVID19 is posing as an opportunity to do the same. The 
paper has put together a review of the recent researches analyzing this 
impact.

ATMOSPHERIC AIR QUALITY
Researching and identifying air quality index measures of a particular 
area requires humongous data on the primary sources in the area, 
optimal pollution levels, meteorology, demographics, geography, and 
computational capacity (7). PM-2.5 and PM-10 are the most 
dangerous types of pollutants released into the atmosphere. PM-2.5 is a 
type of particulate matter whose size is less than 2.5 micro-meter, 
which is small enough to enter our lungs and bloodstream. Numerous 
studies link PM-2.5 to various health risks compared to other 
pollutants.

Fig: 2 (7)-Composition of Particulate Matter.

The corona Virus pandemic is an unexpected part of our life. Following the lockdown procedures implemented by the 
Indian government, the atmospheric air quality and the power sector of India noticed decadent changes. However, the 

relaxation in lockdown brought situations almost back to normal. The paper focuses on analyzing these changes to review the current scenario 
according to the published studies. It focuses on electricity consumption, night light intensity, and variations in many pollutants like NO2 and PM. 
For ease, the main cities chosen for the research are the metropolitan cities of India. The data are from US-EPA, POSOCO, VIIR satelites and so on. 
The paper helps us understand if this variation is a boon or bain for the Indian economy.
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Table-2 (8)- Percentage Reduction In Emissions During The 
Lockdown Period 25/03/2020 To 15/04/2020 Compared To 24/03 To 
15/04, 2019.

CHANGE IN PM-2.5 AND PM-10
The inevitable parameter in determining the air quality of a particular 
area concerning PM is identifying the optimal ambient concentration 
levels of the pollutant. Table 2 shows the percentage reduction in 
emissions during the lockdown period 25/03/2020 to 15/04/2020 
compared to 24/03 to 15/04, 2019. (Eregowda, n.d.)(8) tabulated the 
results by collecting data from Bengaluru, Chennai, Hyderabad, and 
Mumbai. Table-2 shows a 5.1, 45.7, 18.9, and 42% decrease in PM-2.5 
pollutant emission. (Ghosh, n.d.) (9) has tabulated the results by 
collecting data from the Indian Metropolitan cities NCR-Delhi, 
Mumbai, Chennai, and Kolkata. Figure 3 shows the results obtained by 
Ghosh, n.d. from the Landsat 8 OLI and TIRS- Derived Data and 
Mamdani Fuzzy Logic Modelling Approach to understand PM-10 
concentration Variation.

Fig: 3 (9)-Changing PM-10 concentration comparison between 2019, 
pre-lockdown 2020, and during lockdown 2020.

The PM-10 sources include motor vehicles and construction works. It 
is the causes numerous health risks, environmental harm, and reduced 
human comfort levels. While the concentration legends for Mumbai 
and Chennai are decreasing, Delhi and Kolkata show an increase in 
PM-10 concentration between pre-lockdown and during the lockdown 
(9). The variation may be due to the shutdown of industries and 

restricted human movement compared to other cities. Mr. P. Singh, in 
his research work, focused on the Air Quality Index and PM2.5 levels 
by collecting data from the cities with a branch of the US Embassy in 
India (10). The Embassies collect the data via US Environmental 
Protection Agency (EPA) through the Air-Now portal (11).

Fig: 4 (10)- The left panel shows the locations for the research work 
done by Mr. P. Singh. The right panel presents the Average PM2.5 and 
Air Quality Index (AQI) chart for the area.

Analyzing the data represented in g-1, it's clear that the PM2.5 and 
AQI at the areas of study as reduced noticeably during the lockdown 
period. The pollution levels at Mumbai, Hyderabad, and Chennai have 
decreased by 19.25%, 3.99%, and 5.40%, respectively. At the same 
time, Kolkata and Delhi show a considerable reduction of 34.52% and 
27.57%, respectively, in the pollutant levels. The northern parts of 
India, especially the Indo-Gangetic Plains (IGP), have higher levels of 
PM2.5 throughout the year. The factors includedemographic, 
geographic, seasonal activities, and meteorological parameters. The 
proximity to the sea for Chennai and Mumbai can cause air mass 
circulation from the sea surface, which is a possible explanation for the 
reduced pollution levels. The same is applicable for New Delhi and 
Kolkata.

CHANGE IN No2
NO2 is one of the most common pollutants which is highly dependent 
on the local sources. The dependency is due to its short residence time 
in the atmosphere. Ms. Eregowda stated in her paper that the NO2 
concentration levels at Bengaluru fell from 50 µg/m3 to 10 µg/m3 
throughout the lockdown period. The same follows for Chennai, 
Hyderabad, and Pune. Figure 5 presents the above data graphically.

Fig- 5 (8)- NO2 Level Graphs With % Difference Representation.

Mr. P. Singh considered the tropospheric NO2 measure by analyzing 
the data from the Ozone Monitoring Instrument (OMI). The Ozone 
Monitoring Instrument (OMI) is a section of NASA's A-Train Satelite 
that measures the levels of various atmospheric gas concentrations. 
Table-3 represents the box coordinates of the US-embassy locations 
chosen by Mr. Singh for the research.
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Pollutant Date Bengaluru Chennai Hyderabad Mumbai
NO2 24, Mar–15 

Apr,2019
67.1 47.6 39.7 6.8

BaU
25, Mar–15 
Apr,2020

57.7 28.7 30.1 27.9

PM2.5 24, Mar–15 
Apr,2019

45.1 45.7 18.9 42.0

BaU
25, Mar–15 
Apr,2020

45.2 28.7 12.3 39.9

SO2 24, Mar–15 
Apr,2019

1.7 8.2 9.4 3.4

BaU
25, Mar–15 
Apr,2020

10.7 33.0 -17.2 45.2

CO 24, Mar–15 
Apr,2019

23.2 39.6 24.6 -55.1

BaU
25, Mar–15 
Apr,2020

27.6 13.4 9.8 37.1



Table-3 (10)- The Locations Of The Us-embassies And Their Box 
Coordinates From OMI.

Fig- 6- Tropospheric NO2 (spatial Variations)- a)10–21March 2019, 
(b)10–21 March 2020, (c)22–31 March 2019, and (d)22–31 March 
2020.

Fig-6 represents the results tabulated by Mr. P. Singh. An HYPSPLIT 
Model prepared by Mr. P. Singh shows that long-range air mass 
transportation affects the air quality at the ve selected locations. The 
westerly air mass transfer is what affects Kolkata, a city located in the 
eastern Indo-Gangetic Plain. The sources of NO2 in Mumbai, Delhi, 
and Kolkata are anthropogenic. While so, the release of NO2 in 
Chennai and Hyderabad is due to the burning of biomass. Hence the 
decline in NO2 levels during the lockdown is mainly due to the 
reduction in anthropogenic emissions.

CHANGE IN LAND SURFACE TEMPERATURE(LST)
LST is an important factor for environmental health, as it depends on 
numerous physical and atmospheric parameters (9). Factors like cloud 
conditions, month, Land Use/Land Cover (LULC) patterns, and so on 
governs the results. The LST map for 2019, before lockdown 2020 and 
after lockdown 2020, is given in Figure-7. The transition period in 
India from winter to summer is from February to March. And the 
summer season is From March to May.

Fig- 7-(9) Changing variations in LST. The LST Map.

These variations in seasonal temperatures can show an increasing 
trend in the land surface temperature. From the map, it is clear that the 
temperature map during the pre-lockdown period is less compared to 
the others. Even though the maps show a similar trend in the four cities, 
the temperatures in Mumbai, Delhi, and Kolkata are around 48ºC to 
50ºC. Chennai records lower temperatures in the range of 42ºC to 
44ºC.

ELECTRICITY CONSUMPTION
India is the second most populated (1,391.99 Million) and the seventh-
largest country in the world(16). The lockdown has imposed several 
restrictions on many industrial and everyday goods and other service-
related activities. Between January and February of 2019 and 2020, the 
energy demand increased by 3% and 7%, respectively (17). But, during 
March 2020, the supply-demand reduced by 3%. Between March 24th 
and April 19th, the power supply decreased by 25%.

Fig- 8 st th (17)-% change in power supply between March 1  to April 19 .

It is necessary to understand the power consumption in different 
sectors of India to analyze the power demand variation in India. Fig-9 
presents the power consumption in consumer segments of India in 
2018-19. Since the government forced the industrial and commercial 
sectors to shut down during the lockdown, the decrease in demand is 
self-explained. Table- 4 shows the contribution of different sources to 
energy production in India.

Fig- 9 (17)- Power consumption in Customer segments of India 2018-
19.

Table-4 (17)- The contribution of different sources to energy 
thproduction in India from March 1st to April 19 , 2021.

Amid the lockdown, the power generation reduced by 25%, 
compensating for the decrease in demand (17). While considering 
electricity variations, night light intensity is also a contributing factor. 
Night light intensity provides information regarding energy 
consumption in areas with high spatial granularity. Electricity 
consumption and night light intensity are contributing factors for the 
analysis of national GDP (18).

For instance, the demonetization in India, 2016 was highly backed up 
by night light intensity analysis (19). Asmentioned, the impact of the 
nationwide lockdown on India remained even after the release of a few 
restrictions. The consumption levels were below 14%, and the average 
monthly uctuations remain 6% to 10% below the normal (18). Fig-10 
shows the trend in electricity consumption from 2013 to 2020.
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Location Latitude Longitude Box Coordinates
Delhi 28.59 77.18 W-76.68, S-28.07, E-77.68, N-

29.07

Kolkata 22.54 88.35 W-87.86, S-22.08, E-88.86, N-
23.08

Mumbai 19.06 72.86 W-72.42, S-18.55, E-73.42, N-
19.55

Hyderabad 17.44 78.47 W-77.78, S-17.01, E-78.78, N-
18.01

Chennai 13.05 80.25 W-79.76, S-12.56, E-80.76, N-
13.56



Fig-10 (18) The trend in electricity consumption in India from 2013 to 
2020

C. M. Beyer extracted the nighttime light data from the VIIRS-DNB 
Cloud made available by the Earth Observation Group at the National 
Oceanic and Atmospheric Administration (NOAA). The data collected 
was from April 2013 to April 2020 (18). IIRS satellites have a 
resolution of 15-arc seconds. Fig-11 shows the changes in the night 
light time trends in India.

Fig-11 (18 )the Changes In The Night Light Time Trends In India.

Fig-12 (18)- The spatial variation and impact of COVID-19 across 
India.

Fig- 13-(18)- The changes in night light intensity across India during 
the lockdown.

CONCLUSION
The impact of lockdown on India is a huge game-changer. The 
decrease in pollutant levels and electricity consumption rates are 
posing as an opportunity and a threat at the same time. Through this 
paper, we have discussed the ndings achieved by the researchers for 
the betterment of our environment. India can rewrite its future to 
become a sustainable country. The documented results are proof 
highlighting our potentials.

As the COVID virus spread out, the government keeps extending the 
lockdown. The positive impact through this episode is huge. Since the 
energy consumption levels are proportional to household income, the 
reduced consumption can show the deteriorating levels of the 
economy. The Corona Virus pandemic will negatively impact all 
industries, including the power sector of India. But, so far, the impact is 
positive. Now we get to decide if it will remain the same or not.
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of the existing strategies failed to achieve higher
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to the lack of data-recognized techniques and
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existing challenges, in this paper, we propose an

intelligent healthcare framework for predicting
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A smart city implies the realization of sustainable city growth enabled by technology-based
intelligent solutions to give a good quality of life to its citizens. Information and
communication technologies play a crucial role as the nerve centre of the smart city for
collecting and analysing data from various sources, like mobile, social media, and sensors.
Internet of things (IoT) and big data (BD) also play a critical role in the smart city
infrastructures, changing the way we analyse patterns and trends in human behaviour.
Smart cities generate a huge amount of data, and therefore need many �exible ways to
implement data and processing gateways.

Recently, cognitive analytics have attracted the attention of researchers and practitioners
worldwide as a technology-based smart solution. It is a novel approach to information
discovery and decision making which uses multiple intelligent technologies such as statistical
machine learning, deep learning, distributed arti�cial intelligence, natural language
processing and visual pattern recognition to understand data and generate insights. A
cognitive smart city refers to the convergence of emerging IoT and smart city technologies to
realize cyber-physical social systems, their generated BD from sensing to communication
and computing, and arti�cial intelligence techniques for all aspects of collaborative
computing in sensors, actuators and human-machine interfaces. A cognitive city is one that
learns and adapts its behaviour based on the past experiences and can sense, understand
and respond to changes of a smart environment with many human and robotic elements. In
cognitive cities, data �ows not only from the citizens to city management systems (e.g.,
intelligent transportation systems and healthcare centres), but also from citizen to citizen.
Citizens act as human sensors, and intelligence-enabled frameworks build a cyber-physical
social system. Thus, consistent citizen engagement, ubiquitous data collection and
sophisticated analytics are required to produce the best kind of cognitive city.
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The implementation of cognitive smart city is highly context-dependent. Initiatives may
range from incremental to disruptive and the deployment is shaped by many factors such as
governance, economic, technology, social, environmental, legal and ethical issues. As smart
cities projects become more pervasive across geography, technology and applications, it is
imperative to identify key learnings to foster a deeper understanding of the technology
evolution landscape and provide tangible bene�ts to smart city planners and key decision-
makers. Viable intersection between technology solutions and digital urbanization design
principles (people-centred and inclusive infrastructure, resilience and sustainability,
interoperability and �exibility, managing risks and ensuring safety) need to be evaluated in
order to provide balanced and replicable solutions.

In the research community, several works propose cognitive solutions that �t the needs of
sustainable urban development. Academic literature, government consultation documents
and policy papers articulate numerous challenges and research directions for incorporating
cognition to realize new smart city services. Both qualitative and quantitative studies
carefully consider BD analytics, semantic derivation and knowledge discovery, intelligent
decision-making and on-demand service provision for a large number of smart city
applications.

This special issue aims to stimulate discussion on the design, use and evaluation of self-
correction and human cognition for continuous learning as key knowledge discovery drivers
within socially connected urban ecosystems. The issue is focused on articles describing
cognitive models for cyber–physical social systems with urban BD to leverage deeper
insights from the vast amount of generated data with near real-time intelligence.

We received a very good response to our special issue call for articles. During the review
process, each article was assigned to and reviewed by at least three experts in the �eld.
After a rigorous multi-round review process, we were able to accept six excellent articles
covering various topics related to cognitive smart cities. In the following, we will introduce
those articles and highlight their main contributions.

The paper entitled, ‘A taxonomy of energy optimization techniques for smart cities:
architecture and future directions’ discussed the need for devising more solutions for
e�ciently handling energy utilization associated challenges in smart cities. The paper
presented a comprehensive survey on the energy optimization techniques in various
systems, including the optimization techniques in block chain-based systems. Further, the
paper presented a taxonomy that classi�es energy optimization techniques and proposed
an energy-e�cient consensus mechanism, proof-of-high-performance optimization for high-
performance computing-based ecosystems.

Authors in the paper, ‘DFT: A deep feature-based semi-supervised collaborative training for
vehicle recognition in smart cities’ proposed a deep feature-based training (DFT) method for
vehicle recognition in smart cities. DFT is also a semi-supervised collaborative training
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method on the basis of two base learners. DFT adjusts data pre-processing and training
process, optimizes the constructing a disagreement encoding network, and expands on the
recognition disagreement of pseudo-labelled samples-based training sets. Compared with
the typical collaborative training methods, DFT greatly accelerates the model's training
process by reducing the convergence time, and improves the e�ciency of vehicle
recognition, while remaining the recognition accuracy unchanged.

In the paper, ‘Sensor data fusion for the industrial arti�cial intelligence of things’ the authors
discussed a new framework for addressing the di�erent challenges of the arti�cial
intelligence of things (AIoT) applications. The proposed framework is an intelligent
combination of multi-agent systems, knowledge graphs and deep learning. Deep learning
architectures are used to create models from di�erent sensor-based data. Multi-agent
systems can be used for simulating the collective behaviours of the smart sensors using IoT
settings. The communication among di�erent agents is realized by integrating knowledge
graphs. Di�erent optimizers based on constraint satisfaction as well as evolutionary
computation are also investigated in the paper.

The paper entitled ‘A formal method for privacy-preservation in cognitive smart cities’
presented a discussion on a technique for privacy-preservation in smart cities based on
pseudonymization, clustering, anonymization and di�erential privacy methods. The
modi�ed clustering algorithm selects the initial cluster-based on the concept of dissimilarity
between the data sequences. The paper also assessed the functional correctness and
preformation of the proposed model for privacy-preservation in smart cities.

In the paper, ‘Soft computing for abuse detection using cyber-physical and social BD in
cognitive smart cities’ authors discuss the use of soft computing techniques for abuse
detection in the complex cyber–physical–social BD systems in cognitive smart cities. The
objective of the paper is to de�ne and identify the diverse concept of abuse and systematize
techniques for automatic abuse detection for cyber abuse detection on social media and
real-time abuse detection using social IoT. The cyber abuse studies on social media
platforms have further been categorized as cyber-hate and cyberbullying whereas the real-
time abuse includes studies of cyber–physical social systems. As in a cognitive smart city,
citizens expect more from their urban environments with minimal intervention, this study
helps us to establish the need to capture situational context and awareness in real-time and
foster the need to develop a proactive as well as reactive safety mechanism to mitigate the
risks of online abuse.

The paper entitled ‘A lightweight intelligent intrusion detection system for industrial IoT
using deep learning algorithms’ discusses the techniques for improving intelligent decision-
making actions in the industrial IoT (IIoT) network in a sustainable city. Main cybersecurity
attacks are predicted by applying a deep learning model in the paper. The various security
and integrity features such as Denial of Service (DoS), malevolent operation, data type
probing, spying, scanning, intrusion detection, brute force, web attacks and wrong setup are
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analysed and detected by a novel sparse evolutionary training mechanism-based prediction
model.

We would like to express our sincere thanks to all the authors for submitting their papers
and to the reviewers for their valuable comments and suggestions that signi�cantly
enhanced the quality of the articles. We are also grateful to Editor-in-Chief, Prof. Jon G. Hall
and Special Issues & Reviews Editor Prof. Lucia Rapanotti for their great support throughout
the whole review and publication process of this special issue, and, of course, all the
editorial sta�. We hope that this special issue will serve as a useful reference for
researchers, scientists, engineers and academics in the �eld of cognitive smart cities' design
and development.
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Abstract
In underwater acoustic sensor networks (UASNs), the reliable transfer of data from the source nodes

located underwater to the destination nodes at the surface through the network of intermediate nodes is a

significant challenge due to various unique characteristics of UASN such as continuous mobility of

sensor nodes, increased propagation delay, restriction in energy, and heightened interference. Recently,

the location-based opportunistic routing protocols seem to show potential by providing commendable

quality of service (QoS) in the underwater environment. This study initially reviews all the latest

location-based opportunistic routing protocols proposed for UASNs and discusses its possible limitations

and challenges. Most of the existing works focus either on improving the QoS or on energy efficiency,

and the few hybrid protocols that focus on both parameters are too complex with increased overhead and

lack techniques to overcome communication voids. Further, this study proposes and discusses an easy-to-

implement energy-efficient location-based opportunistic routing protocol (EELORP) that can work

efficiently for various applications of UASN-assisted Internet of Underwater Things (IoUTs) platforms
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with reduced delay. We simulate the protocol in Aqua-Sim, and the results obtained show better

performance than existing protocols in terms of QoS and energy efficiency.

1. Introduction
The genesis of life on Earth had its inception on water, from which it went on to conquer varied frontiers.

With the advent of the latest technologies, today’s world is more connected than ever before, but

ironically the blue planet still lacks efficient underwater connectivity. Underwater acoustic sensor

networks (UASNs) [1–3] made their way into the limelight of research quite recently; its pivot objectives

deal with an array of versatile interests from oceanographic studies dealing with marine geology, marine

ecology, and physical and chemical oceanography. Another significant application is resource extraction,

which mainly concerns harnessing abundant rare-earth minerals, petroleum, and natural gas under the sea

bed, calamity prevention, deep-sea climate monitoring, and protection, surveillance, and reconnaissance

of strategic waters by naval forces around the globe. Conventional methods used for undertaking these

tasks mentioned above require humans to physically dive into the ocean’s depths or rely on remotely

operated underwater vehicles (ROUVs). After the data collection process gets over, these units resurface

to provide the output. The data acquired always fell short of fulfilling its objectives as there were

problems like the lack of accurate real-time data, stringent storage constraints, inability in handling

mobility, and capability to withstand underwater pressure.

UASNs have cell-powered sensor nodes deployed throughout the ocean bed that interact with each other

and with the sonobuoys located at the surface to suffice these objectives. Their presence ensures effective

communication with the sensor nodes (real time), and they are also the first responders to notify the base

station if any nodes fail. Besides all these conspicuous merits, they have been used in underwater acoustic

research and antisubmarine warfare for a long time, reflecting its practicality as the UASN’s function

under tight frequency limitations. Numerous unique features of the underwater environment make the

deployment and use of UASN quite a challenging task [4–7]. Underwater conditions are different from

the situations on land where the communication takes place with radio frequency (RF) aid. Unfortunately,

the underwater environment consumes the energy of the RF waves and renders itself impractical. The

mobility of underwater sensors with the ocean currents is another major challenge. To get better off from

the challenging underwater situations, UASNs communicate using acoustic waves [8–10]. Underwater

acoustic waves typically operate in the frequency range of 10 Hz to 1 MHz. The delay of propagation

accompanies this slender range, but it seems to be the only viable choice forward on modicum energy

store. UASNs make another edge by facilitating interfaces to communicate with autonomous underwater

vehicles (AUVs) remotely. This feature will exponentially increase the range of AUV control, and this

merit will also help us perceive the underwater world for research with an added advantage of burgeoning

the amount of ocean monitored by human beings, which currently accounts for only 5%. Routing of data

packets right from the sensor nodes to the sonobuoys and to surface stations is one of the most

challenging issues faced in UASNs, primarily due to the rapid energy drainage, limited bandwidth,

significantly high latency, and reduced reliability [11–17]. Figure 1 presents a sample application

scenario of UASNs.
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Figure 1  

Underwater acoustic sensor networks (UASNs).

Terrestrial wireless sensor networks (TWSNs) have a conventional set of routing protocols that ensure

good network performance. TWSNs at no point of operation face interruptions similar to ocean currents.

Doppler spreading, interim path loss, and link quality loss create numerous challenges for routing in

underwater environments. In a nutshell, the quality of service (QoS) and energy constraints of UASNs

inextricably impede it from resorting to routing protocols of TWSNs. Majority of all the routing

protocols proposed for TWSNs, thus proving to be powerless when it comes to UASNs. Numerous

unconventional routing protocols were put forth in recent years for UASNs, and each focused-on energy

efficiency, thus improving various QoS parameters like throughput, latency, load balancing, and

robustness. Some of these protocols have already been tested for research, military applications, and

catastrophe prediction. The selection of an appropriate routing protocol is significant as it is answerable

for the reliable deliverance of data packets to the destination.

Table 1 presents the variations between the terrestrial wireless sensor networks (TWSNs) and underwater

acoustic sensor networks (UASNs). Routing protocols in UASN face numerous design challenges. The

weightage given to path selection accounts for the various problems that have to be confronted in the

underwater environment, such as marine aquatic life, acoustic disturbances, propagation delay, and

seismic shadow zones. Many new routing protocols are proposed to tackle these dilemmas; however,

most of them lack the description of appropriate routing strategies. Routing strategies advocate the

parameters, which will be extensively useful for researchers and other professionals to calibrate the

effectiveness of algorithms used in UASNs to develop a strategy to tackle limitations like high

propagation delay and energy usage. Picking the suitable scheme ensures engineers achieve desired

productivity in applications. The routing protocols for UAWNs are mainly classified into location-based

protocols and location-free protocols. The location-based protocols instrument the use of the information

contained in the sensor nodes that are mostly two/three-dimensional position coordinates. In contrast,

location-free/depth-based protocols depend mainly on pressure information present in sensor nodes. Most

of the earlier conventional protocols proposed for UASNs selects the best path for sending data

beforehand without considering the dynamic nature of the network environment. This negligence of the

traditional routing protocols tends to compromise the use of the widespread resources in the network and

can also pave the way to network failure. When setbacks like these started to portray, routing in UAWNs

seems like an insurmountable dilemma, and the concept of opportunistic routing protocol (ORP) was

then proposed [18–20]. This traction appeared due to various contributing factors like the increased need

for extended capacity and expectation of top-notch QoS. The basic idea behind ORP turns the table onComputational Intelligence and Neuroscience
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the demerit of unreliable transmission, that is, the undesired broadcast nature exhibited by the unreliable

transmission is exploited here instead of selecting the nodes beforehand. The selection of nodes in ORP

happens on the go. Numerous neighboring nodes (candidate set) receive the broadcasted message. The

candidates belonging to the candidate set are sorted according to the metrics and prioritized based on the

probability of becoming the next-hop forwarder. The candidate with the highest priority is given the

ability to forward the data packets while others discard the packets. This is known as candidate

coordination. Opportunistic routing protocols have proved their robustness and adaptability to uncertain

conditions by showing their significant presence in many essential fields like oil/gas pipelines, power

grids, and management of metro/railroads. Currently, the advancements closely related to ORP have not

yet reached their pinnacle as many problems are yet to be solved. However, the prime intention that

sleeps behind it is being the ability to make a set of independently weak nodes emerge together as a

virtually robust set of links. Thus, ensuring reliability which in turn plummets the retransmission rates

and chop down the energy consumption of UAWNs. All of these pros and cons will be thoroughly

surveyed in this study.

The major contributions of the work are highlighted as follows:

The rest of the study is organized as follows: in Section 2, various applications using underwater acoustic

sensor networks are discussed. The fundamental principles of opportunistic routing are explained in

Section 3. Energy-based, QoS-based, and hybrid location-based protocols are discussed in Section 4. The

proposed energy-efficient and delay optimized protocol is discussed in detail in Section 5. The future

research directions are discussed in Section 6, and the study concludes in the next section.

2. Underwater Acoustic Sensor Networks
The planet we dwell upon is covered approximately with 71% of water. Under this blue element, lies

countless untapped resources that will enable human society to advance in countless ways. In order to

consolidate this final frontier, underwater wireless sensor networks prove to be the need of the hour. The

underwater wireless sensor network (UASN) is the collection of self-driven sensor nodes and

autonomous vehicles connected underwater to perform different collective tasks based on user

applications. The sensor nodes can occupy different depth locations that will permit us to spread our

reach even to the ocean’s deepest places. The self-driven sensor nodes will collect and transfer the sensed

 

Differences between the TWSN and UASN.

Table 1

(i)

(ii)

We review all the major location-based opportunistic protocols proposed for routing data packets

in underwater acoustic sensor networks over these years. Numerous energy-based, QoS-based,

and hybrid location-based opportunistic routing protocols have been proposed in 2019, 2020, and

2021, and they promise to provide much better performance to various real-time applications

deployed in UASNs. Very few works have provided reviews on these latest protocols, and we

initially tried to address this research gap. We analyze and present a brief description of their

working mechanism and highlight their issues and challenges. These issues can be taken up in the

future for further improvement in the design of routing protocols in UASN.

From the review of the latest protocols, it is observed that increased delay and energy drainage

are the two significant areas of concern that need further solutions. We then tried to model an

easy-to-implement routing protocol that can guarantee energy efficiency with reduced delay to

various applications deployed in UASNs.
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data to the target destination using acoustic signals. The attractive applications of UASNs comprise real-

time surveillance, disaster prevention, navigation assistance, water quality determination, industrial

organization, fish tillage, underwater exploration, and pollution tracking. Almost each of these

applications of UASN demands sensor nodes to transfer sensed data timely and precisely through the

source node present underwater towards the destination node on the surface with the help of intermediate

nodes in the network. However, due to the dynamic nature of UASNs, continuous node mobility,

communication voids, and limited battery storage often lead to degraded network performance. In this

complicated underwater environment, how to route data packets promptly and effectively even with the

presence of a communication void is the most challenging research question.

2.1. Challenges in UASNs

This section presents an overview of various challenges in underwater acoustic sensor networks.

2.1.1. Acoustic Communication

The terrestrial networks depend on RF waves to execute communication. Whereas the underwater

environment is highly unpredictable, and RF waves are unfortunately absorbed. Additionally, a high

amount of attenuation paves the way to energy loss; hence, RF waves are not an option to be considered.

Optical waves cannot be regarded as a choice because the mobility of the nodes is unable to guarantee

accuracy. The only viable option in this scenario is acoustic waves. Many other flaws are associated with

the usage, but a suitable routing protocol is expected to sort out the dilemma.

2.1.2. High Mobility

The underwater sensor nodes are constantly on the move. These movements are caused by ocean currents

which arise due to wind, breaking waves, temperature, and salinity variations. For efficient data

gathering, the movement of these nodes is vital and indispensable. However, in reality, this high mobility

induces the formation of curves to the acoustic waves, which triggers the emergence of zones that makes

some of the sensor nodes in the network unable to participate in data transfer, which brings forth

performance issues to the network.

2.1.3. Underwater Noise and Interference

The ocean is packed with a lot of noises and interferences that arise from varied sources. Some of the

underwater noises are caused by breaking waves, rain, and marine life. However, various sources are

man-made like, shipping, military sonars, fishing, and research activities. These disturbances affect the

quality of data packet delivery in the underwater environment.

2.1.4. Low Bandwidth

The operational frequency range of the underwater sensor nodes is primarily restricted due to the usage

of acoustic waves as the medium of transmission. The bandwidth is a meager spectrum that lies between

1 kHz and 50 kHz. This poses a significant problem for routing protocols as it requires an enormous

amount of data exchange at various stages like discovery and maintenance. Tight bandwidth constraints

put challenging design constraints on acoustic systems. In order to perform communication with AUVs, it

is more important to have a wider bandwidth rather than a rate. Moreover, the routing protocols are

forced to choose routing paths from this small frequency range for data delivery. However, due to theComputational Intelligence and Neuroscience
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dynamic nature of UASNs, continuous node mobility, communication voids, and limited battery storage

often lead to degraded network performance. In this complicated underwater environment, how to route

data packets promptly and effectively even with the presence of a communication void is the most

challenging research question.

2.1.5. Low Data Rate

Speed is a crucial factor when it comes to information exchange. The faster the data reaches the

destination, the better. Unlike its counterpart (terrestrial environment), the speed at which data is

transmitted in the underwater environment is influenced by numerous factors. Firstly, the propagation

speed of acoustic waves is inferior to RF waves by many folds that create room for propagation delay.

Secondly, there are various persuasive components like depth, temperature, and the degree of salinity of

the water. The data rate is meager and accounts for approximately 100 kbps or occasionally a bit more.

2.1.6. Transmission Loss

The hurdles when it comes to underwater sensor network implementation are numerous. Acoustic waves

do not guarantee any reliability for the network. On top of that, path loss, Doppler spreading, and high

latency will provide a clear picture that there is a considerable amount of packet loss. Transmission loss

in any network is not a desirable outcome. Interference is one of the main reasons for packet loss to occur.

When the same nodes participate in data transmission continuously for an extended period, the battery

can run out, resulting in a communication blackout, and the node will no longer be able to transfer data

collected from some places in the network. The acoustic signals have open channels, which are more

likely to be utilized by an attacker or malware and to wreak havoc in critical services like routing,

localization, and synchronization. Delay variance and bit error are two constituents that can lead to a high

amount of packet loss and bit error rates.

2.1.7. Error Prone

The underwater sensor nodes, unlike their conventional counterparts, are not reliable. The environment in

which it has been implemented does not support its operation. The mobility, high latency, delay in

propagation, high interference, noise, etc., make them highly susceptible to errors. The changes that

manifest due to the variation in salinity, depth, and acoustic speed have an implicit effect on making the

data transmission process error prone.

2.1.8. High Energy Consumption

Energy drainage is a significant problem in UASNs. Communication between various nodes in a network

rudimentarily requires the acknowledgment of its position. The nodes are constantly swaying in harmony

with the ocean currents, and it is essential to update their position consistently with their neighbors for

effective participation in the data transmission process. Ironically, this position-update process drains

quite some energy from these sensor nodes. Another avenue wherein the power consumption rates rocket

is when packets have to be retransmitted due to high interference. The data load bestowed on end nodes

that connects to the surface stations rapidly depletes the battery power, resulting in the termination of

connection with the rest of the nodes in the underwater network. The consumption rates vary with the

depth in which it is implemented; the battery is expected to operate well in shallow and deep-water

conditions.
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2.1.9. Channel Attenuation

Channel attenuation is another dilemma that underwater sensor nodes have to confront. The

implementation of sensor nodes in the ocean bed is beneficial only if it can collect and transfer data, but

due to channel attenuation, the data collected cannot be efficiently extracted from the received signal.

2.1.10. Short Network Lifetime

The pivot grounds for the short lifetime of underwater sensor nodes are due to its source of energy, the

battery storage. The nodes extensively consume energy while localization, routing, and data transfer. The

hostile underwater condition makes the replacement of cells regularly a challenging task. Therefore, an

efficient routing protocol has to consider energy consumption while making decisions on routing path

selection. Furthermore, if the nodes run out of energy, it will result in the formation of dead nodes that

can affect the network performance and data transmission to the surface stations.

2.1.11. Security and Privacy Issues

UAWNs are made and deployed to monitor places consistently that are far from the shoreline. There is a

high chance that the nodes are deployed in strategic waters for specific applications. Attackers can easily

manipulate UASNs to inject malicious attacks upon the network. They can also be physically destroyed

by enemy divers/AUVs. In the worst-case scenario, attackers can inject fake nodes into the network to

provide misguided information and use compromised nodes to extract exclusive data from the network.

2.1.12. Physical Challenges

The sensor nodes have to be fabricated so that they are compact, rigid, and waterproof and should also be

able to withstand the pressure of water. Marine life is the next physical challenge that these sensor nodes

have to face. In reality, it is physically impossible to protect every one of the nodes in the network.

2.2. Applications of UASNs

This section presents an overview of the major applications that use UASNs.

2.2.1. Military Applications

The military applications of UWSNs can cover a wide range of requirements from monitoring to

reconnaissance. In 1982, the United Nations Convention On the Law of the Sea allowed countries to

exercise jurisdiction on territorial waters up to 200 nautical miles along the baseline. The naval force

guards the coastline against invaders, but the underwater regions in strategically important areas are

vulnerable. This vulnerability can be defeated with the help of UASNs. It will enable the militaries to

detect enemy divers, submarines, torpedoes, AUVs, and naval mines. The ability to get real-time data

will enhance strategic decision-making.

2.2.2. Oceanography

Oceanography is the study of physical and biological aspects of the ocean. Oceanographic studies and

researches will provide humans with the capability to understand the various phenomena that take placeComputational Intelligence and Neuroscience
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in the ocean and also be able to predict or artificially simulate similar conditions that will benefit human

society. Oceanography can provide efficient analysis if it can collect real-time data. UASNs can be

utilized to perform experiments to unravel the mysteries of the underwater world consistently, which will

indirectly help us to obtain solutions to various problems oceanographic problems.

2.2.3. Coral Conservation

Corals are one of the most beautiful living things on the planet. It takes millions of years to form barrier

reefs. The Great Barrier Reef in Australia is the most extensive collection of corals on the phase of the

Earth. However, it is dying due to coral bleaching due to the shift in climatic conditions throughout the

world. Coral reefs around the globe are on the verge of extinction, and nations are trying to change the

situation. Human interference has the likeliness to accelerate the degradation process, but data collection

is seemingly impossible without human interference. UASNs are a profound solution that can provide

real-time data to conservationists by limiting human interference.

2.2.4. Resource Tapping

The Earth has resources that are tucked away in the depth of the ocean. UASNs provide a way to get the

know-how of these varied resources. UASNs will enable us to find out the location, approximate quantity,

and dispersion pattern of resources present in the ocean bed. Petroleum and natural gases are an

inevitable part of our civilization, which are unfortunately limited. New potential sources can be located

for extraction using UASNs.

2.2.5. Fishing, Farming, and Recreation

The fishing industry will benefit from the use of UASNs as they will help locate groups of fish.

Underwater farming has been used to cultivate seaweed, lettuce, basil, etc., in countries like Japan and

Italy. Knowing the nature of the ocean is an integral part of taking out cruises for recreation purposes

deep into the ocean. UASNs can tell leisure seekers about the risks of a tsunami or hurricane before they

embark on a cruise.

2.2.6. Disaster Prevention/Prediction

The implementation of UASNs will enable us to detect in advance any underwater earthquakes and

volcanic eruptions, which will help us prevent or predict disasters. Many aircraft have gone missing over

these years in oceans, and no data about their disappearance was harnessed. One of such shocking

incidents is that of Malaysia Airlines 370. UASNs, provided it is implemented correctly, will enhance us

to chart the ocean, and it is possible to derive a pinpoint location of any possible crash site.

2.2.7. Climate Change

The rising sea levels and warmth have grabbed international attention. The polar ice caps are at the risk

of meltdown. Accurate screening and reports of the polar meltdown can be undertaken with the help of

UASNs, which will help researchers and environmentalists to find solutions to these baffling dilemmas.

3. Opportunistic Routing in UASNsComputational Intelligence and Neuroscience
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The uncertainty of the underwater environment poses many underlying threats to establishing efficient

communication strategies. The constraints on power and the constant movement of nodes due to tides

make opportunistic routing (OR) a viable solution. The opportunistic routing owns different modus

operandi. On receiving a data packet, the host node takes into consideration a set of eligible neighboring

nodes and prioritizes them based on various parameters. These parameters are different facets like the

node closest to the destination and least power draining. A suitable packet forwarder gets opted from the

candidate set based on priority and availability. Thus, in the case of unreliable underwater

communication, OR proves to be promising as it provides extended reliability, robustness, and QoS than

other legacy routing methods.

The principle of opportunistic routing idea was initially developed in ExOR [19] in 2005. The notable

advantage of this protocol is that this protocol exploits the multiplex communication opportunities in

which the broadcast character belonging to the wireless network develops. The fundamental working of

opportunistic routing can be implemented in this protocol, and the three main steps include the following:

Initially, the sender node can broadcast the message data. Secondly, upon receiving that data, one relay

node is selected as the best forwarder node. After that, the selected best relay node transports the message

transmission to the next best relay, and so on. The method is continued until the data reaches the target

position. Compared to traditional routing methods, the next-hop relay is selected only after it has received

the data, thereby reducing the number of data retransmissions.

The UASN’s operation using acoustic channels for communication has many downfalls as there is a

prevalence of solid attenuation, time-varying multipath, ambient noise, and modicum propagation speed.

All of these contribute to increased delay, error, limited bandwidth, high energy consumption,

communication cost, and at times temporary loss of connectivity among nodes of the network. The

profound influence of channel fading is crucial to confront as it can directly impact declining routing

performance. The scope of application of OR is of paramount importance because it has significantly low

retransmission rates, in turn reducing the power consumption. Assured packet delivery facilitation by

opportunistic routing ensures no wastage of network resources. It also reduces the chance of system

collapse and diminishes retransmission costs. Additionally, opportunistic routing is a versatile choice as it

applies to a variety of networks.

Opportunistic routing facilitates a dynamic and instant multiple-path routing technique through

opportunistic relay selection, unlike the traditional routing method. Instead of a single precomputed relay,

opportunistic routing initially broadcasts a data message to a set of forwarder relay nodes. Fundamentally,

these forwarders are organized according to a particular unit. The idea of this method is to select the best

forwarder relay among all the nodes. This selected relay manages the process of forwarding the packets.

These steps are recursively executed until the packet is transmitted to the target destination. The

rudimentary opportunistic routing mechanism consists of the following four steps:

Each node in opportunistic routing broadcasts a data packet to various adjacent hops periodically. Hence,

if communication to one neighbor crashes, another nearby node that has received the data packet can

transmit it. OR defines a group of various next hops as the best forwarder relay collection and indicates it

as a forwarder relay set (FRS). When a message gets transmitted to FRS, numerous forwarders can obtain

a similar message packet. We can avoid duplicate transmission by selecting a single candidate as the best

relay. Each node in the FRS is allocated a priority that is calculated based on a predefined variable.

Suppose the node with the most significant priority present in the FRS favorably acquires the message, it

(i)

(ii)

(iii)

(iv)

Forwarder relay set choosing

Broadcasting of data to forwarder nodes

Coordination scheme is used for best relay selection

Forwarding of data by the best relay
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transmits that to the target. Otherwise, the node that has the next most significant priority transmits the

data packet, and so forth. The leftover candidates will discard this data packet. The FRS selection is

divided into three main components as follows: (a) forwarder relay discovery, (b) prioritization variable

calculation, and (c) forwarder relays selection, prioritization, and filtering.

To find out the neighbor node, periodic or nonperiodic packets are broadcasted. This neighbor node

depends on the link quality, which is changeable as well as dynamic. Hence, this phase is given the

charge of computing the stability and quality of the links to reach the neighborhood. Based on these

values, a group of nodes is determined. Initially, every node located in the vicinity of the sender node is

added to the FRS. Then, the forwarders are taken and sorted based on the chosen variable. After an FRS

is elected, priorities are given to forwarder relays based on a specific value. So, the variable selection

affects the network throughput significantly. The priority variable election depends on the routing

application needs and targets. For some applications, such as emergency recovery, the position data is

essential. Consequently, the relay nodes must know their location, and routing can be executed by

selecting the relay that is locationally nearest to the target node. Controlling the number of forwarder

relays can reduce the overhead and duplicate data transmissions. Moreover, since the size of FRS grows,

the number of forwarders who cannot listen to one another also increases. This leads to duplicate packet

transmissions. Hence, it is suitable to avoid some forwarder candidates from the FRS. This approach is

termed candidate filtering or forwarder. The conventionally used filtering method avoids the forwarders,

which are not suited instead of the source. But somehow, this policy cannot guarantee efficient network

performance. Another method of FRS creation is discussed in some previous works. The technique is

based on implementing an algorithm that can optimize correctly and compute the optimal forwarder

relays set for every node, such as forwarder relay sets that are created by Dijkstra’s algorithm. However,

these methods do not solve the issues of duplicate data transmission.

The optimal relay selection that uses a coordination scheme is used for the coordination of packet

forwarding operation between next near nodes. This scheme is responsible for selecting the most suitable

forwarder relay to push forward the data packet. Coordination methods need signaling between

forwarders. The basic coordination schemes are generally classified into a timer-based, contention-based

method, and token-based coordination scheme. In a contention-based method, the main principle is that

forwarder relays contend to transmit the data packet with the help of control messages. For example, if a

sender node transmits a forward request, its near hop nodes have to compete with themselves to come to a

consensus on the forwarding of the data packets. In the timer coordination method, the forwarder relays

are supposed to be ranked according to a specific priority value. This rank is commonly added with the

message header, which is consistent with the hierarchy in which potential forwarders are permitted to

respond. Thus, the largest priority node is allowed to respond to the first slot. The next priority node

responds to the upcoming time slot, etc. However, this method is straightforward and easy to carry out,

timer-based coordination that incurs some delay, affecting network performance. Another method is the

token-based coordination scheme, in which the transferring of data packets is only possible through a

token holder. In this scheme, the duplicate message transmission is completely prevented, but it faces

increased overhead control. A forwarder (relay) node contains the overhead data packets that are being

sent when a token arrives. Tokens travel with connected forwarders because more miniature priority

forwarder relays can listen to large priority nodes. If no token arrives, the candidates may be moved into

an idle state, slowing down the network.

4. Location-Based Opportunistic Routing Protocols in UWSNs
All routing protocols for UAWNs can be classified as location-based protocols and location-free

protocols. The location-based protocols instruments data contained within sensor nodes that are mainly

two/three-dimensional position coordinates. At the same time, the location-free protocols/depth-based

protocols depend on the information related to pressure on sensor nodes. The focus of this study lies in

location-based protocols as they provide better performance than location-free protocols. Vector-based
Computational Intelligence and Neuroscience
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forwarding (VBF) [21] was one of the earliest protocols proposed in this category. This protocol can

fabricate some virtual vector pipe that exists between the source and the destination. Only the nodes in

the vicinity of the “vector” right through the source and destination will have the ability to do message

forwarding. Hence, routing involves only a tiny group of nodes.

Similarly, numerous location-based protocols were proposed for UASNs. Some of the protocols focused

on improving energy efficiency, while others focused on improving QoS parameters like delay and

delivery ratio. Recently, many hybrid protocols also have been proposed which consider both energy

efficiency and QoS. This section presents a comprehensive discussion on all the latest location-based

protocols proposed for UASNs.

VBF makes use of the node location information to make the routing decisions. The knowledge of the

position of nodes encourages it to be faster, reliable, and scalable. With the protocol, a virtualized pipe is

created from source to destination, and those nodes in the pipe possess a higher probability of becoming

the forwarder nodes, while the nodes outside are disregarded. Sink-initiated query and source-initiated

query are the two main ways in which VBF addresses routes to different queries. Conceptually, all nodes

inside the virtual pipe have the eligibility to forward the packets, but due to limitations like energy,

mobility, and propagation delay of acoustic waves, a self-adaptation algorithm was suggested. Another

protocol, directional flooding-based routing (DFR) [22] defines a forwarding method formulated by the

angle among the center and intermediate nodes. The nodes are responsible for forwarding the data

packets through a flooding method. It also considers the quality of the link between the sender and the

destination node. A significant concern with this protocol is redundant data transmission and increased

energy consumption. The information-carrying routing protocol (ICRP) [23] is an influential

conservative, continuous, and versatile directing protocol. The sender hub checks the current location to

the final destination when it owns the data to be sent. If there is no current course or path, it starts a path

development process by communicating with the information packet, conveying the route disclosure

message. Every node present on the network communicates to maintain the reverse route with the

information path.

Hop-by-hop vector-based forwarding (HH-VBF) [24] is another variation of VBF where each forwarder

resorts to a different routing vector. HH-VBF rudimentarily is just a version of the vector-based

forwarding protocol. HH-VBF is a viable option compared to VBF as it can work well with sparse

networks and is not liable to the routing pipe radius threshold. However, there is an increase in the

computational delay, which in turn degrades the network performance. Reliable and energy balanced

routing (REBAR) protocol [25] is a routing protocol that is energy efficient that helps in varying the

broadcast domain. REBAR has good reliability and increased lifespan of the network. To balance the

energy consumption in the network, a flexible scheme is developed to establish the data propagation

range. Here, the nodes near the destination have a modicum radius. However, the increased node

movements may expend an excessive amount of energy, resulting in degradation of performance. Vector-

based void avoidance (VBVA) [26] protocol is simply an extension of the VBF protocol and focuses on

addressing the void problem and energy efficiency in UASNs. The protocol works similarly to VBF when

there is no void but uses a revised strategy when voids appear in the network. This helps the protocol to

maintain better energy efficiency even with voids in the network.

The energy-efficient and collision aware (EECA) [27] multiple-path routing methods are founded on

computing two different collision-free paths using restricted-energy modified flooding. It is one of the

earliest protocols that gave equal importance to the betterment of QoS and energy efficiency in the

network. Here, multipath power-control transmission (MPT) allows packet data transfer within limited

end-to-end data error value and reduced power of transmission. The reliable energy-efficient routing

protocol [28] functions on the foundation of link quality, physical data distance, and energy available in

the UASN. These three values are calculated and shared with all nodes in the network. The protocol uses

a local flooding mechanism with an adaptive selection and gives good reliability and energy efficiency

performance.Computational Intelligence and Neuroscience
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Location-aware routing protocol (LARP) [29], the GPS is used to identify the exact area of the sink

nodes. The sink nodes then broadcast the location information in the network. At the least three sink

nodes are used for reference, other nodes in the network calculate their position. The sender can locate

the next hop by broadcasting two things as follows: (1) location of the destination node and (2) moving

direction of the packet. Packets are forwarded if the receiving node discovers that it is moving in a similar

direction. The quality-of-service aware directional flooding-based routing (QoSDFR) [30] extends the

DFR protocol. In this routing strategy, the sink node is responsible for sending feedback to various other

nodes in the network about the channel condition, and based on the feedback, the optimal forwarder is

selected. Protocol results in high throughput because of the limited energy consumption and varying

channel conditions.

Scalable and efficient data gathering (SEDG) [31] protocol tries to increase the delivery ratio of the

packet and also saves the modicum energy by feasible assignment of the member nodes and gateway node

(GN). Here, an autonomous underwater vehicle (AUV) goes through the network area with a

precomputed elliptical route and collects data from the gateway node (GN). AUV-aided efficient data

gathering (AEDG) routing protocol [32] employs an AUV to gather information from gateways or

intermediate nodes and use the shortest path tree (SPT) algorithm to balance the energy consumption.

Besides that, AEGD designs a model that improves the result and saves energy by reducing the node

members. Furthermore, the nodes live for an extended time to transfer data, thereby increasing delivery

chances. The delay-aware energy-efficient routing protocol (DEEP) [33] is a delay-aware routing protocol

dependent on collision rate and energy. DEEP makes use of an adaptable node aimed to minimize the

collision rate. All the intermediate nodes are elected by virtue of delivery ratio and link quality. In the

channel aware routing protocol (CARP) [34], the next-hop transmitter node is elected due to its distance

from the previous intermediate node and available energy. Here, every intermediate node is familiar with

its neighborhood between the destination node and the next hop. Sender then broadcasts a PING message

to the network to compute the next forwarder. Considering a case where the hop value of a sink is lower

than the sender node, it replies a PONG data. CARP uses an efficient relay selection method, which

doubles the packet delivery ratio.

The novel efficiency forwarding protocol (NEFP) [35] is a proactive anycast routing protocol proposed

for UWSNs. It promotes three different approaches. One defines a routing method that avoids

unnecessary forwarding of packets where the collision dilemma is averted using a timer. Moreover,

finally, the design uses Markov chains to calculate the probability of forwarding the data packets that

encourages adaptability to constantly changing network topology. Nevertheless, the performance of the

suggested protocol is decreased in the sparse region and as a result, reduces the number of forwards in the

phases. Geographic and opportunistic routing protocol with depth adjustment (GEDAR) [36] is a geo-

opportunistic routing protocol proposed for a minute-monitoring task. It utilizes a greedy forwarding

method to advance the message towards the next hop. The source node chooses the best candidate from

the forwarding set. The opportunistic routing in GEDAR reduces the number of retransmissions. GEDAR

uses a recovery mode that helps to avoid the void areas. If a node is present in the void area, it will adjust

its depth to overcome the void, and new messages will be queued. The greedy strategy will reschedule the

node later. Markov model-based routing (MMVR) [37] selects its route from the lower surface to the top

level based on changing data traffic. The routes are stable and adaptable, with fewer hops from the sender

node and destination. In a localization-based dynamic routing protocol (LBDR) [38], the network is split

into smaller layers, and a virtual routing vector is made within the sub-layers. Nodes will move in and out

of the virtual vector based on the water current, resulting in high throughput. Void handling geo-

opportunistic routing (VHGOR) [39] protocol focuses more on efficiently handling the communication

holes in the network. Here, a quick hull algorithm is used to avoid a convex hull. When the node or hub

reaches a convex region, rebuilding the convex void helps check an alternate and different way to resume

the greedy transmission. VHGOR improves the network performance in networks with voids compared to

other routing protocols.

Computational Intelligence and Neuroscience
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Geographic and opportunistic routing (GOR) [40] protocol shows efficient multi-hop data transmission in

UWSNs with an upgraded strategy compared to previous protocols. Sometimes, this method gives room

for the formation of the void region, and GOR tackles this issue using some void-handling algorithms.

The framework considers network density, traffic load, and energy control features to bypass the empty

region. The range-based low overhead localization technique (LOTUS) [41] significantly improves on

earlier versions of the localization protocols. The protocol can estimate locations based on only two

references, enabling this technique to work in networks with fewer nodes. The geographical duplicate

reduction flooding (GDflood) [42] considers the location data regarding sensor nodes and joins it with

network coding. Energy-efficient grid routing based on 3D cubes (EGRCs) [43] employs a 3D cube

network that is subdivided into small cubic clusters. The cluster head is determined based on the

remaining energy and position of the intermediate node. All the cluster heads then compute their

intermediate node based upon the delay and location. EGRCs reduce energy consumption and end-to-end

delay and increase the network performance.

Mobile energy-efficient square routing (MEES) [44] is a routing protocol focusing on energy efficiency in

underwater sensor networks. The method uses a division of the network field into dense and sparse

regions. A major advantage of this method is that, the mobile sink shifts in a clockwise direction that

ensures the highest coverage of nodes in the network which will, in turn, result in high throughput and

energy consumption. Topology control vector-based forwarding (TC-VBF) [45] is a revamped version of

VBF, which tries to address the limitation of VBF in light conditions. Another protocol energy-efficient

multipath grid-based geographic routing protocol (EMGGR) [46] fragments the network into 3D grids.

The routing is executed in a grid-by-grid fashion with the help of gateway nodes. Disjoint paths result in

high energy efficiency and a good packet delivery ratio. Balanced multiobjective optimized opportunistic

routing (BMOOR) protocol [47] uses a strategy where the data from the lower surface takes the best

route through the intermediate nodes to the top-level sink. Here, the nodes are located as per dynamic

assessment with regards to optimal energy forwarders. The BMOOR protocol needs no spatial data,

which is costly in UWSN. The protocol is developed using a generation-based bio-inspired, meta-

heuristic algorithm. This helps in delay depreciation and maximization of delivery ratio, and thereby the

network lifetime is enhanced. Another proposed protocol for UWSN is energy-efficient interference aware

routing (EEIAR) [48] that opts for the best forwarder following the shortest distance. The shortest

distance determination decreases the propagation delay. The power control-based sharp directing routing

(PCR) [49] selects the most optimal transmission power level available at each submerged sensor node,

which helps improve the packet delivery conveyance at each round. Also, it condemns the usage of high-

power transmission and the uncontrolled consideration of neighboring hubs in the following hop

candidate set, which would end up being the root cause for building the energy utilization on the network.

The simulation outcomes depict that PCR diminishes the energy expenditure by adjusting the

transmission power and electing the best candidates. The stateless opportunistic routing protocol (SORP)

[50]uses a novel method to employ a variable forwarding area that can be reshaped and replaced

according to the regional density and placement of the potential forwarding nodes to improve the energy

and reliability. The protocol gives good performance compared to the previous protocols. Glider-assisted

link disruption restoration mechanism (GALDRM) [51] uses a link disordering recognition with a related

link rebuilding method. In the connection acknowledgment system, the group nodes gather the link data.

The cluster heads gather the disruption data in link disruption and then schedules gliders as relay nodes to

revive the link. Utility capacity is built up by limiting the channel. A multiplier technique illuminates the

ideal area of a lightweight flyer. The simulation outputs exhibit a glider-assisted reconditioning procedure

that helps to reduce energy consumption. The energy-aware void-avoidable routing protocol (EAVARP)

[52] expands the network lifetime and packet delivery rate in underwater sensor networks. EAVARP

includes layering and data collection phase with the help of directional forwarding strategy and uses

residual energy and data transmission to avoid cyclic transmission and flooding. Fuzzy logic-based VBF

protocol (FVBF) [53] improves VBF protocol. It focuses more on the selection of a single forwarder node

in VBF. FVBF is the fuzzy logic-based VBF protocol. The best forwarding node is chosen according to

the angle of projection distance and the battery level. The smallest distance shows that the node is in theComputational Intelligence and Neuroscience
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vicinity of the target node. The projection angle allows it to be selected onto the virtual routing vector

pipe. The best advantage of this protocol is that it achieves better energy and throughput. However, nodes

in the selected vector terminate on dealing with a high load of the message, which is similar to the

conditions in VBF.

Mobility-assisted geo-opportunistic routing (MSAGOR) [54] protocol is mainly based on interference

avoidance. Here, the network region is fragmented into compact cubes to diminish the interference,

which helps to make additional well-informed routing strategies for better energy utilization. Moreover,

an optimal number of transmitting nodes are selected from each cube based on its distance to the

destination. This proximity will help to avoid void nodes. The extensive simulation results reveal that this

protocol will maximize the delivery ratio and network lifetime. Totally, opportunistic routing algorithm

(TORA) [55] is an anycast, geographic opportunistic routing protocol proposed for UWSN. The protocol

is implemented to avert parallel transmission, bring down end-to-end delay in the network, tame the

dilemma of void regions, and enhance network throughput. TORA uses time on arrival and its range-

based equation to localize nodes. The energy-aware opportunistic routing (EnOR) [56] is an energy-aware

opportunistic routing (EnOR) protocol that can adjust the priority level of forwarding between candidate

nodes. This leads to steady energy utilization and increased network lifetime. By using the residual

energy, link reliability, packet advancement ratio, and EnOR change the priority of transmission level.

Adaptive hop-by-hop cone vector-based forwarding protocol [57] tries to improve the reliability of data

transmissions in the sparse sensor regions by making some modifications to the base angle of the cone as

per the network structure. These protocols improve the network performance by reducing the number of

duplicate packets and also enable a better selection of the potential forwarder node.

Authors in reference [58] discuss implementing a modified strategy for depth-based routing that can

transfer the data reliably to the surface sonobuoy. The technique mainly uses the 2-hop neighbor

technique and tries to improve the delivery ratio of packets in the network. Authors in reference [59]

proposed a technique combining the ant colony optimization algorithm, artificial fish swarm algorithm,

and dynamic coded cooperation to improve efficiency by reducing energy consumption. Improving the

flexibility of the protocol with the network was one of the major tasks of the proposed algorithm, along

with finding the most optimal route. In reference [60], authors presented a Q-learning-based multi-hop

cooperative routing protocol for underwater networks. Using this algorithm, the nodes with maximum Q-

value were selected as the next forwarders in the network to transfer data from the source to the

destination. A coding-aware strategy was proposed for efficient routing in networks with the sparse

deployment of nodes [61]. The topological information was used to expand the candidate set using the

protocol. An interesting approach that utilizes AUVs to carry sensor nodes to repair the routing voids

when foreseeing the occurrence of voids was proposed in reference [62]. The protocol initially predicted

the location for repair and then directed the AUVs to the particular location to carry out the repair

process. Most of the proposed protocols are complex and incur high overhead, which degrades the

performance of the network. Although many of the current protocols improve the data delivery ratio

significantly, it comes at the cost of increased energy consumption. It is vital to develop a simple to

implement a protocol that can take care of energy efficiency in the network while ensuring reduced delay

in the network.

5. Energy-Efficient Location-Based Opportunistic Routing Protocol
(EELORP)
In this section, we present the discussion on the proposed energy-efficient location-based opportunistic

routing protocol (EELORP) that is designed to provide better energy efficiency and data delivery with

minimum delay.

5.1. Theoretical AnalysisComputational Intelligence and Neuroscience
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Initially, we try to provide a theoretical analysis to the proposed protocol. The focus is mainly on the

delay of transmissions that can be reduced further to enhance the performance of the system. In the

underwater network, a delay occurs within two different links, the wireless sensor to the wireless

controller and wireless controller to the actuators. The delays are denoted by  and .

Assuming the controller to be time invariant, the delays due to two sources are combined together to get

total wireless sensor network delay as follows:

The computation delay of the controller can also be included in the total wireless sensor network delay.

As the assumption in the wireless controller is time invariant, the decision of controller d  is

independent of the time it receives the sample S ( . So, the total wireless sensor network delay is only

important for us. The analysis of UWSN stability is carried out by assuming two different scenarios as

follows: (a) the continuous UWSN network delay system is considered by determining UWSN stability

with constant network delay and (b) the discrete UWSN network delay system is considered by

determining UWSN stability with time-varying networking delay.

For a continuous UWSN network-delayed system, the UWSN having total network delay as  at the

time t = ɤb is considered. The assumption is extended by making T  < b for all values of “ɤ” belonging

to “S” with ɤ  s. The system is modeled mathematically as follows:

where “t” belongs to . Also with P, Q, R, and S as known matrices, we have the following

relation:

d (t) is the received signal with no delay and  is the received signal with delay. In the case of d

(t), that is, received signal with no delay   =   for .

Proposition 1. The UWSN with the delay mentioned above validates the below-mentioned difference

equations. The derived equation is as follows:

For , we obtain the following equation:

Now, we have the following equation:

If the delay t  > 0, then the above equation is rewritten as follows:

(t)

wt

0

Computational Intelligence and Neuroscience

https://www.hindawi.com/journals/cin
https://www.hindawi.com/journals/cin
https://www.hindawi.com/


7/27/23, 3:38 PM Towards Energy-Efficient and Delay-Optimized Opportunistic Routing in Underwater Acoustic Sensor Networks for IoUT Platf…

https://www.hindawi.com/journals/cin/2022/7061617/ 16/30

For for t > t , we have the following equation:

where  and. .

0
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Applying equation (7) to (4), we obtain the following equation:
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In other scenarios, multiple copies of the signal are transmitted in the time interval and they take different

routes while travelling corresponding to the direct path and scattered path. The spread in the delay

indicated as  of 1 to 3 ....  is the delay profile. Taking the Fourier transform, we obtain 

. The coherence bandwidth at which the delay profile response is almost flat, if the

signal bandwidth  is less than coherence of .

Figure 2 shows the signal for  or . So, the sound signal interferes each other

significantly and so on as delay spread increases to  and , which implies to

 obtained as the interference. The T  is stable and R  is moving towards T , indicating the

change in the frequency of sound varying due to relative motion between the T  and R

Figure 2  

Physical layer-related losses and interference.

5.2. Simulation Results

In this section, we discuss the performance comparison of the proposed EELORP protocol by conducting

simulations in Aqua-Sim [63–66]. Aqua-Sim is an extended version of NS-2 and offers easy

implementation of underwater network scenarios. The parameters used for setting up the network are

given in Table 2.

x x x

x x.

 

Simulation specifications.

Table 2
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Using the simulations, we measure the energy consumption in nodes and the delay that occurred in the

transmission of data in the UWSN. We also compare the results obtained by our proposed work with

vector-based forwarding (VBF). Figure 3 shows the energy consumption by nodes in the network. From

the results obtained, we can see that the nodes consume less energy using the proposed EELORP

protocol compared to VBF protocol. Initially, the nodes have the same level of energy consumption with

both the protocols, but as the number of nodes increases, the energy consumption using VBF becomes

more compared to the proposed scheme. This signifies the better energy efficiency offered by the

proposed protocol.

Figure 3  

Normalized energy consumption versus the number of nodes.

Figure 4 shows the delay incurred in transmission of the data packets using the protocols in the UWSN.

From the results, we can see that using the proposed method EELORP and VBF, the delay incurred

remains almost similar when the number of nodes is less. But as the number of nodes increases, the

EELORP has less delay compared to VBF in the network. Thus, our results show that the proposed

protocol can be used efficiently for numerous possibilities in underwater acoustic sensor networks with

reduced delay.
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Figure 4  

Delay versus number of nodes.

6. Future Research Directions

6.1. Energy Efficiency

This has emerged as one of the major research areas for opportunistic routing protocols in underwater

acoustic sensor networks. With restrictions and various limitations in recharging the sensor nodes, it is

very important for any routing protocol to minimize the energy usage in the nodes while ensuring that the

data gets delivered to the destination. Numerous protocols have tried to improve the energy efficiency in

the network, but as UASN has an unpredictable nature, we should for further improvement in this

research direction.

6.2. Channel Utilization

The unique features of UASNs like high propagation delay, constant mobility of sensor nodes, high error

rate, and interference lead to a major challenge in ensuring the efficient utilization of the channel. Most of

the existing protocols have various limitations in channel utilization and this area would be a major area

of focus.

6.3. Communication Holes

Dealing with communication holes is a major challenge in UASNs, especially in networks with sparse

deployment. Frequent movement of the sensor nodes due to currents and other reasons and failure of

sensor nodes due to energy drainage or damage create void areas in the network. Thus, nodes will be

unable to find suitable neighbor nodes to forward the data packet to the destination.

6.4. Security

Security of the data transmitted has become one of the major requirements of the applications deploying

UASNs. It is therefore vital for all the routing protocols to include a security mechanism that can secure

the data from any attackers.

6.5. Reliable Delivery

Reliable delivery of data packet at the destination is a major challenge in UASNs with a dynamic

environment. Due to multiple reasons like damage of nodes, lack of energy, voids, etc., the data packet

might get lost in the network. It is very important for any protocol to have strategies to manage any data

loss and to make sure that the data reaches the destination, also keeping the number of retransmissions to

a minimum to save the energy of nodes.
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This study presented a systematic survey on the location-based opportunistic routing protocols in

underwater acoustic sensor networks. The study initially discussed the working of underwater sensor

networks, the challenges and issues, the latest applications using UASNs, and the working of

opportunistic routing in underwater acoustic sensor networks. A detailed discussion on all recently

proposed location-based opportunistic routing protocols was presented with a focus on their design and

working. A discussion on the design and working of an easy-to-implement energy-efficient location-

based opportunistic routing protocol (EELORP) that can be used efficiently for numerous possibilities in

underwater acoustic sensor networks with reduced delay was presented. A discussion on results obtained

with simulations was then presented along with comparisons with existing protocols. Finally, a brief

discussion on the future research directions was presented.
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Enhancing the Performance of Flow Classification
in SDN-Based Intelligent Vehicular Networks

Mahdi Abbasi , Hajar Rezaei, Varun G. Menon , Senior Member, IEEE,

Lianyong Qi , Member, IEEE, and Mohammad R. Khosravi

Abstract— Intelligent vehicular networks converged with
software-defined networking provides several flow-based surveil-
lance services to mobile applications on vehicular nodes. But,
as the scale of such networks grows exponentially, a substantial
delay in processing tremendous flows emerges. The delay can be
reduced by accelerating the packet classification methods, which
are nowadays exploited in software-defined vehicular networks.
Fast packet classification lets firewalls to inspect each incoming
packet at wire speed. One of the well-known packet classification
methods is the KD-tree algorithm. This paper presents an
enhanced version of this algorithm that uses the geometric space
to display different fields and increases search speed by recursive
decomposition of the search space. Also, the enhanced KD-tree
is integrated with a leaf-pushing technique, which enhances
the performance of KD-tree search during classification. The
proposed algorithm is implemented using a bloom filter data
structure and a hash table. Experimental results show that
the proposed leaf-pushed KD-tree algorithm improves packet
classification speed up to 24 times in comparison with the
conventional KD-tree. Moreover, the proposed algorithm can
significantly reduce the classification time in comparison with
state-of-the-art tree-based algorithms.

Index Terms— Intelligent vehicular network, flow classification,
KD-tree algorithm, leaf-pushing, performance, software-defined-
networking (SDN).

I. INTRODUCTION

INTELLIGENT Vehicular Network (IVN) is one of the
world-evolving technologies that help enhance road safety

and efficient traffic control in smart cities [1]. This technology
uses various communication technologies to provide organized
routes to high mobility vehicular nodes [2], [3]. Although
recently exploited high-speed communication technologies can
provide dependable and universal mobile coverage [4], several
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prominent features of novel deployments of IVN lead new
challenges, such as unbalanced traffic flow in a multi-path
topology and inefficient network utilization [5]–[7]. Thus,
flexible and programmable architectures like software-defined-
networking (SDN) have been recently proposed as a key
solution for IVNs. The network programmability feature of the
SDN, when added to IVN lets external applications to simply
reconfigure the equipment and wireless devices [8]. That is,
the SDN provides considerable flexibility in evolving vehicular
network infrastructure [9], [10]. For this purpose, flow classi-
fication rules are configured and assigned to switches dynami-
cally according to the network conditions and the requirements
for applications on IVN [11]. Flow classification enables an
SDN controller to provide several on-demand IVN surveil-
lance services. Each SDN controller manages a dynamic set of
packet classification rules, each of which corresponds to a data
stream to/from a specific vehicular node [11], [12]. An essen-
tial prerequisite for classifying data into specific flows is the
packet classification [13]–[17]. Packet classification refers to
the process of classifying network packets into flows in routers
and switches. Various methods have been so far developed for
this purpose which are different in terms of classification time
and memory usage. The methods are either software-based or
hardware-based. Major hardware-based methods make use of
Field-Programmable Gate Array (FPGA) and Ternary Content-
Addressable Memory(TCAM) [18]. In general, although
hardware-based classifiers achieve high speeds and throughput
rates up to 100 MPPS (million packets per second), they
cannot be easily developed and customized due to the limited
resources on the chip [19], [20]. Moreover, these systems carry
high costs and have a low efficiency-to-cost ratio. This is why
software-based methods have become the focus of attention in
recent years [19]–[24].

In spite of their extensibility, software-based classifiers do
not function efficiently in networks with high bandwidth due to
the low speed of the serial processing of instructions in CPUs.
The challenge of accelerating the software-based classifiers
of IP packets, therefore, has resulted in considerable research
with the aim of developing methods to increase the speed of
classification algorithms. In this study, we seek to use the leaf
pushing technique to enhance the performance of KD-trees.
The KD-tree is a decision-tree packet classification algorithm.
Decision tree-based algorithms are considered as an important
class of software-based classification methods. In this type of
classification, the rule sets are stored in the search tree based
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on binary patterns in the rule fields. Hence, to find the rule
that best matches the incoming packet, the tree is traversed
based on the binary content of the fields in question [25].
Various tree-based algorithms such as AQT [26], HiCuts [27],
and Hyper-Cuts [28] have been so far developed. These
algorithms first, seek to obtain efficient search methods by
using the geometric representation of rules, and then construct
the corresponding decision tree.

As the main contribution, we propose a classification
method that makes use of leaf-pushing to allocate search
space in a KD-tree. In this method, the nodes in each path
that contain rules are reduced to one leaf node. The rules
to be compared with each packet are confined to the rules
stored in the leaf node and the process of searching the tree
is completely separated from the process of rule comparison.
As a result of optimizing the KD-tree and using leaf pushing
technique, both memory usage and access to off-chip memory
are reduced.

The paper is organized as follows. Section II reviews the
related literature. Next, the proposed method is described in
Section III and evaluated in Section IV. The final section
concludes the discussion and shows the direction of further
research.

II. RELATED WORK

In this section, the Area-based Quad Tree (AQT) algorithm
and the other relevant methods are briefly explained. Next, the
key idea behind leaf-pushing is fully explained.

A. Area-Based Quad Tree

In this algorithm, each packet is represented as a point in
the geometric space. Space decomposition algorithms provide
a search technique that uses a tree or tree-like structure to find
a rule that covers the packet. An area-based quad tree (AQT)
has a search area that consists of the source prefix address on
the X axis and the destination prefix address on the Y axis.
Each rule is represented as a square formed by the source and
destination prefix addresses [26].

B. Other Algorithms

Linear search compares the rules sequentially with the
incoming packet and has a low performance in terms of
time. Characteristic of space decomposition algorithms is their
geometric approach. In fact, the space of the classification
problem is represented as a d-dimensional geometric space
in which separators are shown as rectangles. While the rules
are stored only once in AQT, other space decomposition
algorithms allow their repetition to increase the efficiency of
packet classification. Hierarchical Intelligent Cutting algorithm
(HiCuts), for example, produces a decision tree by recursive
decomposition of the search space. On each node of the tree,
one decision is applied to decompose the current search space
into several subsets so that each subset would specify a child.
Each internal node keeps the information about the divisions
performed in the node including the field used in the cutting,
the number of cuttings, and the pointers to its children. Each
leaf node keeps the rules relating to the space covered by

the node. In grid-of-tries structure, pointers are used instead
of rule repetition to relate the nodes. This contributes to the
reduction of memory usage. This method does not require
recursive traversals; rather, it only traces the pointers back
to the node. The algorithm’s update time is so long that it is
better to recreate the data structure from scratch for addition
or omission of a rule. Therefore, this algorithm is appropriate
for static packet classifiers in two dimensions, but it cannot
be easily extended to multidimensional modes. An algorithm
that is suitable for multidimensional modes is Cross-product.
In this algorithm, for any given packet P, the best match for
each header field is found and all of the results are finally
combined to find the best match [27].

Another algorithm is Recursive Flow Classification. This
algorithm works by mapping the packet header information
onto a smaller number of bits in several phases according
to the features of actual classifiers. It is suitable for large
numbers of fields and provides a relatively high speed of
access, but it has low scalability because it changes the
structure of classification fields by adding a new field and
requires hardware implementation which is usually difficult to
modify [27].

C. Leaf Pushing

A leaf-pushed tree pushes all the prefixes in the internal
nodes downward into the leaves, thus storing prefixes only in
its leaves [29], [30].

None of the algorithms so far proposed have been able to
compromise between classification time and memory usage.
In other words, each of these algorithms is optimal either in
terms of classification time or in terms of the memory used by
its data structure. Therefore, we need a classification algorithm
that would be efficient concerning both criteria. With this aim,
the next section proposes such a method by making use of the
best features of previous algorithms.

III. THE PROPOSED METHOD

In this section, first, we explain the basic KD-tree algorithm
and its related data structure using a sample ruleset. Next,
we explain how our proposed method applies the leaf-pushing
technique on the sample KD-tree. Finally, a bloom-filter based
implementation of the leaf-pushed KD-tree is completely
explained.

A. KD-Tree Structure

In this algorithm each packet is represented as a point in
the geometric space. Space decomposition algorithms provide
a search technique that uses a tree structure to find a rule that
covers the packet. In a tree structure, all children of a node
share an identical prefix that is inherited from the parent node.
For example, the children of a parent node that begins with
“0” will begin with “0”.

Fig. 1 shows an example of a space decomposed by the two
fields F1 and F2 which represent the source and destination
prefix addresses from Table I, respectively. The wild card state,
represented by ∗, means that the rest of the bits can be 0 or 1.
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TABLE I

EXAMPLE OF A RULE SET [30]

Fig. 1. The rules from Table I as represented in the geometric decomposition
space of the KD-tree.

The space covered by a prefix on one axis is inversely related
to the prefix length; that is, a shorter prefix covers a larger
space. The length of the wild card state, for example, is always
0 and covers all the input spaces on the axis.

The partitioning of the geometric space is as following.
The search space is recursively decomposed into two equal
partitions based on F1 and F2. At the first level, this is done
through F1 which is the first dimension and, at the second
level, this is done through F2 which is the second dimension.
Thus, if one of the corners of the square space of a rule crosses
the boundary of its partition, the rule is considered as part of
the Crossing Filter Set (CFS) of that partition.

A KD-tree makes combines recursive decomposition and
tree-like structure. In fact, it provides two-dimensional packet
classification for binary trees with the aim of searching an IP
address.

As shown in Fig. 2, a KD-tree is built by the source and
destination prefix address of a rule. Each level of the tree in
the search space is divided into two parts based on one of the
prefixes.

We begin by the root node which covers the entire search
space. Partitioning at this level is based on the source prefix

Fig. 2. The binary KD-tree of the geometric space represented in Fig. 1.

code. In this way, all the rules with a source prefix code of 0
(in the left-hand partition of the geometric space) are inserted
on the left side of the root and the rules with a source prefix
code of 1 (in the right-hand partition of the geometric space)
are inserted on the right side. At the next level, partitioning
is done on the basis of the destination prefix address. This
will continue until every rule has been placed in a node. The
inserted into the CFS of a partition have identical prefixes
which are derived from the shortest prefix of each rule. They
are inserted into a node where the area and path correspond
to the sum of the lengths of source and destination prefix
addresses and the value of the source and destination prefix
codes, respectively. In this method, the rules are stored once
without any repetition.

Note that the shortest length of two prefixes determines the
area in which the rule is stored. In other words, the KD-tree
does not exactly represent the decomposed space. This will
increase the number of nodes on each path from the root to a
leaf and decrease the efficiency of search. The reason is that
the code used in the generation of a KD-tree is produced based
on the length of the shortest prefix field of the rule and the
rest of the length of longer fields is not used.

B. Leaf-Pushed KD-Tree

A leaf-pushed tree pushes all the prefixes in the internal
nodes downward into the leaves. Therefore, prefixes are only
stored in the leaves Fig. 3 represents the implementation of the
leaf-pushing on the tree of Fig. 2. The prefixes in a leaf-pushed
tree are joined, which optimizes the IP address search. Each
leaf node in the leaf-pushed tree corresponds to the joined
range of coverage and stores the prefixes which the range
covers. The leaf-pushing technique used here differs from that
utilized in IP address search problems. In IP address search
where the longest prefix matching is at stake, only the longest
prefixes are pushed into the leaves while here we push all
prefixes that cover the same range into the leaves with the
aim of solving packet classification problems.
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Fig. 3. The leaf-pushed tree of the geometric space represented in Fig. 1.

Fig. 4. Comparison of the architecture of conventional KD-tree and
leaf-pushing tree.

In what follows, we seek to turn a KD-tree into a leaf-
pushed tree. The leaf-pushed tree is created as following. In the
example in Fig. 2, the rules stored in the internal nodes include
R4, R5, R6, and R7. Let us examine the leaf-pushing process
for R4 (1∗, 10∗). This rule is in the first dimension. Since
there is no other prefix in this dimension, the rule can cover
both the left and the right child. Therefore, if we extend the
prefix address of the first dimension, which is the starting
point, we will obtain 10∗ and 11∗ and the rule R4 will be
transferred to its two child nodes. As the right node is a
leaf, further extension on this side is not necessary. On the
left side, as R4 still lies in an internal node, it should be
further extended. Since this rule still has a prefix code on
the second dimension (i.e. the destination), this bit will be
used. The bit is 0. Therefore, we move to the left side of the
node and stop further extension on arriving at a leaf node.
This process will continue for all rules in the internal nodes.
In fact, further extension of rules should stop with the end
of their nested relations because, although further extension
will increase search efficiency, the required memory will also
increase due to the repetition of rules in the nodes.

Algorithm 1 shows the pseudo code for searching the leaf-
pushed KD-tree. The input to this function is the input that
was assumed for explaining the search process in this tree, i.e.

Algorithm 1 The Pseudo Code for Searching the
Leaf-Pushed KD-Tree

Input: packet in_pkt
Output: ruleR

1: function SearchLea f PushingK dtree(in_pkt)
2: B M R = de f aul t
3: next_node = root; i = 0
4: while (next_node! = NU L L) do
5: node = next_node
6: if ((node.type =

= RuleNode)&&(B M R
> node.pri)) then

7: B M R = linear Search(in_pkt)
8: break
9: else

10: if (node.dimention == 0) then
11: next_node = node.ptr(in_pkt .srcA[i ])
12: else if (node.dimention == 1) then
13: next_node = node.ptr(in_pkt .dst A[i ])
14: i++
15: end if
16: if end
17: end while
18: //search f or wi ldcard rules
19: if (B M R > wi ld.threshold) then
20: B M R = linear Search(in_pkt);
21: if end
22: return BMR
23: function end

Fig. 5. Searching a tree by means of a Bloom filter and a hash table.

(6, 1711, 161, 01100, 01100). The output of the function is the
best matching rule (BMR). First, a default value is determined
for cases where the packet does not match any of the rules in
the database (line 2). The default value is usually the wild-card
state. Lines 4 to 17 traverse the tree. The traversal begins at
the root and the first dimension. The algorithm takes the first
bit of the source prefix code, which is 0, and moves to the left
child (line 10). At the next level, it takes the first bit of the
destination prefix code and moves to the left child (line 12).
Then it takes the second bit of the source prefix code, which
is 1, and moves to the right child. As the process continues
and a leaf node containing R1 is achieved (line 6), the search
is finished. R1 is compared with the packet header and, if they
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TABLE II

COMPARISON OF THE BEHAVIOR OF CONVENTIONAL KD-TREE AND THE PROPOSED LEAF-PUSHING TREE

Fig. 6. The structure of the leaf-pushing KD-tree in Figure (3) as modified
by means of HiCuts.

match, it is returned as the best matching rule (line 7). In this
step, if there are several rules in the node, they are searched
linearly to find the best matching rule. In this example, the
search is finished only by comparing one rule. Comparison
with R6 and R7 is avoided because they lie in the leaves.
Lines 18 to 22 are executed when none of the rules in the tree
match the packet. In this case, the packet is matched linearly
against a list of rules in which both input fields have wild-card
values and which have already been ordered by priority.

Fig. 4 compares the architecture of conventional KD-tree
and leaf-pushed tree. It should be noted that we keep the

KD-tree in the on-chip memory and the database in the
off-chip memory due to its large size. When a node containing
a rule is observed in a KD-tree, the algorithm is referred to
the memory whereas, in a leaf-pushed tree, the entire search
process is performed within the on-chip memory. The pointer
obtained in this search is used to access the off-chip memory
which keeps the classifier’s database.

C. Generating a Leaf-Pushed KD-Tree by Using a Bloom
Filter

In this section, we shall introduce a useful method for
implementing a leaf-pushing KD-tree. Characteristic of this
tree is that all the nodes that contain rules lie at the last level.
Thus, an efficient search method is to use a Bloom filter and a
hash table. Fig. 5 illustrates the proposed method which makes
use of a Bloom filter, a hash table, and a rule database.

The Bloom filter is responsible for determining whether or
not each input substring has a corresponding node in the tree.
Therefore, the Bloom filter should be applied to all the nodes
that contain rules in a leaf-pushing KD-tree.

First, the length of prefixes in the tree is sorted in a descend-
ing order and represented using vectors. Then a substring with
the same length as the longest prefix in the tree is retrieved
from the source and destination address prefixes of the packet
and a query is sent to the Bloom filter. If the result is positive,
the node with this prefix length contains a rule that matches
the input. As a Bloom filter never produces false negatives,
a negative result means that there is no node with the current
length. Afterwards, further queries will be sent to the Bloom
filter as the length of the input substring is being reduced down
to smaller lengths in the prefix vector. This will continue until
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Fig. 7. Comparison of memory access among the proposed algorithm,
HiCuts, and AQT.

a positive result is obtained. In this way, the search proceeds
only by querying the Bloom filter. The role of the hash table is
to provide a pointer to possibly matching rules in the database.
For this purpose, every rule node must be stored in the hash
table.

For example, let us assume the input packet (01100, 01100,
161, 1711, 6). In the tree in Fig. 3, the vector of prefix
lengths is <3, 4, 5, 6, 7, 8, and 9>. The pseudo code
for Bloom filter search is shown in Algorithm 2. The input
to this function is our example packet. The output of the
function is the best matching rule (BMR). The Bloom filter
programmed according to the nodes of the tree in Fig. 3 will
return a positive result (line 3 in Algorithm 2) for the substring
001111000∗. Suppose that the probability of false positive
results is sufficiently small. Using the substring 001111000

Fig. 8. Comparison of memory usage among the proposed algorithm, HiCuts,
and AQT.

(which is a positive substring) as a hash key, the hash table is
accessed (line 4). By obtaining a pointer from the hash table,
R1 is accessed. Next, R1 is compared with the packet header
and, if they match, it is returned as the best matching rule
(line 6).

D. Modification of the Algorithm

Space decomposition algorithms such as HyperCuts [28],
HiCuts [27], and BC [31] are controlled by a predetermined
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TABLE III

COMPARISON OF THE MEMORY USED BY KD-TREE AND THE PROPOSED LEAF-PUSHED KD-TREE

Algorithm 2 The Pseudo Code for Searching by the
Proposed Algorithm Using a Bloom Filter
Input: packet in_pkt
Output: rules R

1: function SearchWith B F (n_ pkt)
2: B M R = de f ault
3: B M L = Search B F (n_ pkt)
4: rulePtr = Search H ASH (B M L)
5: //rule database search
6: B M R = linear Search(in_pkt, rulePtr)
7: //search f or wildcard rules
8: if (B M R > wild.threshold) then
9: B M R = linear Search(in_pkt);

10: end if
11: return BMR
12: end function

TABLE IV

COMPARISON OF THE PROPOSED ALGORITHM WITH OTHER ALGORITHMS

variable called binth. The binth controls the number of rules in
a decomposed space. To provide a similar control mechanism,
a modified form of the leaf-pushing KD-tree which was

proposed in the previous section is presented here so as to
reduce the number of memory accesses. In this modified
structure, a HiCuts tree is produced for each leaf node in which
the number of rules is greater than the value of binth.

In other words, the space covered by each node in the leaf-
pushing KD-tree is partitioned to make the number of rules
in a decomposition space equal to or smaller than the value
of binth. Fig. 6 represents the modified structure of the leaf-
pushing KD-tree in Fig. 3, with binth set to 2. The space
separated by the node 0101∗ contain three rules, which is
greater than binth. As a result, this space is partitioned by
HiCuts.

IV. IMPLEMENTATION AND EVALUATION

The proposed algorithm was implemented using C++ and
Classbench Suite [32]. Two of the most important criteria used
in the evaluation of packet classification algorithms include
search time (which is directly related to the number of memory
accesses) and memory usage. In our discussion, N denotes the
number of rules in the database and W denotes the maximum
prefix length in the rule database. Every rule has d dimensions.

A. Classbench

Classbench [33] is a simulator for generating rule sets with
any distribution along with headers corresponding to the rules.
This software suite can also produce the required packets.
It performs this task by using the control information and the
input parameters called ‘seed’ which are given to it through
a text file. This simulator fulfills the need of the developers
of packet classification algorithms for authentic, heterogeneous
rules that are found in firewalls, IP chains, and Access Control
Lists. In this study, we used three filter sets corresponding to
the parameters Acl2, Fw2, and Ipc2 with the number of rules
being 5k, 10k, 50k, and 100k.

B. Metrics

In this section, the efficiency of the suggested algorithm
is studied from different aspects such as memory required
for storing the data structure, complexity of algorithm, and
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TABLE V

COMPARISON OF THE SEARCH EFFICIENCY OF KD-TREE AND LEAF-PUSHING KD-TREE IN
TERMS OF THE NUMBER OF MEMORY ACCESSES (A: AVERAGE, W: WORST -CASE)

maximum number of memory accesses in classifying a typical
packet.

C. Evaluation

Table II compares the behavior of conventional KD-tree
and leaf-pushing tree. While the number of nodes in the leaf-
pushing tree does not show remarkable increase, the number
of stored rules has significantly increased. The efficiency of
the leaf-pushing tree strongly depends on the type of classifier
as well as on the number of rules in the wild-card field because
these rules tend to appear in many leaves. The FW rule set
has a high rate of rule repetition.

Table III shows the memory required by the KD-tree and
the leaf-pushing KD-tree. The size of the required on-chip
memory (Mi) is calculated based on the width of a single node
which includes the node type field, two child pointers, and one
rule pointer. This width is then multiplied by the number of
the nodes in the tree. This size is measured in KB, as opposed
to the size of the off-chip memory which is measured in MB.
As can be observed in the table, the increase in memory size
is quite remarkable and the generated tree can be easily stored
in the on-chip memory.

Table IV compares the complexity of the proposed algo-
rithm with state-of-the-art algorithms. The total number of
tuples in the classifier is Wd. The height of the KD-tree is
log Wd or d log W. The complexity of the structure is equal
to the height of the balanced KD-tree, i.e. O (d log W). For
the storage of N filters, the space complexity is O (Nd log W).
Also, Table IV provides a comparison between the proposed
algorithm and other classification algorithms. The proposed
algorithm has an acceptable performance in terms of time and
space complexity.

The average number of queries is related to the tree depth.
The number of inputs to each rule set is shown in Table V.

The average number of rule comparisons is obtained by
dividing the sum of comparisons for all inputs by the total
number of inputs. The worst case of rule comparisons belongs
to the input that causes the highest number of comparisons.
Our evaluations show that the average number of access to
the hash table in our algorithm is 1. The worst case of access

to the hash table is the maximum number of back-tracking
as a result of the false positive of the Bloom filter. In this
table, the number of accesses to the Bloom filter and the
hash table is represented by Ai and Wi, respectively. The
number of rule comparisons strongly depends on the type of
sets and the features of the tree, particularly in the case of
rules in which both prefix fields have the wild-card parameter.
For example, the FW rule set has many such rules. As these
rules are matched against the inputs after the BMR has been
obtained from the leaf-pushing tree, the worst number of rule
comparisons can be greater than the maximum number of rules
in a leaf node. According to the results of our evaluations, the
speedup achieved by the leaf-pushing KD-tree was 1 to 42
times as large as that achieved by the KD-tree. Fig. 7 compares
the average number of accesses to the memory in each
algorithm which refers to the number of rule comparisons.
As can be seen in the figure, the proposed algorithm had a
better performance in most of the sets in comparison with
other algorithms. The reason is that in a Bloom filter with a
remarkably low amount of error, access to the hash table is
minimized. Moreover, since the numbers are sorted by their
priority in the rule set, the number of rule comparisons is
reduced as a result of decreased memory access. It can be
seen in the figure that the number of memory accesses in the
AQT algorithm has been reduced from 23 to 1.

In Fig. 8, the memory usage of the proposed modified
structure is compared with that of HiCuts and AQT. Memory
usage is directly related to the repetition of rules. The proposed
modified structure can also be stored in an on-chip memory.
Even if the on-chip memory is not sufficient, the significant
reduction in the number of rule comparisons makes it possible
to store the rule database in an off-chip memory without any
concern about decrease in efficiency. As mentioned earlier,
the number of stored rules has increased in the proposed
method. The efficiency of the leaf-pushing tree strongly
depends on the type of classifier as well as on the number of
rules in the wild-card field because these rules tend to appear
in many leaves. As the rate of rule repetition in FW and IPC
rule sets is high, the memory usage of the proposed algorithm
increases in these classifiers. As can be seen in the figure, the
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memory usage of the algorithm is acceptable and there is a
77-percent reduction in comparison with AQT.

V. CONCLUSION

Software-defined intelligent vehicular networks require fast
packet classification algorithms to provide several flow-based
surveillance services to mobile applications on vehicular
nodes. This requirement emerges when the scale of such
networks grows exponentially and consequently results in
a considerable delay in processing big streams of network
packets to/from vehicular nodes. Using appropriate packet
classification methods and enhancing their speed is a key
solution to this problem.

In this paper, we first described the implementation of
KD-tree which is an algorithm for packet classification and
then discussed the structure of leaf-pushing tree. By using
leaf-pushing, the prefix information in longer prefixes would
significantly reduce the number of rules in a search path.
The rules are kept only in leaf nodes. We showed that leaf-
pushing technique can be efficiently used to separate the search
process from the process of rule matching. To improve the
performance of a previously generated tree, we used a Bloom
filter and a hash table. The Bloom filter is used in our proposed
method to search for a node that contains a rule that matches
an incoming packet. The function of the hash table is to
provide a pointer to the rule database when a node has been
found to contain a matching rule. Finally, we also proposed a
modified structure for our leaf-pushing KD-tree to enhance its
performance and reduce the number of accesses to the off-chip
memory.

We evaluated our method in terms of memory usage and
memory access. Although the required memory increased only
slightly, a significant improvement was observed in memory
access. The obtained speedup is indicative of the efficiency of
the proposed method. We compared the implementation results
with other algorithms for geometric space decomposition such
as AQT and HiCuts. The comparison proves that our modified
structure is significantly more efficient in reducing the number
of memory accesses. Our method could reduce this number
from 23 to 1 and its memory usage was comparable to other
algorithms.

To continue this research, parallel platforms like GPUs can
be used for parallelization of the packet classification process.
Given the larger number of computational cores in GPUs, it is
predictable that the parallelization of the proposed algorithm
would be expressively optimized on GPUs.
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In-Line and Cross-Flow Response 
Interactions during Vortex Induced 
Vibration of Marine Risers

ABSTRACT

The paper presents a simplified method for understanding the interaction between in-line and cross-flow responses using 
computational fluid dynamics simulations. Interaction between the responses in the in-line and cross-flow directions in 
vortex induced vibrations of cylindrical risers in the marine environment is still not fully understood. The trends of variation of 
hydrodynamic and structural parameters as well as pattern of shedding have been determined numerically to understand 
the effect of the in-line degree of freedom as well on the riser response and hydrodynamic force coefficients and the results 
show that a single degree of freedom riser is more susceptible to lock in vibration. 

KEYWORDS: Vortex Induced Vibration, In-line, Cross-Flow, Force Coefficients, Response

Vidya Chandran Sheeja Janardhanan1 2, 

1Department of Mechanical Engineering, SCMS School of Engineering and Technology, Karukutty, Kerala, India
School of Naval Architecture and Ocean Engineering, Indian Maritime University, Visakhapatnam, Andhra Pradesh, India2

1. INTRODUCTION

Drilling riser is a pipe laid vertically from 
the oil well at the ocean bed to the 
offshore drilling platform. It conveys the 
drilling fluid and mud to and from the 
drill site Marine drilling risers are used 
especially with floating rigs which are 
less stable and in particular cases 
where disconnection of the platform 
from the seafloor may be required quite 
often.  shows various layouts of Figure 1
marine r isers depending on the 
c o n s t r u c t i o n a l  s p e c i fi c a t i o n  o f 
platforms.  shows different Figure 2

Figure 1 Constructional variation of 
drilling depth [1]offshore platforms with 

Figure 2 Cross section of 
a typical flexible riser[1]
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layers used in the construction of a 
flexible riser. 

The marine risers, which are classified 
as , and when encountering bluff bodies
fluid flow, alternate vortices are shed in 
the wake of the structure due to 
boundary layer separat ion .  This 
alternate vortex shedding happens at       
a discrete frequency depending upon 
the flow Reynolds Number ( ). When Re
the vortex shedding frequency matches 
with the natural frequency of the riser 
structure, i t  resonates with high 
amplitude of oscillation. These  large 
amplitude vibrations, that occurs during 
"lock-in" of risers are catastrophic and 
needs to be arrested for the safety of 
crew working on the floating platforms 
and also for extending operational life of 
the risers. Vortex induced vibration (VIV) 
of marine risers poses all the challenges 
in the deployment and operation of 
marine risers. 

There have been lot of research in the 
recent past  to understand their 
behaviour under various sub-sea flow 
conditions. But most of the studies have 
concentrated on understanding the 
wake characteristics and estimating 
hydrodynamic loading and response of 
either stationary cylinder or cylinder 
with a single degree of freedom 
(1DOF)[2]. 

Few results have been reported for 
study of hydrodynamic response of 
cylinder with two degrees of freedom 
(2DOF) in both in-line (IL) and cross-flow 
(CF) directions. IL vibrations have 
significant impact on the shedding 
pattern and also on the amplitude of CF 
vibrations [3]. 

The first of its kind discussions were 
reported in the case of flow around 
cylinder with 2DOF [4]. They established 
the effect of reduced velocity ( ) on the Ur

effect of forced and free 2DOF response 
[4]. The effect of IL response on CF 
response depends on the ratio of 
natura l f requencies in  both the 
directions   

 
During lock in, if the natural frequency in 
the IL direction is twice that in the CF 
direction, resonance occurs in both 
directions leading to premature failure 
of the riser [5]. Also it has been observed 
that IL response amplitude is a function 
of and stability parameter, whereas Ur 

the CF response amplitude is a function 
of  and flow velocity [6] . Wake U r

characteristics, hydrodynamic force 
c o e ffi c i e n t s  a n d  re s p o n s e  va r y 
significantly when both IL and CF 
vibrations occur simultaneously. Hence 
there is a need for prediction of 
response that hold good for the 
combined IL and CF vibration.

2. PROBLEM DESCRIPTION

In the present paper a riser model with 
outer diameter 0.076 m has been 
numerically analysed using two 
dimensional (2D) computational fluid 
dynamics (CFD). Specifications of the 
riser and the flow condition in listed in 
Table 1. The incoming flow velocity is 
fixed as 0.5 m/s to maintain the flow 
regime uniform at Re = 3.8 x 10  which 4

corresponds to the ocean condition 
encountered by a real marine riser used 
for petroleum extraction in offshore 
industries [7]. In this paper an effort has 
been made to study the effect of IL 
vibration on the amplitude of CF 
v ibrat ion and also on the wake 
characteristics.

2.1. Mathematical Model

The riser has been modelled as a 2D 

cylinder with 2DOF in the CF and IL 

directions. The equations of motion for 

the riser can be represented as Eq. (1) 

and (2)

 
Where  is the displacement in CF Y
direction and  is the displacement in X

the IL direction. The excitation forces are 
lift force, F  (t) and drag force F  (t).L D.  The 
excitation forces are periodic in nature 
due the alternate shedding of vortices, 
which causes the riser to oscillate in CF 
as well as IL directions. The riser is 
observed to oscillate with frequency 
equal to frequency of vortex shedding 
( ) fv  in the CF direction and at double the 
frequency in the IL direction during lock 
in. Lock in can be defined as the 
resonance condition during which the 
vortex shedding frequency lock on to 
the natural frequency of the riser in the 
c r o s s  fl ow d i re c t i o n .  A  s i m p l e 
representation of the mathematical 
model of riser with 2DOF is represented 
in . Figure 3

The r iser is  model led with zero 

structural damping in the CF and IL 

directions.  and are st iffness k kx y  

coefficients in the IL and CF directions 

respectively. In the present study = . k kx y

For such a specific case the natural 

frequencies in both directions will be 

same and hence  = 1   ŋb

2.2. Fluid Domain Extends

Figure 4 (a) shows the computational 

domain for the CFD simulation of VIV of 

an elastically mounted cylinder with 

2DOF. The origin of the Cartesian 

coordinate system is located at the 

centre of the cylinder. The length of the 

Marine drilling risers are used especially 
with floating rigs which are less stable and 
in particular cases where disconnection of the 
platform from the sea floor may be 
required quite often Table 1 Riser model specifications and 

flow characteristics

Figure 3 Representation of mathematical 
model of riser with 2DOF
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domain is 40  with the cylinder located at 10  away from the inlet D D

boundary. The cross flow width of the domain is 20  with the centre of the D

cylinder at the middle. 

Detailed views of the mesh around the cylinder along with the 
computational domain after meshing have been shown in Figure 4 (b) and 
(c) respectively. There are 307 nodes around the circumference of the 
cylinder and the minimum element size near the rigid wall boundary has 
been computed from boundary layer theory to be 0.0001  [8]. D

The non-dimensional element size represented as , next to the cylinder y+
surface is found to be less than unity. For cylinder wall a no slip boundary 
condition has been applied assuming the surface to be smooth. Inlet 
boundary has been treated as velocity-inlet with inflow velocity, = 0.5 V 
m/s. Outlet boundary has been treated as pressure outlet, the gradients of 
fluid velocity are set to zero and the pressure with zero reference pressure. 
On the two transverse boundaries, symmetry boundary condition has 
been applied. Grid independency study has been carried out for the 
present grid in the previous work done by the authors [9].

2.3. Flow Model

Numerically this problem has been treated as a case of two-way fluid 
structure interactions (2way FSI). Modeling and meshing has been 
performed in ANSYS ICEM CFD and solving using ANSYS FLUENT. Flow 
around the cylinder is modeled using the transient, incompressible 
Reynolds Averaged Navier-Stokes equation (RANSE) based solver with k – 
ω SST as the turbulence model. RANSE solver does the virtual averaging 
of velocities over an interval of time and hence for a specific interval, the 
velocity vector appears to be constant in a RANSE solver. In the present 
work an optimised fine grid is used   to compensate for this drawback of 
the solver enabling it to capture the physics of  Von-Karman Street eddies.

The governing equations are discretised using finite difference method. 
Non iterative time advancement (NITA) scheme with fractional time 
stepping method (FSM) has been chosen for pressure-velocity coupling of 
the grid. A least-squares- cell (LSC) based scheme has been used for 
gradient in spatial discretisation and a second order upwind scheme as 
convective scheme.

2.4. Structural Model

An elastically mounted cylinder can be mathematically represented by 
Eq. (1) and (2). These equations of motion are solved using a six degrees of 
freedom solver (6DOF), an integral part of the main solver by defining the 
cylinder as an object with 2DOF in transverse direction. A user defined 
function (UDF) compiled in C programming language has been hooked to 
the cylinder dynamic boundary conditions. The governing equations for 
the motion of the centre of gravity of the cylinder in the CF and IL directions 
are solved in the inertial coordinate system. Velocity in the CF and IL 
directions are obtained by performing integration on Eq. (3) and (4).

 
Where and , are accelerations in the IL and CF direction respectively,  Ẍ m
is the mass of the cylinder and , resultant fluid force acting on the cylinder F
in the respective direction. Position of the centre of gravity of the cylinder 
(CG) is updated after solving the equations of motion of a spring mass 
system represented by Eq. (1) and (2). Mass of the cylinder is given in the 
UDF as in Eq. (5) and (6). 

 

Where is the added mass and  is the m ma b

mass of the cylinder. Added mass coefficient 
C  for the aspect ratio of the present model is A

found to be equal to 1.0 [10].

Analysis has been performed assigning the 
cylinder 2DOF with  =  so that the natural k kx y

frequencies of the cylinder in both directions 
remain equal. The results are compared with 
the case when the cylinder has only 1DOF in 
the CF direction. Amplitudes of CF response 
are compared with existing results [9] and 
also the shedding patterns in both cases 
have been analysed.

3. RESULTS AND DISCUSSIONS

From the numerical analysis of cylinder with 
2DOF it  has been observed that the 
hydrodynamic force coefficient in the CF 
direction,  shows an increase of 17.4% than CL

that for 1DOF case. This result is comparable 
with the findings of previous research in the 
field which shows an increase in the lift 
coefficient value by permitting an extra 
degree of freedom [11]. 

Figure 4 (a) Computational domain 
(b) computational mesh 

(c) mesh around the cylinder

(3)

(4)

(5)

(6)



It can be concluded that a cylinder with 
1DOF is more prone to lock in vibration 
compared to that with 2DOF
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RMS value of is constant for both cases with a very small decrease of CD 

4% with 2DOF case. oscillates about zero with almost equal CL 

frequencies for both the cases. But the frequency of oscillation of  is CD

lesser by 7.2% for 2DOF case. The values of important hydrodynamic 
and structural parameters of both cases are shown in .Table 2

The non-dimensional amplitude in the CF direction obtained with 
2DOF is 11.3% more than that with 1DOF.  is approximately 0.2. Time X/D
histories of major parameters obtained from the 1DOF analysis are 
shown  in  and that for 2DOF in .  Figures 5(a) – (d) Figures 6(a) – (d)
Frequency of oscillation of the cylinder in the CF direction obtained 
from 1DOF case is found to be more closer to the theoretical value of 
vortex shedding frequency obtained from the normal value of  = 0.2 St
( =1.3). For the 2DOF case, the frequency of oscillation deviates from fv

the vortex shedding frequency.

For 2DOF case, the frequency of oscillation of  and the oscillation CL

frequency of cylinder in the CF direction remains same. In 1DOF case, 
CL oscillation frequency remains same as that in the 2DOF case, but the 
cylinder vibration frequency in the CF shifts towards the natural 
frequency of cylinder in CF direction.

In the present analysis, the natural frequency in both directions are 
specifically fixed to be equal to the theoretical value of vortex shedding 
frequency. Hence the phenomenon can be looked upon as the lock-in 
of vortex shedding frequency on to the natural frequency of the 
cylinder. It can be concluded that a cylinder with 1DOF is more prone to 
lock in vibration compared to that with 2DOF. 

This observation can be related to the shifting of the vortex shedding 
pattern from two singles (2S) to two pairs (2P) mode when motion in IL 
direction is arrested. The shedding patterns for 1DOF and 2DOF cases 
are shown in  and  respectively.  obtained also Figure 5(a) Figure 6(a) St
is with the range of normal value for cylinders during lock in. Even 
though the values of  for both cases are almost same, the oscillating CD

frequency varies significantly. 

The trajectory of oscillation of cylinder in 2DOF case is represented in 
Figure 7. A clear eight figure trajectory is observed which is typical for 
VIV of cylinders [11]. Also it has been observed that the motion the IL 
direction lags behind that in CF direction by a phase angle 30°. The 
represented trajectory in  corresponds to 30° phase lag [12]. Figure 7

4. CONCLUSIONS

Accounting for an additional degree of freedom seems to have 
significant effect on the magnitude of lift coefficient but the frequency 
of oscillation of  remains constant for both the cases. is C CL D 

independent of the degree of freedom of the cylinder but the 
frequency of oscillation varies significantly. Oscillation amplitude of 
the cylinder in the CF direction is more in 2DOF case which can be 
related to the increase in .CL

It has been clearly observed that with 1DOF, the cylinder is more 
susceptible to lock in vibration since the vortex shedding frequency 
locks on to the natural frequency of the cylinder in the CF direction. But 
with 2DOF, no such shifting of frequency is observed. Shedding pattern 
shifts from 2S during 2DOF motion to 2P when motion in IL direction is 
arrested. An eight figure trajectory typical for VIV is obtained from the 

Table 2 Hydrodynamic and structural parameter

off cylinder with 1DOF and 2DOF

Figure 5 Pressure contours and Time histories of various 

hydrodynamic and structural parameters (a) Vortex 

shedding pattern behind cylinder with 1DOF showing 

2P mode (b) CL of cylinder with 1DOF (c) CD of cylinder 

with 1DOF (d) Motion history of cylinder with 1DOF

(a)

(b)

(c)

(d)
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2D simulation. Hence the efficacy of 2D CFD as a tool to predict 
response of cylinder with 2DOF under VIV is accomplished. The 
observations made above are definitely strong inputs in the design 
deployment and operation of marine risers.
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