




 

 

 

 

Highlight

Highlight

Highlight

Highlight

Highlight

Highlight

Highlight

Highlight



1 

  

Simulation based Performance Analysis of Location Based Opportunistic 

Routing Protocols in Underwater Sensor Networks (UWSN) having 

Communication Voids
 

 

Sonali John
1
, Varun G Menon

1
 and Anand Nayyar

2
   

 
1
Department of Computer Science and Engineering,  

 SCMS School of Engineering and Technology, Kerala, India, 

Email: varunmenon@scmsgroup.org 

 
2
Graduate School, Duy Tan University, Danang, Vietnam, 

Email:  anandnayyar@duytan.edu 

 

 

Abstract 

Recently, Underwater Wireless Sensor Networks (UWSNs) have emerged as a prominent 

research area in the networking domain due to its wide range of applications in submarine 

tracking, disaster detection, oceanographic data collection, pollution detection and underwater 

surveillance. With its unique characteristics like continuous movement of sensor nodes, 

limitations in bandwidth and high utilization of energy, efficient routing and data transfer in 

UWSNs have remained a challenging task for researchers. Almost all the protocols proposed for 

terrestrial sensor networks are inefficient and does not perform well in underwater environment. 

Recently location based opportunistic routing protocols have been observed to perform well in 

UWSN environments. But it is also observed that, these protocols suffer from performance 

degradation in UWSN networks with communication voids. The objective of this research paper 

is to discuss the working of major location based opportunistic routing protocols in UWSNs with 

communication voids and to highlight their related issues and drawbacks. We analyzed the 

Quality of Service (QoS) parameters, Packet Delivery Ratio (PDR), End-to-End delay, 

throughput and energy efficiency of two major location based opportunistic routing protocols i.e. 

Vector Based Forwarding (VBF) and Hop-by-Hop VBF (HH-VBF) in UWSNs with 

communication voids using NS-2 simulator with Aqua-Sim extension. Simulation results state 

that both VBF and HH-VBF protocols suffered from performance degradations in UWSNs with 

communication voids. In addition to this, the paper also highlights open issues for UWSN to 

assist researchers in designing efficient routing protocols for UWSNs having multiple 

communication voids. 

Keywords: Communication void; Hop-by-Hop Vector-Based Forwarding (HH-VBF);  

Opportunistic Routing; performance analysis; Quality of Service (QoS); Underwater Wireless 

Sensor Networks (UWSNs); Vector-Based Forwarding (VBF); NS-2, AQUA-Sim. 
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Introduction 

Recently, Underwater Wireless Sensor Networks (UWSNs) [1-2] have emerged as a prominent 

research area in the networking domain. The increasing interest in applying sensor networks into 

the underwater environment have found numerous applications in civilian and military fields 

such as coastline surveillance, pollution detection and underwater surveillance. In UWSNs, a 

group of sensors are placed at different depths in the ocean to gather information.  This collected 

information is then forwarded to the target devices positioned at the surface via network of 

intermediate nodes. The data is then stored, processed and passed to different applications for 

appropriate utilization. As, radio signals have many limitations due to its mediocre propagation 

through water, acoustic medium is used between the sensor nodes in UWSNs [3]. Most of the 

applications are highly sensitive and their success relies on the accuracy of the collected data. 

Many recent applications of underwater sensor network ranging from aquaculture to the oil 

industry, instrument monitoring, climate recording, natural disturbances prediction and study of 

marine culture depends heavily on the accuracy of the collected data. Thus, efficient routing and 

data transfer among the nodes is vital in UWSNs. 

Routing and data transfer from the sender to the sink stations, through the network, have 

been a tough task for researchers. Incessant movement of the nodes placed in the water due to the 

difference in the ocean environment and ocean currents is a major challenge. Limitations in 

bandwidth, frequent link interruptions, increased delay of data transfer, interference caused by 

marine mammals are some of the other elements influencing the efficiency of routing in UWSNs 

[4-5]. Due to these unique characteristics, almost all the protocols drafted for conventional 

sensor networks do not perform well in UWSNs [6]. Recently, Opportunistic Routing Protocols 

(ORPs) [7-9, 37] have found to give better performance in data transfer in UWSNs. The major 

advantage of this routing strategy is that it dynamically selects one best forwarder device from a 

group of candidate devices. This selection is based on the present scenario of the network, which 

leads to better performance of this latest category of protocols. Many ORPs have been designed 

for ad hoc, terrestrial sensor and UWSNs [10-14]. Amongst all categories in opportunistic 

routing, Location Based Opportunistic Routing Protocols (LBORPs) has found to give better 

performance. LBORPs make use of the knowledge on the present location of the devices to 

dynamically route message packets from the sender to target. Few location based ORPs have 

been efficiently used for data forwarding in UWSNs [15-21]. 

Communication holes or voids have been a major problem in most of the dynamic sensor 

networks. Often defined as the unreachability problem, the source node suffers from lack of 

adequate forwarder nodes in its transmission range.  Frequent movement of sensor nodes in 

underwater increases this problem further. Limited research has been performed to determine the 

working and performance of LBORPs in UWSNs with communication voids [22-25]. In large 

UWSNs with limited number of sensors, it is very significant to have a protocol that can handle 

communication voids efficiently. In this article, we analyze the working and performance of two 

major LBORPs in UWSNs with communication holes. Vector Based Forwarding (VBF) [19] and 

Hop-by-Hop VBF (HH-VBF) [18, 26] have been used by many applications for data transfer in 

UWSNs. VBF is a LBORP that constructs a virtual vector pipe between the sender and sink node 

for routing. Only the devices within the virtual vector are selected for forwarding the data packet. 
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Extending VBF protocol, the HH-VBF protocol makes use of different virtual pipes for each 

node and the direction of the virtual pipe changes during the entire time of transmission.  

 Objectives of this research paper are, 

 To study the functioning of major LBORPs designed for UWSNs and to determine their 

issues and drawbacks. 

 To analyze the simulation-based performance comparison of VBF and HH-VBF 

protocols in UWSNs with communication voids on parameters- PDR, Throughput, End-

to-End delay and energy efficiency.  

 And, to discuss the issues, challenges and future directions in UWSNs routing research. 

 This research article is structured as follows. Functioning of the major location based 

ORPs in UWSNs is discussed in detail in section II. The section also discusses the issues and 

drawbacks with these protocols. Section III describes the working of VBF and HH-VBF in 

comprehensive manner. Section IV presents the simulation-based analysis of VBF and HH-VBF 

protocols in UWSNs having communication voids using NS2+Aqua-Sim simulator. Section V 

enlists open issues and challenges of existing ORPs in UWSNs. The paper concludes in section 

VI with future research directions. 

 

II. Literature Survey 
 

This section examines the functioning of some of the major LBORPs proposed for 

UWSNs. One of the most accepted protocol in UWSNs is Vector-Based Forwarding (VBF) [19]. 

VBF uses the details on the present position of the sensor devices for routing the information 

packets. In VBF, within a fixed virtual pipe the information packets are forwarded between the 

source and destination devices. These information packets are then transmitted along the 

redundant paths and thereby remain stable against packet loss. The major limitation with VBF is 

that the construction of a solitary virtual pipe will decrease the performance of routing in various 

node density areas and the productivity drops with communication holes.  

Hop-by-Hop Vector-Based Forwarding (HH-VBF) [18] is a variant of the VBF protocol 

that uses virtual pipes from every intermediate device to the target device. Every device then 

dynamically make packet forwarding choices with reference to its present location in the 

network.  

Directional Flood Based Routing (DFR) [29] is a receiver-based, stateless, and LBORP in 

which each and every node is informed about the position of the destination device and one-hop 

neighbors. DFR utilizes a limited flooding method, in which every node passes its location 

details to all the other nodes and achieves more reliability in data transmission in the network. 

The flooding mechanism results in duplicate transmissions and energy loss. DFR also failed to 

address the void problem.  

One of the earliest protocols that functions with reference to the pressure information 

proposed for UWSNs was Depth-Based Routing (DBR) [30]. DBR utilizes the knowledge on the 

depth of devices placed underwater to decide whether to transmit the packets or not. When a 

packet is received, each node will forward the packet to a smaller depth than that stored in the 

packet. Otherwise, the packet is discarded. Both communication holes and node mobility are the 

major problems influencing the limited performance of DBR. 
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Geographic and opportunistic routing with Depth Adjustment-based topology control for 

communication Recovery over void regions (GEDAR) [31] is another location based anycast 

ORP that sends information packets from intermediate nodes to different target nodes.  The 

protocol uses periodic beaconing to get the position information of every node in the network. 

The protocol suffers from increased duplicate message transmissions.  

Hydraulic Pressure Based Anycast Routing (HydroCast) [32] also utilizes the knowledge 

on the depth of the deployed device to choose the candidates for routing from the nearest nodes. 

HydroCast elects a subgroup of neighboring devices with largest greedy progress to the target 

node. The performance of the protocol is not satisfactory with voids.  

Multi-Path Routing (MPR) [33] helps to solve the data concussion issue at the sink 

nodes. The data collision is prevented at the receiving packets by creating a route that consists of 

various sub-paths between the sender and the sink. Geographic Partial Network Coding (GPNC) 

[35] is another geographic, partial network coding-based protocol proposed for UWSNs. Void is 

a major concern for this protocol too.  

Focused Beam Routing (FBR) [34] was designed to minimize energy drainage during the 

routing process by controlled flooding of the packets. Although a preventive void handling 

technique was used, high delay was incurred.  

Void-Aware Pressure Routing (VAPR) [35] uses an opportunistic data forwarding 

technique coupled with information on pressure of the deployed devices. VAPR select a 

subgroup of candidate devices with the greatest progress to target. The holding time details of 

two-hop neighboring nodes helps to deal with the void areas, but imposes a high overhead on the 

system.  

In Relative Distance Based Forwarding (RDBF) [36],  the packets are send via the nodes 

that are nearest to the target node. RDBF uses a fitness value as an upper limit to supervise the 

number of transmitting devices to the sink. Moreover, the performance of RDBF also comes 

down with the presence of communication holes in the network. 

 In the next two sections, we discuss the working of the two LBORPs, VBF and HH-VBF 

used in UWSNs. VBF and HH-VBF utilize the knowledge of the location of nodes in the 

network for routing. These protocols use greedy forwarding mechanism that chooses the node 

nearer to the target as the next forwarder for every data packet. We analyze the performances of 

these two protocols in UWSNs having multiple communication voids. We have selected these 

two protocols for the analysis because they are the two popular protocols used by various 

applications in UWSNs. Further the design of these protocols is less complex and also incurs less 

overhead compared to other protocols. 

 

III. Location based Opportunistic Protocols 

 

a) Vector-Based Forwarding (VBF) 

 

 VBF [19, 38] was proposed to addresses the problem of energy limitation and efficient 

packet delivery.  VBF utilize the knowledge of the location of nodes in the network for routing. 

Each data packet in VBF contains the three position fields named as OP1, TP1 and FP1. This 

represents the coordinates of the source, the sink and the forwarder node. The RANGE field in 

the packet deals with node mobility. As soon as the information packet advances to the region 

marked by its TPI, it is flooded in that region controlled by RANGE field. The virtual routing 

vector from the source to the sink describes the transmitting path. The RADIUS field inside the 
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packet is a pre-computed value that is utilized by intermediate devices to check whether they are 

near to the vector pipe and suitable for packet transmission. In order to limit the number of 

intermediate transmitting devices and to conserve energy in the network, VBF make use of a 

self-adaptive algorithm. Upon getting a data packet, each node first computes whether it is inside 

the virtual vector, and whether it can act as a potential forwarder to the next node. Each potential 

member device awaits a limited period of time to check its desirability value in the pipe. It 

describes the closeness of the current node to the past forwarder node, and the virtual pipe 

between sender and sink. The waiting time depends on the desirability factor. If a node is more 

desirable, then it waits less time. During this time, the device pays attention to the channel to 

observe the number of devices that are transmitting the same information packet as the present 

device. When the period expires, the node will transmit its packet, if and only if the reduced 

desirability value of the other nodes is less than a pre-computed level.  

Virtual routing pipe in VBF is illustrated in figure 1. We can see that VBF has created 

three independent virtual pipes from source nodes S1, S2 and S3 to the destination D at the 

surface. In figure 1, S1, D represents the source and target node. Only the devices within the 

vector pipe are considered for forwarding a packet, thereby limiting the energy usage. 

 

 
 

Figure 1. Virtual vector pipe from sender to receiver node in VBF  

 

 

 

b) Hop-by-Hop Vector-Based Forwarding (HH-VBF) 
 

Hop-By-Hop Vector-Based Forwarding (HH-VBF) [18] is a variant of VBF that 

constructs virtual routing pipes from each hop in the network, as packets travel from the sender 

device to the receiver. This protocol creates a virtual routing pipe from each hop to the target 

device. Many studies have discussed the better working of HH-VBF in comparison with VBF. 

The pipeline radius is similar as the transmission count of the node. The protocol improves the 

direction of the transmitting pipe hop by hop, in the entire life period and in this way, all 

transmitting devices can generate a routing choice based on the present local topology details. By 

changing the direction of flooding pipeline dynamically, the performance can be enhanced. 

When a stable routing vector radius is set, the protocol shows a reduced performance in the 



6 

  

sparse network compared with VBF. However, both the protocols are exposed to interferences 

caused by marine mammals as the data forwarding happens only inside the pipe. Here the 

transmission can be interrupted when marine mammals block the pipe. There is an increased 

choice of finding a more acceptable forwarder within the hop-by-hop vector pipeline; HH-VBF 

gives better Packet Delivery Ratio (PDR). However, both the protocols does not succeed to yield 

energy fairness within the network. Also fails to effectively handle the communication hole 

problem.  

The working of HH-VBF is described in figure 2. The sender node S2 wants to transmit 

an information packet to the destination device D2. Here S2 creates a virtual pipe to the 

destination D2. Once the packet reaches the intermediate sensor node M, it creates a virtual pipe 

to the destination. Now there are more nodes (N and P) included for sending the data packet to 

the target location. HH-VBF uses this forwarding strategy till the data reaches the target location. 

HH-VBF improves the performance in the network by dynamically moving the direction of 

flooding pipe. Figure 3 illustrates the communication void problem in UWSNs. We can see that 

source node S1 and S2 are trying to forward data packets to the destination D by creating virtual 

pipes. Data from S2 reaches the destination node located at the surface, but data from source S1 

is unable to proceed due to the communication void near to the surface. Table 1 highlights the 

technical comparison of both the routing protocols.  

 
Table 1. Comparison of VBF and HH-VBF  

 
Parameter VBF HHVBF 

Metric used Node location Node Location 

Candidate Coordination Timer based Timer based 

Void Handling No No 

Routing Single Virtual Pipe from 

the sender to the 

destination 

Individual virtual pipes 

from each transmitting 

device to target device 

Advantages Simple and flexible Simple and flexible 

Limitations Duplicate messages and 

transmissions 

Performance degrades 

with communication 

holes  

Performance degrades 

with communication 

holes 
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Figure 2. Illustration of the functioning of VBF and HH-VBF  

 

 

 
 

Figure 3. Communication void problem with VBF  

 

IV. Simulation and Performance Analysis 
 

a. Simulation Parameters 
 

 Performance of VBF and HH-VBF routing protocols are analyzed using simulations in 

Aqua-Sim[39]. Aqua-Sim is extended version of NS-2 that efficiently simulates collision 

behaviors in large delay acoustic networks and also attenuation of underwater sensor networks. 

Aqua-Sim uses otcl to model the protocol parameters implemented through C++ algorithms. The 

simulator creates a 3D environment of packet transmission in the network, which shows that the 

efficiency of both protocols comes down with communication holes. Communication voids are 

created between the source and sink devices to measure QoS parameters in the overall network. 
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Table 2 highlights the Simulation Parameters used to test the performance of the protocols in 

Aqua-Sim  

 

Table 2. Simulation Parameters 

 

Parameter name Values 

Simulator name NS2.35 + Aqua-sim 

Dimension of topology 1500 x 1500 x 1500 m 

Transmission range 250 m 

Antenna-Type Omn-Directional 

Data rate 50 kbps 

Packet size 25 to 125 bytes 

Number of nodes 100 to 600 

Simulation time 300 s 

Number of Simulation runs 10 

Protocols  VBF, HH-VBF 

 
 

b. Performance Analysis 

 

The performances of VBF and HH-VBF protocols were analyzed in normal network 

scenario and in networks with communication void. Figure 4 shows the values of various 

parameters used in simulations. Four different QoS parameters were measured in the 

network. 

 

 Packet Delivery Ratio (PDR): PDR is the ratio of overall packets arrived at the 

target device to the number of transmitted packets.  

 

The following Figure 4 shows the PDR in UWSN network scenario with varying number of 

nodes for the two protocols in normal network conditions and also with communication voids. 

Table 3 highlights the data values of VBF, VBF-VOID, HH-VBF and HH-VBF void. From the 

analysis it is observed that both VBF and HH-VBF protocols give better performances in 

networks without communication voids. This proves that communication voids degrade the 

performance of even the latest LBORPs in UWSNs. 
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Figure 4. PDR vs Nodes  

 

 

Table 3: PDR 

 

No. of 

Nodes 

VBF VBF-Void HH-VBF HH-VBF-

Void 
100 0.2 0.16 0.21 0.2 

200 0.26             0.21 0.28 0.25 

300 0.46 0.35 0.46 0.42 

400 0.53 0.4 0.59 0.39 

500 0.57 0.4 0.64 0.4 

600 0.599 0.42 0.65 0.52 

 

 

 . 

 Average End to End Delay: It is the time incurred by the information packet in reaching 

the target device from the sender device. 

 

Figure 5 highlights the average delay incurred by VBF, HH-VBF protocols in transferring data 

packets across the network with varying number of devices in normal and void environments. 

Table 4 highlights the data analysis of delay observed by routing protocols with void and under 

normal operating conditions. From the data values, it is evident that the delay is less VBF and 

HH-VBF in normal environments as compared to networks with voids.  
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Figure 5. Latency/End-To-End Delay vs Nodes  

 

Table 4: Average end to end delay 

 

 
No. of 

nodes 

VBF VBF-Void HH-VBF HH-VBF-

Void 
100 1.5 1.8 1.4 1.7 

200 1.7 2 1.6 1.9 

300 1.9 2.4 1.6 2.3 

400 2 2.6 1.8 2.5 

500 2.2 2.8 2 2.7 

600 2.6 3.6 2.1 3 

 

 

 Throughput: It is the rate or amount of data that is effectively transferred from the 

sender device to the target in a given time period.  

 

Figure 6 highlights the throughput of both VBF and HH-VBF protocols in normal and void 

environments. Table 5 enlists the data values of throughput. It is observed that HH-VBF protocol 

has highest throughput as compared to other routing protocols. Both the protocol suffer from 

degradation in throughput with voids in the network. 
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Figure 6. Throughput vs packet generation rate  

 
Table 5: Throughput 

 
Packet 

generation 

rate 

VBF VBF-Void HH-VBF HH-VBF-

Void 

0.1 0.5 0.5 0.6 0.5 

0.2 1 0.9 0.8 0.8 

0.3 1.2 0.9 1.4 1 

0.4 1.3 1 1.6 1.2 

0.5 1.5 1.2 1.7 1 

0.6 1.9 1.7 2.3 1.7 

 

 

 Energy Consumption: In order to test the validity of performance of routing protocols, 

Energy consumption is regarded as significant parameter. Energy Consumption is 

regarded as how much energy is consumed by transmitting nodes and intermediary nodes 

to make sure that packet reaches the destination.  

Figure 7 elaborates the graphical analysis of energy consumption of energy nodes in different 

protocols under UWSN operating scenarios. Table 6 also highlights the data values of protocols 

and it is observed that both protocols consume more energy in void scenarios.  
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Figure 7. Normalized Energy Consumption vs No. of nodes  

 
 

Table 6: Normalized Energy Consumption 

 

 
No. of 

nodes 

VBF VBF-Void HH-VBF HH-VBF-

Void 
100 0.2 0.3 0.2 0.4 

200 0.4 0.5 0.4 0.4 

300 0.5 0.7 0.6 0.7 

400 0.5 0.7 0.6 0.8 

500 0.7 0.9 0.8 1 

600 0.9 1 1 1 

 

 

V.  Open Research Areas and Recommendations  

 

 In this section, open research problems generated by communications holes in UWSNs 

are discussed. Researchers designing routing protocols need to address the following issues to 

come up with optimal routing solutions for UWSN scenarios.  

 

 Quality of Service (QoS): Communication voids drastically degrade the QoS offered by 

the routing protocols in UWSNs. The data delivery rate is reduced with increased data 

loss due to communication holes and void nodes. Delay in data transmission increases 
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with frequent loss of data packets. 

 Reliability: Reliable data delivery is a vital factor in the success of any routing protocol. 

Void nodes are often unable to find the next forwarder node in the network and are forced 

to drop the data packet. Thus, reliability is a big concern in UWSNs with communication 

voids. 

 Scalability: In many UWSNs, the problems of communication holes occur when the 

network size is increased. With reduced number of sensor nodes in large geographical 

area, the chances are high for the occurrence of communication holes. Solutions to avoid 

communication voids with minimum number of sensor node are to be found out. 

 Mobility: Frequent mobility of sensor nodes is another reason for the communication 

voids. Good protocols should handle mobility of nodes effectively for better 

performance. 

 Energy: Loss of energy due to communication voids is another area of concern. With 

constrained battery, and inability in frequent recharges, underwater sensor nodes need to 

be protected from unwanted drainage of energy. 

 

VI. Conclusion and Future Work  

 

Underwater Sensor Networks have come out as a prominent research area in the networking 

domain with a wide range of aquatic applications. Routing in UWSNs is an area of major 

concern due to its unique features such as continuous node mobility, frequent disruption of links, 

and interference caused by other underwater acoustic systems such as marine mammals. 

Recently in UWSNs, opportunistic routing has been accepted as an efficient routing approach. 

The paper discussed the functioning of various location based opportunistic routing protocols 

proposed for UWSNs and evaluated the performance of two major protocols, VBF and HH-VBF 

using simulations in Aqua-Sim. The performances of these protocols are evaluated in normal 

network scenarios and also in networks with communication voids. We could observe that the 

performance of these protocols comes down with communication voids in the network. Insights 

from this article would enable researchers to work towards designing more effective protocols 

for underwater environments having voids. In the near future, a novel routing protocol, 

especially designed for UWSN operating scenarios would be proposed and compared with 

existing routing protocols in terms of PDR, Energy, Delay and Throughput and above all will 

give good performance in networks with communication voids and highly secure from all sorts 

of intruder and man-in-middle attack.  
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Abstract— Support Vector Machine (SVM) is one of the main 
classification techniques used in many security-related 
applications like malware detection, spam filtering, etc. To 
incorporate SVM into real-world security applications they must 
be able to cope up with the attack patterns that will lead to 
misclassifications. In this system, the vulnerability of SVM to 
evasion attacks are measured. A simple but effective approach is 
presented that can be exploited to systematically assess the 
security of widely-used classification algorithms against evasion 
attacks. To identify the vulnerabilities some transformations are 
applied to the testing set of handwritten digit images.  The 
obtained result is plotted as a confusion matrix that allows the 
visualization of the performance of the algorithm against evasion 
attack. The work demonstrates the correctness and performance 
of existing adversarial systems. This work also compares the 
performance level of feature descriptors like Speeded Up Robust 
Features (SURF) and Histogram of Oriented Gradients (HOG) 
and their level of vulnerability to the evasion attacks are also 
measured. It can be inferred from our system that, even though 
both HOG and SURF are vulnerable to evasion attacks, those 
images that are extracted using SURF is less vulnerable compared 
to those images extracted using HOG features.  

Keywords— HOG, SURF, Evasion Attacks, SVM 

I. INTRODUCTION 

Nowadays machine learning algorithms are used in a wide 
range of applications. It is widely used in security sensitive 
applications such as malware detection and spam detection 
because of its ability to detect attacks or variants of known ones. 
Evasion attacks [6] are the most popular type of attack that can 
occur during system operation in adversarial settings. Evasion 
attacks manipulate the input data at test time and cause 
misclassifications. Even though many pattern recognition 
techniques are used in security sensitive applications to 
distinguish between malicious and legitimate samples, still there 
exist some attackers who intent to misclassify malicious data as 

legitimate data at test time. Current research shows the fact that 
SVM are vulnerable to evasion attacks as they never consider 
the existence of an attack. Adversarial machine learning 
algorithms [7] are built to exploit the vulnerabilities in a machine 
learning algorithm. These vulnerabilities are simulated by 
training the learning algorithm under various attack scenarios 
and policies. To better understand the vulnerability of SVM 
classifier in adversarial settings some manipulations are made in 
the input data at test time. 

The main objective of the work is to identify the 
vulnerabilities in SVM classifier to evasion attacks. The success 
of a machine learning algorithm depends on their resistance to 
adversarial data. To identify the vulnerabilities some 
transformations are applied on the testing set of handwritten 
digit images. The number of correct and incorrect predictions is 
summarised by plotting a confusion matrix. Our system also 
compares the performance level of feature descriptors like 
SURF and HOG and their level of vulnerability to the evasion 
attacks are also measured. 

II. RELATED  WORKS 

Support Vector Machine [3] is one of the most commonly 
used classification technique. In [2], it is observed that SVM 
trained on HOG feature vector identified objects similar to a 
human visual system. In [1], HOG (Histogram of Oriented 
Gradients) which are locally normalised show excellent 
performance compared to other existing feature set for human 
detection in images. Lowe in [4] showed that feature extracted 
using local interest points detects objects more efficiently than 
global feature vectors. Bay, Herbert et.al in [5] introduced an 
effective local feature descriptor SURF (Speeded Up Robust 
Features). SURF being invariant to transformation can correctly 
classify objects subjected to transformation attacks. In [8], the 
systems portraits the various image transformations that can be 
applied to images in order to cause an adversarial effect. 



III. METHODOLOGY  

The basic architecture of our system is depicted in Figure. 1. 
Here, numerical digits features are extracted using HOG 
(Histogram of Oriented Gradient) and SURF (Speeded Up 
Robust Features) and classified using a multi-class SVM 
classifier. In this work, using the features extracted from the 
training set, the SVM classifier is trained. The basic procedure 
for creating an object classifier is:  

• Acquire a labelled data set. 

• The data set is partitioned into a training set and a 
test set. 

• Train the classifier using features extracted from 
the training set. 

• Test the classifier using features extracted from the 
test set. 

 

Figure 1. Architecture Diagram 

 

A. Training Dataset Generation 

For training, digit images taken from the MNIST database 
(Modified National Institute of Standards and Technology 
database) .Each image in the training set is surrounded by other 
digits, this is to recreate the real world scenario. 

B. Test Dataset Generation 

For testing, handwritten images of digits are used. These 
handwritten digits are taken from the MNIST database .MNIST 
is a large database of handwritten digits which are normally used 
for training and testing. 

C. Feature Extraction 

a) HOG Features: HOG stands for Histogram of Oriented 
Gradients. HOG is a feature descriptor where the histogram of 
directions of gradients are used as features. HOG [1] [2] feature 
vectors extracted from the training images are the data used to 
train the classifier. It is therefore important to ensure that the 
proper amount of information about the object is encoded by 
the HOG feature vector. Gradients of an image are useful 
because the magnitude of gradients is large around edge corners 
and edges pack a lot of information about object shape. For 
HOG feature extraction, first calculate the horizontal and 

vertical gradients and then calculate the histogram of gradients. 
Finally the histograms are combined into one giant vector.  

b)  SURF Features: SURF stands for Speeded Up Robust 
Features. SURF is a local feature detector and a feature 
descriptor that relies on local haar wavelet responses. SURF is 
a speeded-up version of Scale ‐ Invariant Feature 
Transformation (SIFT).SURF (Speeded Up Robust Features)  
[5] is a kind of feature extractor and also a matcher for the 
points of interest in any image and the extracted features used 
in object recognition. SURF feature extraction is based on the 
same methodology as well as stages as that of SIFT. SURF is 
implemented either by approximating LoG(Laplacian of 
Gaussian) with Box Filter for finding scale-space or by relying  
on determinant of the Hessian matrix for both scale and 
location. 

D. Training 

Digit classification is a multiclass classification problem, 
where an image is classified into one out of the ten possible digit 
classes 0-9. During training phase, the extracted HOG features 
from the training set are used to train the classifier. Multiclass 
linear SVM is used as the classifier. 

E. Attack Generation 

Transformations such as gamma correction, blur, sharpen, 
rotation etc. are applied on the handwritten digit images to 
validate how the classifier performed on data. These 
transformations allow a small, carefully designed change to 
input and thus completely alter the output of the system. 

a) Blur: The shape of an object is due to its edges, so in 
blurring we simply reduce the edge content and makes the 
transition from one colour to other smooth. Filter used for 
blurring is normally a low pass filter, because it allows low 
frequency and stop high frequency. Around edge pixel value 
(frequency) changes rapidly, as a result high frequency will be 
filtered out. 

b) Gamma Correction : Gamma correction control the 
overall brightness of an image. Varying the amount of gamma 
correction not only changes the brightness of an image but also 
changes the ratio of red to green to blue. 

c) Sharpen: Sharpening is opposite to blur. Blurring is 
performed by reducing the edge content and sharpening is 
performed by increasing the edge content. For these, edges are 
found by any of operator and it is added to the image. And thus 
image would have more edges, and it looks like sharpen. 

d) Rotation : Image rotation is performed in order to rotate 
the image at any desired angle. And here, image is rotated only 
at small degree to avoid a major change in the appearance of 
the image. 

F. Testing 

Evaluate the digit classifier using images from the test set 
after applying the transformations. The evaluation returns the 
confusion matrix, which is a good initial indicator of how well 
the classifier is performing. As in the training step, HOG 
features and SURF features are extracted from the test images. 
These features will be used to make  the final predictions  



 

Figure 2. HOG: Before Transformation

Figure 3. HOG: After Blur

Figure 4. HOG: After Gamma Correction 

Figure 5. HOG: After Sharpening

Figure 6. HOG: After Rotation 



IV. RESULTS AND DISCUSSIONS 

Figure 7. SURF: Before Transformation 

Figure 8. SURF: After Blur 

Figure 9. SURF: After Gamma Correction 

Figure 10. SURF: After Sharpening 

Figure 11. SURF: After Rotation 



A.  USING HOG FEATURES 

a)  Before Transformations : Figure 2. Shows the 
confusion matrix obtained on the classifier before applying 
Transformation. Relatively less error rates are obtained. 
Misclassification can be seen in 0 where 0 has been mostly 
classified as 6.Similar errors are seen in 6 and 5.The above 
confusion matrix has an average accuracy of 0.49. 

 
b)   After Transformations :  

 
• Results for blur: The columns of the confusion 

matrix in Figure 3 represent predicted labels and the 
rows of represent known labels. From the confusion 
matrix it i s evident that 0 has often been 
misclassified as 6, since blurring the images of 6 
seems similar to 0. Simi larly ,6 and 7 are also 
misclassified as 8. The average accuracy is 0.29. 

• Results for gamma: Figure. 4.  illustrates the 
confusion matrix for gamma transformation. It is 
evident that 7 have been misclassified often as 3. 
Similarly, there are errors in 0. The average accuracy 
is 0.48. 

• Results for sharpen: Figure 5.  shows the confusion 
matrix obtained after the sharpen transformation has 
been applied. The average accuracy is 0.48. It shows 
relatively lesser misclassification compared to other 
transformations. But here there is also a 
misclassification of 0 as 6. 

• Results for rotation: The representation of the 
confusion matrix in Figure.6 shows that 1 has been 
often misclassified as 3, whereas 3 has been 
misclassified as 6. Also there has been 
misclassification of 7 as 8 after rotation and 5 as 6 
after rotation. The average accuracy is only 0.28. 

 

B.  USING SURF FEATURES      

a)  Before Transformations : It shows that 
misclassification rates are comparatively less compared to 
those extracted using HOG features. But still there is some 
misclassification in 9, 6 and 5.Confusion Matrix shown in 
Figure 7 depicts that 
 

b) After transformations 

• Results for blur: Figure 8 shows Confusion matrix ob
tained after applying blur transformation is shown in 
fig. 8. 1 and 6 is misclassified as 4. It is due to the 
distortion in image due to blurring; the classifier is  
unable to detect the right images. 

• Results for gamma: Figure 9 shows the confusion 
matrix after applying gamma correction on the 
images. The accuracy obtained is 0.20 which is 
approximately equal to the confusion matrix obtained 

before applying transformations. Here, errors in 
misclassification is less.1 is often misclassified as 7 
and similarly for 4 which is misclassified as 6.  

• Results for sharpen: Figure 10 shows confusion 
matrix for sharpen transformation. Misclassification 
is seen in 6 where 6 has been misclassified as 4. Also 
1 has been classified as 6 mostly 

• Results for rotation: Figure 11 is the confusion matrix 
for rotation transformation. It shows a major 
misclassification for 1 where 4, 7 and 9 have been 
misclassified as 1. Similar errors can be seen in 6 and 
8. There is a perfect classification for 1 

CONCLUSION 

From the experiments it can be concluded that SVM is 
highly vulnerable to evasion attacks. From the HOG feature 
extraction and SURF feature extraction it is found that digit 
images extracted using HOG features are more vulnerable to 
image transformations like blurring, sharpening and rotation. 
SURF is proved to be invariant to transformations like rotation, 
blur, sharpening while HOG is not invariant. HOG has an 
average accuracy of 0.49 before applying transformations. It 
was found that after applying transformations, the average 
accuracy got reduced. But, it can be concluded that, sharpen and 
gamma transformations show very less deviation (0.48) from the 
trained average accuracy of HOG. Similarly, in SURF ,the 
average accuracy obtained before applying transformations is 
0.23.The accuracies obtained after applying transformations 
reduced. An overall analysis shows that blur and rotation 
transformations are stronger in making the SVM vulnerable. In 
adversarial settings, smart and adaptive adversaries can 
deliberately manipulate data (violating stationarity) to exploit 
existing learning algorithm vulnerabilities and impair the entire 
system. This raises several open questions concerning whether 
machine-learning techniques can be used safely in security-
sensitive tasks.  
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Abstract—The NLP applications uses the parts of speech 

tagging as the preprocessing step. For making POS tagging 

accurate, various techniques have been explored. But in Indian 

languages, not much work has been done. This paper describes 

Part of Speech Tagger by incorporating Hidden Markov Model is 

built. Supervised learning approach is implemented in which, 
already tagged sentences in Malayalam is used to build Hidden 

Markov Model. 

Keywords—Hidden Markov-model; POS tagging; Supervised 

learning;  Malayalam language; rule based taggers; stochastic 

taggers. 

I.  INTRODUCTION  

Linguistic processing uses  Part of Speech (POS) as a 

feature to translate the sentences. A POS Tagger is a translator 
that takes the sentences and outputs the word sequences with 

its part of speech tags. Tagger examines each word with its 
context in the sentence during the analysis  process. 

Part of Speech Tagging, which is a grammatical tagging 
tagged the words in a text based on its context and definition. 

The POS tagging is useful in many research areas includes 

Speech Recognition, Information Retrieval, Speech Synthesis 
etc. In English, lots of works has been done in part of speech 

tagging. But unfortunately, in regional languages  not much has 
been done especially in Malayalam. As the structure of Indian 

languages differs from the Western languages, the existing 
taggers cannot be used for Indian languages. Hence the rule-

based taggers would not work well in this scenario whereas the 

stochastic taggers can be used in a very crude form. With some 
knowledge on the structure of the language these taggers give 

better results.   

A Hidden Markov Model (HMM), which is a statistical 

model is  the system modeled as a Markov process with the 
unknown parameters[2]. The probability of the word in a 

sequence might depend on the word preceding it immediately, 
with the hidden and the observed words coming successively in 

a sentence. Based on the above assumption, the model is 
prepared by observing various scenarios. In POS tagging, the 

tags cannot be seen but the words are visible. This favors the 
use of HMM to model the system, as it allows observed words 

in input sentence and hidden tags to be built into it with each of 
the hidden tag state produces a word in a sentence.   

Viterbi algorithm, a popular search algorithm is used for 

lexical calculations in HMM. This is a dynamic programming 
algorithm which results in a sequence of the observed words.  

This algorithm implements the n-grams approach, and it works 
based on the number of assumptions it makes.  The algorithm 

is based on the assumption that at a given instant of time,  both 
the hidden and the observed word must form a sequence. 

Moreover, It expects that the tag sequence to be aligned. This 
algorithm calculates the most likely tag sequence that  can 

occur which is unambiguous and unique, until the correct tag is 

obtained. At each level most appropriate sequence and the 
probability including these are computed.   

Since Malayalam is a morphological rich language, each 
word may come up with different tags for different sentences. 

And also POS tagging is very useful to pre-process the 
documents for similarity checking , summary generation etc. 

II. RELATED WORKS 

 

Tagger with the highest possible accuracy is required for 

language processing. In usual cases accuracy of Statistical 

approach is better compared to Rule based Approach. Parts -of-

speech tagging has good practical application, with uses in 

many areas, including machine translation, parsing, 

information retrieval and lexicography. Initially with the aid of 

a corpus people engineered rule for tagging. Later, with the 

support of large corpus, Markov-model based stochastic 

taggers which were trained automatically gives highly accurate 

tagging result [1]. 
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 Two approaches are there in POS tagging: rule-based 

approach and stochastic approach. Rule based taggers [2] 

make use of considerably large database of words which have 

predefined disambiguation rule. Consider the example, that an 

ambivalent word is a verb or a noun. Stochastic taggers use 

statistical algorithm along with training corpus to check for the 

ambivalence. One of the oldest approach in tagging is Rule 

based approach, which use predefined rules. The prior 

algorithms for assigning parts -of-speech automatically can be 

traced back to a two-stage architecture. The Initial stage uses a 

dictionary to label word. The second stage make use of large 

lists of already defined disambiguation rules to labeling word 

precisely. They take less storage and use simple rules. Rule 

based taggers make use of morphological statistics along with 

predefined rule to designate tags to unknown or ambivalent 

words. Stochastic approach makes use of statistical 

information and probability for assigning tag to words. This 

approach uses statistical algorithms as alternative to grammar 

rule. They are predominantly more precise when compared to 

rule based taggers. Stochastic taggers are commonly used 

because of their higher degree of precision when compared to 

the rule based taggers. 

 

In other words, high accuracy is acquired using some 

complex procedures and data structures. HMMs Stochastic 

grammars and HMMS are generic models, allocating a joint 

probability to the label sequences and paired observation; the 

specifications are normally trained to magnify the joint 

probability of training examples [4]. An usual model list all 

attainable observation sequences requiring a depiction to 

define a joint likelihood over label sequences and observation. 

In particular, it is not realistic to entitle long range 

dependencies. This difficulty is one of the main motivating 

forces for looking at conditional models as a substitute.  

  

Considerable progress has been made in the estimation of 

models with latent variables in recent years. Even with NP-

hardness in general cases  [7]. Various approaches to solve one 

of the classical problems of unsupervised learning involving 

the Unsupervised POS tagging has been addressed in [4].  

 

III PROPOSED METHODOLOGY 

 

The fig .1 provides the proposed architecture, it performs 

the following functions: It takes an input sentence in 

Malayalam Language; it processes the input text and computes 

the transition and emission probabilities. The probabilities 

computed are then stored in a 2-D matrix in the form of an 

intermediate file, which is then given to Viterbi Algorithm to 

find the best POS sequence for the input.  

 

 
Fig. 1. Block diagram of proposed system 

 

 

 

Hidden Markov Model is used to find the optimal probable tag 

sequence. 

 

A. Hidden Markov Model for POS tagging  

 

The Hidden Markov Model makes use of two different 

kinds of probabilities[4]. They are: POS transition 

probabilities and Word emission probabilities. The transition 

probability is the occurrence of a new tag from the current tag 

in the input. Learning Markov models (with tags) is started by 

counting the number of occurrences in the corpus and then 

followed by determining the probability be dividing with 

context. The instinct behind HMM and the stochastic taggers 

is the “pick the most likely tag for this word” approach. HMM 

taggers use the tag sequence that maximizes the formula (1) 

for a word sequence or given sentence. 

 

“P (word | tag) * P (tag | previous n tags)”.  (1) 

 

For identifying the maximum probability in the HMM it uses 

the Viterbi Algorithm  

 

3.1.1. Viterbi for POS tagging 

Input: sentence 

Initialize a map for the transition, possible_tags , emission, in 

the model file. 

Split the line based on the type,word, context an prob  

 

FORWARD STEP:  The lines are split into the words.  

And the scores are reviewed  

BACKWARD STEP: 

Adds the substrings and combines the tags into a string and 

print 

 

Enumerate the sentence transition initially followed by the 

score enumeration of the existing and the forth coming 

sentence and ends the sentence with the final symbol. 
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A. POS tag set 

 

.The tag set developed for the work is given in Table1. 

 

 
SL.NO. TAGS DESCRIPTION 

1 <NN>  NOUN 

2 <NNC> COMPOUND 
NOUN 

3 <NNP> PROPER NOUN 

4 <PRP> PRONOUN 

5 <ADJ>  ADJECTIVE 

6 <ADV>   ADVERB 

7 <CNJ>  CONJUNCTION 

8 <VN> VERBAL NOUN 

9 <Q> QUANTIFIER 

10 <DET> DETERMINERS 

11 <PSP> POST POSITIONS 

12 <RP> PARTICLES 

13 <RD_PUNC> PUNCTUATIONS 

 

   Table 1. POS Tag set 

 

 

III.    EXPERIMENTAL RESULTS 

 

In the experimental phase of the system development, around 

two hundred sentences are used to train the model. The system 

was trained using the corpus which is already tagged.. the test 

data set are utilized in testing the system and the lexical 

generation probability and the emission probability were used  

to tag the data set used for testing. The results shown below 

were obtained while testing the test data. By increasing the 

number of sentences in training set, tagging system accuracy 

is improved upto 85%. Only 13 tag sequences are used for 

performance, and the result obtained from was very 

satisfactory. 

 

Some of the outputs are shown below 

Input sentence1:  

                               

                                

                                

                      . 

 

Tagged sentence: 

                                   

                             

                                          

                     

                        

                               \ 

V_VN   .\RD_PUNC  

 

Input sentence2:  

                           

                       

              

                      

 

Tagged sentence: 

                     

                  

                              M  M   

                   

                     \V_VN 

 

Input sentence3:  

                                     

                      

                                 

                     

 

Tagged sentence: 

                        

                        

                            

                              M  M   

                                  

         \V_VN 

IV.     CONCLUSION  

 

Hidden markov model is a good way of doing POS tagging for 

Malayalam sentences. The system successfully trained and 

tested a POS tagger on a considerable sized dataset and 

demonstrated its abilities to discern context as well as classify 

POS accurately.  
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ABSTRACT: Bio-inspired propulsion systems have many advantages over the conventional ones. They are
found to be noiseless and eco-friendly. Most of the aquatic locomotion makes use of oscillations, paddling and
water-jet for producing net thrust on the body. In this paper a box-fish shaped unmanned underwater vehicle
(UUV) has been considered for studying its controllability. A RANS based CFD method has been implemented
for simulating manoeuvring motions in heave and pitch to obtain the forces and moments during such motions.

1 INTRODUCTION

Bio-inspired propulsion is a much researched field
these days. The fact that, the noise and vibrations
produced during the operation of conventional pro-
pellers have adversely affected the bio-diversity of
oceans, has made bio-inspired propulsion more entic-
ing to mankind. Getting rid of the conventional ro-
tary components of a propulsion system completely
is also not practical. Ocean transport do contribute to
a mammoth scale of world’s economy. Hence there
should be a balance between bio-inspired flapping foil
as well as the conventional propulsion systems so that
we do not tamper much with the ecological systems
and at the same time do contribute to the economy.

Nature is known as the master engineer. The effi-
ciency of propulsion of some aquatic animals have
struck us in awe and the values of their efficiency
have far outperformed those of man-made vehicles.
Now it is time to have a few such vehicles operating
in the oceans. There have been many studies in the
past decades concentrating on the flapping foil mech-
anisms on ocean vehicles: both surface and sub-sea.
Most of them focused on the determination of propul-
sive efficiency while others on the controllability.

1.1 Understanding the locomotion of fish

The locomotion of the fish is indeed complex yet
efficient. Various fins involved in the locomotion or

swimming are shown in Figure 1.

Figure 1: Various fins on the body of a fish

Fishes swim using all the fins. The locomotion a
fish swimming with tail fin or the caudal fin and
the trunk is broadly classified into angulliform, sub-
carangiform, carangiform, thunniform and ostraci-
iform (Figure 2). From angulliform to ostraciiform
the locomotion gets simplified with the deteriorating
involvement of the trunk as the undulations of the en-
tire trunk reduces to mere oscillations of the tail dur-
ing swimming. Locomotion of the fish with varying
involvement of the trunk and tail is shown in Figure
3.

In ostraciiform models, the undulation is confined
mostly to the caudal fin without moving the body. The
thrust for this model is generated with a lift-based
method, allowing cruising speeds to be maintained for
long periods. This form is considered to be the sim-
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(a) Angulliform (eel) (b) Carangiform
(salmon)

(c) Thunniform (tuna) (d) Ostraciiform (sun-
fish)

Figure 2: Fish with different types of tail locomotion

plest of all for carrying out mathematical studies. A
UUV with hull form geometrically similar to that of a
box-fish, a typical ostraciiform model undergoing ma-
noeuvring motions in heave and pitch, has been anal-
ysed for controllability in the present study. UUVs
also known as underwater drones are vehicles with no
humans onboard during the course of their mission.
There are basically two types of UUVs- autonomous
underwater vehicle (AUV) and remotely operated ve-
hicle (ROV). AUVs are more or less like robots not
entailing human intervention throughout their mission
while ROVs are remotely operated from a ground sta-
tion.

In the case of present work, the vehicle’s hull form
is more important than its mode of operation. Guid-
ance and control are very important aspects in the de-
sign of marine vehicles no matter whether they are
surface or underwater vehicles. A motion planning
and control system was developed for autonomous
surface vehicles by Hinostroza, Guedes Soares, &
Xu 2018. This work aims at achieving the first step
in controllability predictions-determination of forces
and moments during manoeuvring motions. A linear
mathematical model combined with a RANS based
CFD method has been used for obtaining the thrust
generated during the oscillatory motions of the tail
with ANSYS FLUENT as the solver. The forces and
moments acting on the hull form in both static and dy-
namic manoeuvres have been estimated. This paper is
an initial step towards the controllability and stability
prediction of fish-shaped UUVs which could be used
in search and rescue as well as surveillance missions.
Hence it is imperative to predict the trajectory of such
vessels well in advance through controllability studies
of its hull form.

Figure 3: Undulatory motion of the entire trunk to oscillatory
motion of the tail

It is quite evident that the ostraciiform type of loco-
motion is the simplest mode of locomotion. A design
based on this type of locomotion will be obviously the
most feasible for a UUV. The studies on ostraciiform
type of locomotion was reported by Blake 1977. The
study made some interesting observations. For slow
progression, the caudal fin inclination with the lon-
gitudinal axis of the body is about 3 to 6 deg while
for fast progression, the angle is 35 deg. 3-D manoeu-
vring studies were carried out on a fish-like robot by
Wu, Yu, Su, & Tan 2014. The robotic fish here was
fabricated using multi-link joints to obtain the agility
during swimming and hence better manoeuvrability.
The present study considers the controllability aspects
of a box-fish by numerically simulating the manoeu-
vring motions.

Not much work has been reported on the determi-
nation of hydrodynamic derivatives of the body form
for assessing the vesselś controllability. This paper
presents a method for numerically evaluating the hy-
drodynamic forces and moments-an initial step to-
wards the estimation of hydrodynamic derivatives and
thereby the controllability of a box-fish shaped under-
water vehicle.

2 UUV GEOMETRY

A box fish in its three dimensional configuration is
shown in Figure 4. The principal particulars of the fish
are given in Table 1.

Table 1: Principal particulars of the UUV
Dimension Size (metres)
Length (L) 1.3
Breadth (B) 0.5
Depth (D) 0.5

Figure 4: Three dimensional representation of the box-fish
shaped UUV



3 MATHEMATICAL MODEL

The Cartesian co-ordinate system of the UUV is
shown in Figure 5. The conventional North-East-
Down (NED) system is followed here.

Figure 5: Co-ordinate system used in the study

A linear mathematical model describing the ma-
noeuvring motions of the UUV is represented by
Equations (1) through (6)

X = Xu̇u̇+Xu|u|u
2 +Xww

+Xqq +Xδδ +XT (1)

Y = Yv̇v̇ + Yvv + Ypp+ Yrr+ Yδδ (2)

Z = Zẇẇ+Zww+Zuu+Zqq +Zδδ (3)

K = Kṗṗ+Kpp+Kvv +Krr+Kδδ (4)

M = Mq̇ q̇ +Mqq +Mww+Muu+Mδδ (5)

N = Nṙṙ+Nrr+Nvv +Npp+Nδδ (6)

where subscript T represents thrust and δ, the rudder
angle.

4 NUMERICAL EVALUATION OF
CONTROLLABILITY IN VERTICAL PLANE

4.1 Numerical Modelling and Meshing

For studying the hydrodynamic forces and moments
on the UUV during manoeuvring motion there are
two basic methods, viz. numerical and experimental.
While experimental methods involve prohibitively ex-
pensive and rare facilities, numerical methods offer
the ease of bringing tedious tasks to desks. However
numerical methods have not yet become self suffi-
cient to completely replace experiments. They defi-
nitely offer promising inputs to the conceptual design.
In this paper an attempt has been made to simulate

Figure 6: Computational domain with its boundaries

the manoeuvring motions in the vertical plane of the
UUV’s motions.

Geometric modelling and meshing has been car-
ried out using the commercial package ANSYS ICEM
CFD. Figure 6 shows the computational domain. Its
extends are 2.0L ≤ x ≤ 5.0L , 2.0L ≤ y ≤ 2.0L and
0 ≤ z ≤ 2.0L.

An unstructured meshing strategy is employed
here. The minimum cell size has been calculated fol-
lowing the method described by Chandran, Janard-
hanan, Menon, et al. 2018.

Boundary layer thickness and the near wall element
size have been calculated from boundary layer theory.
The thickness of laminar sub-layer is obtained from
Equation (7) (Schlichting & Gersten 2016).

δ′ =
11.6v

V ∗
(7)

where V ∗ is the frictional velocity given by Equation
(8)

V ∗ =

√
τ0
ρ

(8)

and τ0 , the wall shear stress, is obtained as in Equa-
tion (9).

τ0 =
0.664√
ReL

· ρV
2

2
(9)

where, V is the flow velocity and ReL the length
based Reynolds number.

The mesh generated in the computational domain
in shown in Figure 7(a). The magnified view around
the fish body is shown in figure 7(b).

A velocity corresponding to Re = 0.5× 106 is im-
posed on the velocity inlet. The outlet is considered
to be a pressure outlet. Half-fish model is used with
the plane holding mid x-y plane as a symmetry wall.
Non-slip boundary condition is assigned to the UUV
body and slip walls to the far-field.



(a) Mesh in the domain (b) Magnified view around the UUV body

Figure 7: Unstructured mesh for computation

Figure 8: Dynamic pressure contours on the half-UUV

4.2 Steady-state predictions

Steady simulations are carried out with k − ω SST
two equation model. PISO scheme is used for pres-
sure velocity coupling. The convergence criteria is set
to 10−7. The simulations have been carried out us-
ing ANSYS FLUENT version 18.1. Dynamic pres-
sure contours on the half-fish model is shown in Fig-
ure 8.

4.3 Static manoeuvre simulations

As the 3D simulations were time consuming, for
faster predictions, a cut section of the UUV in the 2D
plane is used for further analysis. The coefficients of
drag (CD) and lift (CL) obtained from 3D simulations
discussed in the previous section have been used as
the reference. The challenge in 2D CFD simulations
to yield results close to 3D simulations lies in defin-
ing the reference value in the third dimension. As this
value remains constant and doesn’t consider the vari-
ation in the geometry of the model, 2D computations
provide only approximate values. Nevertheless, these
computations provide enough insights into the flow
physics as well as hydrodynamic forces and moments
in the initial phase of any design.

Simulations have been carried out by varying the
drift angle (β) from 0 to 12.5 deg in the vertical plane.
The velocity contours around the UUV obtained from
the simulation are presented in Figure 9. Figures from
9 (a) to 9 (f) represents different contours for various
drift angles.

4.4 Propulsion Tests

Propulsion tests have been carried out on a 2D model
through prescribed rigid body motions on the tail us-
ing the displacement function given by Equation 10

φ = −φa sin(ωt) (10)

through the user defined functions (UDF) module of
the solver.

Here φ is the sinusoidal tail oscillation about y-axis,
φa the amplitude of motion taken here as 12.5 deg, ω
is the angular frequency, 0.5 rad/s and t, the instan-
taneous time. The wake oscillations indicating the ef-
fective production of thrust is depicted in Figure 10.

4.5 Dynamic manoeuvre simulations

Hydrodynamic forces and moments are predicted
here by simulating the manoeuvring motions in heave
and pitch. Roll motions are not considered.

The sinusoidal motions in heave and pitch have
been brought in using UDF module of the solver. The
displacement functions in pitch and heave are as given
by Equations 10 and 11 respectively.

z = za sin(ωt) (11)

Here za is taken as D/4. Simulations have also
been carried out imposing combined heave and pitch
on the UUV body. Contours of total pressure around
the UUV body in heave, pitch and combined motions
are shown in Figures 11, 12 and 13 respectively.



(a) 0 deg (b) 2.5 deg

(c) 5 deg (d) 7.5 deg

(e) 10 deg (f) 12.5 deg

(g) Velocity Range

Figure 9: Velocity contours around the UUV at various angles of attack.



Figure 10: Wake oscillations due to tail motions

Figure 11: Total pressure contours in heave

Figure 12: Total pressure contours in pitch

Figure 13: Total pressure contours in combined mode

Figure 14: Variation of surge force with angle of attack

Figure 15: Variation of heave force with angle of attack

5 RESULTS AND DISCUSSIONS

In the present work manoeuvre motion simulations
have been carried out on an ostraciiform locomotion
inspired box-fish shaped UUV. At the outset, steady
state simulations were carried out on a half model of
the UUV for Re = 0.5× 106. The simulation yielded
the value of drag coefficient, CD as 0.019 and lift co-
efficient, CL as 0.0684. The 2D simulations with an
approximation of the third side yielded CD = 0.021
andCL = 0.074. The results show that 2D simulations
can yield better results. Net surge and heave forces
have been estimated using the Equations (12) and (13)
respectively. As there are not much literature on this
study, the results could not be verified.

X = FD cosβ + FL sinβ (12)

Z = −FD sinβ + FL cosβ (13)

Variation of the surge force, heave force and pitch mo-
ments with the angle of attack, β are shown in Figures
14, 15 and 16 respectively. The plots are also supple-
mented by a smoothing trend line.

The prediction of hydrodynamic forces and mo-
ments in the case of box-fish like bodies is not as
straight forward as in the case of streamlined ships
and submarines. The body being bluff, sheds vor-
tices at moderate angles (say 7.5 deg) of attack which
shows a sudden drop in surge and heave forces as
well as in pitch moment. Later beyond 10 deg, the
formation of vortices stabilizes and are expected to
contribute to induced components of surge, heave and



Figure 16: Variation of pitch moment with angle of attack

pitch and hence a rise in the trend is seen.The static
manoeuvre simulation tests on further analysis pro-
vide the w dependent derivatives.

The propulsion simulation using the oscillation of
the tail show an oscillating wake with very weak vor-
tices shedding and disappearing in no time. Hence
ostraciiform fish exhibits sluggish locomotion. The
maximum thrust generated due to tail motion is found
to be XT = 2.4N .

Time histories of surge force, heave force and pitch
moment when the UUV is subjected to pure sinu-
soidal heave motion is shown in Figure 17 plotted for
one complete time period of oscillation (12.56rad/s).

Similarly, the time histories of forces and moment
in pitch and combined mode is shown in Figures 18
and 19.

These plots reveal that box-fish, due to its asym-
metry about y-z plane doesn’t produce symmetrical
surge forces while its symmetry in x-z as well as x-y
planes resulted in symmetrical heave forces and pitch
moments. From heave simulations, the hydrodynamic
coefficients that can be evaluated areXw, Zw andMw.
From the pitch simulations the derivatives Xq, Zq and
Mq can be evaluated. Combined mode simulations
yield coupled derivatives which are not of interest to
this paper. The other derivatives can also be evaluated
considering the motions in the horizontal plane and
also by considering roll into account.

6 CONCLUSIONS

Box-fish owing to its non-streamlined shape has poor
controllability. They need extra thrust from the pec-
toral fins to supplement the thrust produced by the
caudal fin. Their tail length is too short to generate
reverse Von-Kármán vortex street of vortices for im-
proved power. This tail form helps the fish in sus-
taining power for a longer time. Nevertheless, this
work provides an initial frame work for the estima-
tion of hydrodynamic derivatives for a UUV in the
form of a box fish-the simplest possible mode of im-
plementation for bio-inspired propulsion. 2D results
have helped us in reasonable qualitative predictions.
Quantitatively, the results are yet to be verified either

with experimental or published ones. For more accu-
rate prediction, overset grids and 3D models are sug-
gested.

7 FUTURE WORK

Nature has its own way of compensating for the short-
comings imposed on its own creation. The carapace
on the fish’s body is believed to reduce drag and di-
rect flow such that the fish attains better manoeuvra-
bility (Van Wassenbergh, van Manen, Marcroft, Al-
faro, & Stamhuis 2015). Moreover, the role of the pec-
toral fins in augmenting the thrust produced by cau-
dal fin is unexplored in the present work. The present
work will be extended with the inclusion of carapace
and pectoral fins in the future works. The hydrody-
namic forces and moments will be analyzed using a
Fourier series method (Janardhanan & Krishnankutty
2009) for obtaining the hydrodynamic derivatives of
the hull form.The trajectories of the UUV in stan-
dard manoeuvres such a turning circle and zig-zag
will be predicted to finally arrive at its controllability,
counter-controllability and stability characteristics.
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(a) Surge force

(b) Heave force

(c) Pitch moment

Figure 17: Time histories of forces and moment in heaving mo-
tion

(a) Surge force

(b) Heave force

(c) Pitch moment

Figure 18: Time histories of forces and moment in pitching mo-
tion



(a) Surge force

(b) Heave force

(c) Pitch moment

Figure 19: Time histories of forces and moment in surge motion
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Abstract: All over the world India bangs the top most position in deaths caused by road crashes. Over 1 lakh people are killed or 

seriously injured in road crashes in India every year, that is more than the number of people killed in all our wars put together. 

Sixteen children die on Indian rroads daily and there is at least one death every four minutes.  Majority of the crashes are found to 

take place on rural highways. Rural highways are characterized by a low traffic volume and hence, speed of the vehicles is mainly 

controlled by the geometry. The topological conditions of India have resulted in very complex curves which include combination of 

horizontal curve and steep gradients up or down. In such environment, the drivers tend to choose the speeds that they perceive to be 

comfortable to them based on their perception of the criticality of the road geometrics ahead. Any unexpected road feature in the 

highway may surprise the drivers and may result in erroneous driving manoeuvres, which in turn, may end up in road crashes. As 

highways are meant for high speed travel, the impact of any collision that takes place will be grievous or fatal. Hence, the highways 

have to be designed such that their geometry directs the drivers to choose the operating speed which is in harmony with the 

environment. 

A large number of studies are done to evaluate the effect of geometry on operating speed of rural curves. But only a few researches 

are done to assess the effect of geometry on the stability of vehicles. Skidding and rollover crashes are increasing dramatically, the 

first being more common in small vehicles like cars and the latter being more common in heavy commercial vehicles like trucks. The 

availability of sufficient lateral friction to counteract centrifugal force experienced by a vehicle on curve is least studied, especially in 

India. The values of lateral friction adopted for design of horizontal curves were developed eighty years ago by Barnett 1936; Moyer 

and Berry 1940. Since then, vehicle fleet has changed completely and hence the demand for lateral friction may also have changed. 

But the point mass equation widely used for design of horizontal curve relies on lateral friction values developed by them. Also, the 

equation ignores the effect of vehicular characteristics or complexity of curve geometry. So, studies focusing on revision of 

geometric design criteria of horizontal curves based on vehicle stability and assessment of existing margin of safety or in other 

words, a quantitative assessment of risk involved affecting the stability of vehicles is very important. In this paper an effort has been 

made to identify the gaps in current design practices and to exhibit current status of study in the field of vehicle stability on rural 

highways. 

 

Keywords: Skidding, Friction, Vehicle Stability, Rollover. 

 

I. INTRODUCTION 

 

When a vehicle travels along a horizontal circular curve, it experiences centrifugal force outward the centre of the horizontal 

curve. This centrifugal force is inversely proportional to the radius of horizontal curve. Vehicle stability is achieved by the 

resistive forces that resist the centrifugal force. These forces include frictional interaction between the tires and pavement, and a 

component of the vehicle weight that acts parallel to the road surface. The frictional interaction between the tires and pavement 

depends on road surface side-friction factor, which in turn depends on many other factors, including road surface condition, 

weather and climatic condition, tire condition, and vehicle kinematics. The component of the vehicle weight that acts parallel to 

the road surface depends on the side slope of the highway, which is usually termed as superelevation. This approach is usually 

referred to as the point-mass (PM) model, which is adopted by North American design guides due to its simplicity. 

Based on the point-mass model, when a vehicle travels along a vertical curve, there is obviously no centrifugal force, and 

consequently no potential risk for skidding or rollover. However, for 3D(combined) alignments, where a horizontal curve is 

superimposed by a vertical alignment, the vertical alignment affects the available side friction. For 3D alignments, traditional 

design guides (AASHTO 2001; TAC 1999) calculate the minimum radius assuming a side friction on a horizontal plane using the 

point-mass model, thus ignoring the effect of vertical alignment. This approach simplifies cornering dynamics by reducing the 

vehicle into a point mass travelling on a 2D horizontal alignment. 
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ABSTRACT 

The issue of extreme episodic air pollution events in the Delhi-National Capital Region (NCR), 

India, during the month of November has been of concern for the last few years. Recent studies 

have used satellite observations and transport models, which indicate movement of smoke from 

stubble burning regions in Punjab and Haryana towards Delhi. Quantification of contribution of 

these emissions to the air pollution in Delhi, however, remains uncertain. In the present study, a 

similar attempt was made, and measurements are reported from 16 ground-based continuous air 

quality monitoring stations (CAAQMS) in the Delhi-NCR for the years 2016 and 2017. Time 

series PM2.5 ground measurements were compared with the total Fire Radiative Power (FRP) from 

Moderate Resolution Imaging Spectroradiometer (MODIS) onboard Terra and Aqua satellites for 

the airshed for Delhi-NCR. To quantify the smoke contribution from the fire pixels to the Delhi-

NCR, the Navy Aerosol Analysis Prediction System (NAAPS) smoke data were used. NAAPS 

simulations show that the smoke aerosol contribution to Delhi-NCR from stubble burning was ~5-

10 µg/m3 during the pollution episodic days in 2016. NAAPS results along with the PM2.5 

measurements at Ludhiana, Punjab, indicate that the stubble burning emissions may contribute 33-

66 µg/m3 to the PM2.5 at Delhi depending on wind conditions and emission levels at the source. 

The predominant aerosols over the study area during the episodic period were verified to be 
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ABSTRACT 

Lack of monitoring for landfill gas (LFG) emissions increases the hazard risk especially when a 

landfill site is being developed for further uses. This paper discusses the results from a LFG 

monitoring study carried out at a closed landfill site in Kuwait which lack engineered gas collection 

and venting system. Jleeb Al Shuyoukh landfill site was active between 1970 and 1993. The 

composition and seasonal variations in LFG release were monitored at Jleeb landfill site using 

Gasclam for the continuous LFG monitoring at 4 boreholes during the period July 2018 – Feb 

2019. The monitored gases included methane (CH4), carbon dioxide (CO2), Carbon Monoxide 

(CO), Volatile Organic Compounds (VOCs), Hydrogen Sulphide (H2S) and Oxygen (O2). The 

concentration of these gases in %v/v was monitored at 1 hour interval for the entire study period 

along with atmospheric pressure, borehole pressure and temperature. Consistent methane release 

with a concentration of 40- 65 %v/v was observed at the boreholes constructed for this study.  

Among the monitored gases only CO2 showed a positive correlation with methane. A constant 

CH4/CO2 ratio and lack of correlation with H2S indicated that the landfill is in stable phase. Lack 

of correlation between methane release and the bore hole pressure as well as ambient temperature 
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