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ABSTRACT 
 
Extensive research on vortex induced vibration of cylinders has revealed that inline vibration has significant impact 
on the shedding pattern and also on the amplitude of cross flow vibrations. Interaction between the responses in 
inline and cross flow directions is still not fully understood. The paper presents a simplified method for 
understanding the interaction between these two responses using two dimensional computational fluid dynamics 
(CFD) simulations. This paper addresses two cases where in the cylinder is modeled with a single degree of 
freedom (SDOF) in CF direction and two degrees of freedom (TDOF) in both CF and IL directions. The trends of 
variation of hydrodynamic and structural parameters have been analyzed to understand the effect of the second 
degree of freedom on cylinder response and hydrodynamic force coefficients. The shedding pattern has also been 
analyzed in the study. A 17 % increase in the value of CL has been observed in the TDOF case. The results show 
that the cylinder with SDOF is more prone to lock in vibration. This phenomenon may be related to the shifting of 
shedding pattern from 2S to 2P when the inline motion is arrested. 
 
NOMENCLATURE 
 

Symbol Definition (unit) 
D Diameter of the cylinder (m) 
V Current velocity (m/s) 
m* Mass ratio  𝑓v Frequency of vortex shedding 

(hz) 
St Strouhal number 𝑓n Natural frequency of cylinder in 

water (hz) 𝑓nCF Natural frequency of cylinder in 
CF direction (hz) 𝑓nIL Natural frequency of cylinder in 
IL direction (hz) 𝑓CF Frequency of oscillation of 
cylinder in CF direction (hz) 𝑓IL Frequency of oscillation of 
cylinder in IL direction (hz) 𝑓oscCL Frequency of oscillation of Lift 
coefficient (hz) 𝑓oscCD Frequency of oscillation of Drag 
coefficient (hz) 𝜂b Ratio of CF and IL direction 
natural frequencies 

 

 
1. INTRODUCTION 

 
Vortex induced vibration (VIV) of marine risers has ever 
been an extensively researched topic. But most of the 
studies have concentrated on understanding the wake 
characteristics and estimating hydrodynamic loading and 
response of either stationary cylinder or cylinder with 
SDOF [1]. Few results have been reported for study of 
hydrodynamic response of cylinder with TDOF in both in-
line (IL) and cross-flow (CF) directions. ILvibration has 
significant impact on the shedding pattern and also on the 
amplitude of CF vibrations [2]. The first of its kind 
discussions were reported in the case of flow around 
cylinder with TDOF [3]. They established the effect of 
reduced velocity (Ur) on the effect of forced and free 2dof 
response [3]. The effect of IL response on CF response 
depends on the ratio of natural frequencies in both 

directions ( 𝜂b = 𝑓nCF𝑓nIL ). During lock in, if the natural 

frequency in the IL direction is twice that in the CF 
direction, resonance occurs in both directions leading to 
premature failure of the riser [4]. Also it has been observed 
that IL response amplitude is a function of Ur and stability 
parameter, where as the CF response amplitude is a 
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function of Ur and flow velocity [5]. Wake 
characteristics, hydrodynamic force coefficients and 
response vary significantly when both IL and CF 
vibrations occur simultaneously. Hence there is a need for 
prediction of response that hold good for the combined IL 
and CF vibration. 
 

2. PROBLEM DESCRIPTION 
 

In the present paper a riser model with outer diameter 
0.076 m has been numerically analyzed using two 
dimensional (2D) computational fluid dynamics 
(CFD).Specifications of the riser and the flow condition 
in listed in Table 1. The incoming flow velocity is fixed 
as 0.5 m/s to maintain the flow regime uniform at Re = 
3.8 x 104 which corresponds to the ocean condition 
encountered by a real marine riser used for petroleum 
extraction in offshore industries [6]. In this paper an 
effort has been made to study the effect of IL vibration on 
the amplitude of CF vibration and also on the wake 
characteristics. 

Table 1 Riser model specifications and flow 
characteristics 

Properties Values Units 

Diameter (D) 0.076 m 

Aspect ratio ( L/D) 13.12 - 

Flow velocity (V) 0.5 m/s 

Reynolds Number of 
flow (Re) 

3.8 x 104 - 

Mass ratio (m*) 0.66 - 

 
2.1. MATHEMATICAL MODEL 
 
The riser has been modeled as a 2D cylinder with TDOF 
in the CF and IL directions. The equations of motion for 
the riser can be represented as 
 𝑚�̈� + 𝑐�̇� + 𝑘𝑌 = 𝐹L(𝑡) (1) 

 𝑚�̈� + 𝑐�̇� + 𝑘𝑋 = 𝐹D(𝑡) (2) 
 
where Y is the displacement in CF direction and X is the 
displacement in the IL direction. The excitation forces are 
lift force, 𝐹L(𝑡) and drag force 𝐹D(𝑡). The excitation 
forces are periodic in nature due the alternate shedding of 
vortices, which causes the riser to oscillate in CF as well 
as IL directions. The riser is observed to oscillate with 
frequency equal to frequency of vortex shedding ( 𝑓v) in 
the CF direction and at double the frequency in the IL 
direction during lock in. Lock in can be defined as the 
resonance condition during which the vortex shedding 
frequency lock on to the natural frequency of the riser in 
the cross flow direction. A simple representation of the 
mathematical model of riser with TDOF is represented in 
Figure. 1.  
 

The riser is modeled with zero structural damping in the 
CF and IL directions. kx and ky  are stiffness coefficients in 
the IL and CF directions respectively. In the present study 
kx= ky. For such a specific case the natural frequencies in 
both directions will be same and hence 𝜂b = 1. 
 
 

 
Figure 1 Representation of mathematical model of riser 
with TDOF. 
 
2.2. FLUID DOMAIN  
 
Figure 2 (a) shows the computational domain for the CFD 
simulation of VIV of an elastically mounted cylinder with 
TDOF. The origin of the Cartesian coordinate system is 
located at the center of the cylinder. The length of the 
domain is 40D with the cylinder located at 10D away from 
the inlet boundary. The cross flow width of the domain in 
20D with the center of the cylinder at the middle. Detailed 
views of the mesh around the cylinder along with the 
computational domain after meshing have been shown in 
Figure 2 (c) and (b) respectively. There are 307 nodes 
around the circumference of the cylinder and the minimum 
element size near the rigid wall boundary has been 
computed from boundary layer theory to be 0.0001D [7]. 
The non-dimensional element size represented as y+, next 
to the cylinder surface is found to be less than unity. For 
cylinder wall a no slip boundary condition has been 
applied assuming the surface to be smooth. Inlet boundary 
has been treated has velocity-inlet with inflow velocity, V 
= 0.5 m/s.  Outlet boundary has been treated as pressure 
outlet, the gradients of fluid velocity are set to zero and the 
pressure with zero reference pressure. On the two 
transverse boundaries symmetry boundary condition has 
been applied. Grid independency study has been carried 
out for the present grid in the previous work done by the 
authors [8]. 

 
 (a)  
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(b) 

 

 
(c) 

Figure 2 (a) Computational domain (b) computational 
mesh (c) mesh around the cylinder 
 
2.3. FLOW MODEL 

 
Numerically this problem has been treated as a case of 
two way fluid structure interactions (2way FSI). 
Modeling and meshing has been performed in ANSYS 
ICEM CFD and solving using ANSYS FLUENT. Flow 
around the cylinder is modeled using the transient, 
incompressible Navier-Stokes equation based RANS 
solver with k – ω SST as the turbulence model. RANS 
solver does the virtual averaging of velocities over an 
interval of time and hence for a specific interval the 
velocity vector appears to be constant in a RANS solver. 
In the present work an optimized fine grid is used to 
compensate for this drawback of the solver enabling it to 
capture the physics of Von-Karman Street eddies. 
 
The governing equations are discretized using finite 
difference method. Non iterative time advancement 
(NITA) scheme with fractional time stepping method 
(FSM) has been chosen for pressure-velocity coupling of 
the grid. A least squares cell (LSC) based scheme has 
been used for gradient in spatial discretization and a 
second order upwind scheme as convective scheme. 
 
2.4. STRUCTURAL MODEL 
 
An elastically mounted cylinder can be mathematically 
represented by Eq. (1) and (2). These equations of motion 
are solved using a six degrees of freedom solver (6DOF), 
an integral part of the main solver by defining the 
cylinder as an object with TDOF in transverse direction. 

A user defined function (UDF) compiled in C 
programming language has been hooked to the cylinder 
dynamic boundary conditions. The governing equations for 
the motion of the center of gravity of the cylinder in the CF 
and IL directions are solved in the inertial coordinate 
system. Velocity in the CF and IL directions are obtained 
by performing integration on Eq. (3) and (4) 
 �̈� = 1𝑚 ∑ 𝐹L (3) �̈� = 1𝑚 ∑ 𝐹D (4) 

 
where �̈� and �̈�, are accelerations in the IL and CF direction 
respectively, m is the mass of the cylinder and F, resultant 
fluid force acting on the cylinder in the respective 
direction. Position of the center of gravity of the cylinder 
(CG) is updated after solving the equations of motion of a 
spring mass system represented by Eq. (1) and (2). Mass of 
the cylinder is given in the UDF as  
 𝑚 = 𝑚b + 𝑚a (5) 

𝑚a = (1 + CA)𝑚𝑏 (6) 

where ma is the added mass and mb is the mass of the 
cylinder. Added mass coefficient CA for the aspect ratio of 
the present model is found to be equal to 0.7 [9]. 
 
Analysis has been performed assigning the cylinder TDOF 
with kx = ky so that the natural frequencies of the cylinder 
in both directions remain equal. The results are compared 
with the case when the cylinder has only SDOF in the CF 
direction. Amplitudes of CF response are compared with 
existing results [8] and also the shedding patterns in both 
cases are analyzed.   
 
3. RESULTS AND DISCUSSIONS 
 
From the numerical analysis of cylinder with TDOF it has 
been observed that the hydrodynamic force coefficient in 
the CF direction, CL shows an increase of 17.4% than that 
for SDOF case. This result is comparable with the findings 
of previous research in the field which shows an increase 
in the lift coefficient value by permitting an extra degree of 
freedom [10]. RMS value of CD is almost constant for both 
cases with a very small decrease of 4% with TDOF case. 
CL oscillates about zero with almost equal frequencies for 
both the cases. But the frequency of oscillation of CD is 
lesser by 7.2% for TDOF case. The values of important 
hydrodynamic and structural parameters of both cases are 
shown in Table 2. 
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Table 2 Hydrodynamic and structural parameter off 
cylinder with SDOF and TDOF 

Parameters SDOF TDOF 
(𝜂b = 1) 

CL 0.57 0.69 
CD 1.49 1.43 𝑓𝑜𝑠𝑐 CL(𝑓𝑣) 1.16 1.14 𝑓𝑜𝑠𝑐 𝐶D 2.5 2.32 𝑓CF 1.26 1.15 𝑓IL - 3.28 
St 0.18 0.17 
Y/D 1.06 1.2 
X/D - 0.17 
 
The non dimensional amplitude in the CF direction 
obtained with TDOF is 11.3% more than that with SDOF. 
X/D is approximately 0.2.Time histories of major 
parameters obtained from the SDOF analysis are shown 
in Figure 3 (a) – (c) and that for TDOF in Figure 4(a) – 
(c).  Frequency of oscillation of the cylinder in the CF 
direction obtained from SDOF case is found to be more 
closer to the theoretical value of vortex shedding 
frequency obtained from the normal value of St = 0.2 
(𝑓v = 1.3). For TDOF case the frequency of oscillation 
deviates from the vortex shedding frequency. 
For TDOF case the frequency of oscillation of CL and the 
oscillation frequency of cylinder in the CF direction 
remains same. In SDOF case CL oscillation frequency 
remains same as that in the TDOF case, but the cylinder 
vibration frequency in the CF shifts towards the natural 
frequency of cylinder in CF direction. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3  Pressure contours and Time histories of various 
hydrodynamic and structural parameters (a) Vortex 
shedding pattern behind cylinder with SDOF showing 2P 
mode (b) CL of cylinder with SDOF (c) CD of cylinder 
with SDOF (d) Motion history of cylinder with SDOF. 
 
In the present analysis the natural frequency in both 
directions are specifically fixed to be equal to the 
theoretical value of vortex shedding frequency. Hence the 
phenomenon can be looked upon as the lock in of vortex 
shedding frequency on to the natural frequency of the 
cylinder. It can be concluded that a cylinder with SDOF is 
more prone to lock in vibration compared to that with 
TDOF. 
 

 
(a) 
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(b) 

 
(c) 

 
(d) 

Figure 4 Pressure contours and time histories of various 
hydrodynamic and structural parameters (a) Vortex 
shedding pattern behind cylinder with TDOF showing 2S 
mode (b) CL of cylinder with TDOF (c) CD of cylinder with 
TDOF (d) Motion history of cylinder with TDOF. 

This observation can be related to the shifting of the 
vortex shedding pattern from 2S to 2P mode when motion 
in IL direction is arrested. The shedding patterns for 
SDOF and TDOF cases are shown in Figure 3(a) and 4(a) 
respectively. St obtained also is with the range of normal 
value for cylinders during lock in. Even though the values 
of CD for both cases are almost same, the oscillating 
frequency varies significantly.  
 
 
The trajectory of oscillation of cylinder in TDOF case is 
represented in Figure. 5. A clear eight figure trajectory is 
observed which is typical for VIV of cylinders [10]. Also 
it has been observed that the motion the IL direction lags 
behind that in CF direction by a phase angle 30°. The 
represented trajectory in Figure 5 corresponds to 30° 
phase lag [11].  

 

 
Figure 5 Trajectory of the cylinder with TDOF oscillating 
under VIV 
 
4.  CONCLUSIONS 
 
Permitting an additional degree of freedom seems to have 
significant effect on the magnitude of lift coefficient but 
the frequency of oscillation of CL remains constant for both 
the cases. CD is independent of the degree of freedom of 
the cylinder but the frequency of oscillation varies 
significantly. 
Oscillation amplitude of the cylinder in the CF direction is 
more in TDOF case which can be related to the increase in 
CL. 
It has been clearly observed that with SDOF the cylinder is 
more prone to lock in vibration since the vortex shedding 
frequency locks on to the natural frequency of the cylinder 
in the CF direction. But with TDOF no such shifting of 
frequency is observed. Shedding pattern shifts from 2S 
during TDOF motion to 2P when motion in IL direction is 
arrested. 
An eight figure trajectory typical for VIV is obtained from 
the 2D simulation. Hence the efficacy of 2D CFD as a tool 
to predict response of cylinder with TDOF under VIV is 
accomplished. The observations made above are definitely 
strong inputs in the design and deployment of marine 
risers. 
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Abstract— This paper focuses on the flood management 
strategies which are appropriate for Kochi while  considering 
water conservation aspects. Best Management Practices (BMP), 
the structural and non structural measures, to manage the 
quantity and improve the quality of storm water in cost effective 
manner were reviewed. The BMPs like permeable pavers, Rain 
barrels and infiltration trenches were analyzed for their 
hydrological performances using  the Storm Water Management 
Model (SWMM) by  US EPA. The present study applies a multi 
criteria analysis (MCA) namely analytical network process 
(ANP) to rank the BMPs for flood reduction in the city. MCA 
makes it possible to tradeoff various other criteria that can bring 
about sustainability element to the solution. The ranking was 
obtained considering multiple stakeholders like people, design 
engineers and policy makers. 

Keywords— Flood reduction, Best Management Practices, Multi 
Criteria Analysis, SWMM, Analytical network Process 

 
I. INTRODUCTION 

 Kochi, the most populated city in Kerala, is one of 
the 20 selected smart cities in India. The city is transforming 
from early-urban to middle urban stage [1]. Even at this 
growth stage, Kochi lacks sufficient drainage and sewerage 
system.  The storm water in Kochi is managed through natural 
inland canals and secondary man made drains, constructed 
even without considering the actual runoff. Lack of sewerage 
network causes the households to use storm drains for sewage 
discharge thereby contaminating and clogging the drainage 
network of city. Any blockage in these open drains or canals 
results in inundation of the surrounding area with sewage 
mixed storm water. On the other side, the city is under acute 
water scarcity due to contaminated ground water and mostly 
unreliable and insufficient supply through pubic distribution 
network [2]. Therefore, managing large volume of storm 
water without flooding while utilizing it as a resource to 
enhance  urban water security is of prime importance to 
Kochi.  

The present work evaluated some of the Best Management 
Practices (BMP) [3] for storm water management such as rain 
barrels, infiltration trench, pervious pavements and permeable 
interlocking pavements. A ranking of BMPs or their 
combinations were carried out using multi-criteria analysis 
(MCA) based on technical, social, economic and 
environmental criteria with focus on flood reduction and 
harvesting of rainwater in the urban area. 

II. STUDY AREA 

49 sq. km of eastern Kochi divided into 137 sub catchments 
was considered in the present study. Catchments were selected 
such that they are bounded by water bodies on all sides. 
Overflow effects from the upper catchments are therefore 
avoided in such hydrologically  isolated catchments. The 
study area and the catchment subdivision are given in figure 1. 
A drainage map of the study area, was prepared from the 
ground contour (created using SRTM- DEM) and inland water 
way map, as shown in figure 2. 

 

 

Figure 1 - Catchment area and its subdivisions. 

Figure 2 also shows problematic area with 500 m buffer zone 

created for finding out the weightage factor for problematic 
area nearness. The nodes coming under these buffer zones are 
more significant in causing flood problems to the public 
compared to the other areas. 
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ABSTRACT 

The issue of extreme episodic air pollution events in the Delhi-National Capital Region (NCR), 
India, during the month of November has been of concern for the last few years. Recent studies 
have used satellite observations and transport models, which indicate movement of smoke from 
stubble burning regions in Punjab and Haryana towards Delhi. Quantification of contribution of 
these emissions to the air pollution in Delhi, however, remains uncertain. In the present study, a 
similar attempt was made, and measurements are reported from 16 ground-based continuous air 
quality monitoring stations (CAAQMS) in the Delhi-NCR for the years 2016 and 2017. Time 
series PM2.5 ground measurements were compared with the total Fire Radiative Power (FRP) from 
Moderate Resolution Imaging Spectroradiometer (MODIS) onboard Terra and Aqua satellites for 
the airshed for Delhi-NCR. To quantify the smoke contribution from the fire pixels to the Delhi-
NCR, the Navy Aerosol Analysis Prediction System (NAAPS) smoke data were used. NAAPS 
simulations show that the smoke aerosol contribution to Delhi-NCR from stubble burning was ~5-
10 µg/m3 during the pollution episodic days in 2016. NAAPS results along with the PM2.5 
measurements at Ludhiana, Punjab, indicate that the stubble burning emissions may contribute 33-
66 µg/m3 to the PM2.5 at Delhi depending on wind conditions and emission levels at the source. 
The predominant aerosols over the study area during the episodic period were verified to be 
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ABSTRACT 

Lack of monitoring for landfill gas (LFG) emissions increases the hazard risk especially when a 

landfill site is being developed for further uses. This paper discusses the results from a LFG 

monitoring study carried out at a closed landfill site in Kuwait which lack engineered gas collection 

and venting system. Jleeb Al Shuyoukh landfill site was active between 1970 and 1993. The 

composition and seasonal variations in LFG release were monitored at Jleeb landfill site using 

Gasclam for the continuous LFG monitoring at 4 boreholes during the period July 2018 – Feb 

2019. The monitored gases included methane (CH4), carbon dioxide (CO2), Carbon Monoxide 

(CO), Volatile Organic Compounds (VOCs), Hydrogen Sulphide (H2S) and Oxygen (O2). The 

concentration of these gases in %v/v was monitored at 1 hour interval for the entire study period 

along with atmospheric pressure, borehole pressure and temperature. Consistent methane release 

with a concentration of 40- 65 %v/v was observed at the boreholes constructed for this study.  

Among the monitored gases only CO2 showed a positive correlation with methane. A constant 

CH4/CO2 ratio and lack of correlation with H2S indicated that the landfill is in stable phase. Lack 

of correlation between methane release and the bore hole pressure as well as ambient temperature 
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ABSTRACT: Bio-inspired propulsion systems have many advantages over the conventional ones. They are
found to be noiseless and eco-friendly. Most of the aquatic locomotion makes use of oscillations, paddling and
water-jet for producing net thrust on the body. In this paper a box-fish shaped unmanned underwater vehicle
(UUV) has been considered for studying its controllability. A RANS based CFD method has been implemented
for simulating manoeuvring motions in heave and pitch to obtain the forces and moments during such motions.

1 INTRODUCTION

Bio-inspired propulsion is a much researched field
these days. The fact that, the noise and vibrations
produced during the operation of conventional pro-
pellers have adversely affected the bio-diversity of
oceans, has made bio-inspired propulsion more entic-
ing to mankind. Getting rid of the conventional ro-
tary components of a propulsion system completely
is also not practical. Ocean transport do contribute to
a mammoth scale of world’s economy. Hence there
should be a balance between bio-inspired flapping foil
as well as the conventional propulsion systems so that
we do not tamper much with the ecological systems
and at the same time do contribute to the economy.

Nature is known as the master engineer. The effi-
ciency of propulsion of some aquatic animals have
struck us in awe and the values of their efficiency
have far outperformed those of man-made vehicles.
Now it is time to have a few such vehicles operating
in the oceans. There have been many studies in the
past decades concentrating on the flapping foil mech-
anisms on ocean vehicles: both surface and sub-sea.
Most of them focused on the determination of propul-
sive efficiency while others on the controllability.

1.1 Understanding the locomotion of fish

The locomotion of the fish is indeed complex yet
efficient. Various fins involved in the locomotion or

swimming are shown in Figure 1.

Figure 1: Various fins on the body of a fish

Fishes swim using all the fins. The locomotion a
fish swimming with tail fin or the caudal fin and
the trunk is broadly classified into angulliform, sub-
carangiform, carangiform, thunniform and ostraci-
iform (Figure 2). From angulliform to ostraciiform
the locomotion gets simplified with the deteriorating
involvement of the trunk as the undulations of the en-
tire trunk reduces to mere oscillations of the tail dur-
ing swimming. Locomotion of the fish with varying
involvement of the trunk and tail is shown in Figure
3.

In ostraciiform models, the undulation is confined
mostly to the caudal fin without moving the body. The
thrust for this model is generated with a lift-based
method, allowing cruising speeds to be maintained for
long periods. This form is considered to be the sim-



(a) Angulliform (eel) (b) Carangiform
(salmon)

(c) Thunniform (tuna) (d) Ostraciiform (sun-
fish)

Figure 2: Fish with different types of tail locomotion

plest of all for carrying out mathematical studies. A
UUV with hull form geometrically similar to that of a
box-fish, a typical ostraciiform model undergoing ma-
noeuvring motions in heave and pitch, has been anal-
ysed for controllability in the present study. UUVs
also known as underwater drones are vehicles with no
humans onboard during the course of their mission.
There are basically two types of UUVs- autonomous
underwater vehicle (AUV) and remotely operated ve-
hicle (ROV). AUVs are more or less like robots not
entailing human intervention throughout their mission
while ROVs are remotely operated from a ground sta-
tion.

In the case of present work, the vehicle’s hull form
is more important than its mode of operation. Guid-
ance and control are very important aspects in the de-
sign of marine vehicles no matter whether they are
surface or underwater vehicles. A motion planning
and control system was developed for autonomous
surface vehicles by Hinostroza, Guedes Soares, &
Xu 2018. This work aims at achieving the first step
in controllability predictions-determination of forces
and moments during manoeuvring motions. A linear
mathematical model combined with a RANS based
CFD method has been used for obtaining the thrust
generated during the oscillatory motions of the tail
with ANSYS FLUENT as the solver. The forces and
moments acting on the hull form in both static and dy-
namic manoeuvres have been estimated. This paper is
an initial step towards the controllability and stability
prediction of fish-shaped UUVs which could be used
in search and rescue as well as surveillance missions.
Hence it is imperative to predict the trajectory of such
vessels well in advance through controllability studies
of its hull form.

Figure 3: Undulatory motion of the entire trunk to oscillatory
motion of the tail

It is quite evident that the ostraciiform type of loco-
motion is the simplest mode of locomotion. A design
based on this type of locomotion will be obviously the
most feasible for a UUV. The studies on ostraciiform
type of locomotion was reported by Blake 1977. The
study made some interesting observations. For slow
progression, the caudal fin inclination with the lon-
gitudinal axis of the body is about 3 to 6 deg while
for fast progression, the angle is 35 deg. 3-D manoeu-
vring studies were carried out on a fish-like robot by
Wu, Yu, Su, & Tan 2014. The robotic fish here was
fabricated using multi-link joints to obtain the agility
during swimming and hence better manoeuvrability.
The present study considers the controllability aspects
of a box-fish by numerically simulating the manoeu-
vring motions.

Not much work has been reported on the determi-
nation of hydrodynamic derivatives of the body form
for assessing the vesselś controllability. This paper
presents a method for numerically evaluating the hy-
drodynamic forces and moments-an initial step to-
wards the estimation of hydrodynamic derivatives and
thereby the controllability of a box-fish shaped under-
water vehicle.

2 UUV GEOMETRY

A box fish in its three dimensional configuration is
shown in Figure 4. The principal particulars of the fish
are given in Table 1.

Table 1: Principal particulars of the UUV

Dimension Size (metres)

Length (L) 1.3

Breadth (B) 0.5

Depth (D) 0.5

Figure 4: Three dimensional representation of the box-fish
shaped UUV



3 MATHEMATICAL MODEL

The Cartesian co-ordinate system of the UUV is
shown in Figure 5. The conventional North-East-
Down (NED) system is followed here.

Figure 5: Co-ordinate system used in the study

A linear mathematical model describing the ma-
noeuvring motions of the UUV is represented by
Equations (1) through (6)

X = Xu̇u̇+Xu|u|u
2 +Xww

+Xqq +Xδδ +XT (1)

Y = Yv̇v̇ + Yvv + Ypp+ Yrr+ Yδδ (2)

Z = Zẇẇ+Zww+Zuu+Zqq +Zδδ (3)

K = Kṗṗ+Kpp+Kvv +Krr+Kδδ (4)

M = Mq̇ q̇ +Mqq +Mww+Muu+Mδδ (5)

N = Nṙṙ+Nrr+Nvv +Npp+Nδδ (6)

where subscript T represents thrust and δ, the rudder
angle.

4 NUMERICAL EVALUATION OF
CONTROLLABILITY IN VERTICAL PLANE

4.1 Numerical Modelling and Meshing

For studying the hydrodynamic forces and moments
on the UUV during manoeuvring motion there are
two basic methods, viz. numerical and experimental.
While experimental methods involve prohibitively ex-
pensive and rare facilities, numerical methods offer
the ease of bringing tedious tasks to desks. However
numerical methods have not yet become self suffi-
cient to completely replace experiments. They defi-
nitely offer promising inputs to the conceptual design.
In this paper an attempt has been made to simulate

Figure 6: Computational domain with its boundaries

the manoeuvring motions in the vertical plane of the
UUV’s motions.

Geometric modelling and meshing has been car-
ried out using the commercial package ANSYS ICEM
CFD. Figure 6 shows the computational domain. Its
extends are 2.0L ≤ x ≤ 5.0L , 2.0L ≤ y ≤ 2.0L and
0 ≤ z ≤ 2.0L.

An unstructured meshing strategy is employed
here. The minimum cell size has been calculated fol-
lowing the method described by Chandran, Janard-
hanan, Menon, et al. 2018.

Boundary layer thickness and the near wall element
size have been calculated from boundary layer theory.
The thickness of laminar sub-layer is obtained from
Equation (7) (Schlichting & Gersten 2016).

δ′ =
11.6v

V ∗
(7)

where V ∗ is the frictional velocity given by Equation
(8)

V ∗ =

√

τ0
ρ

(8)

and τ0 , the wall shear stress, is obtained as in Equa-
tion (9).

τ0 =
0.664√
ReL

·
ρV 2

2
(9)

where, V is the flow velocity and ReL the length
based Reynolds number.

The mesh generated in the computational domain
in shown in Figure 7(a). The magnified view around
the fish body is shown in figure 7(b).

A velocity corresponding to Re = 0.5× 106 is im-
posed on the velocity inlet. The outlet is considered
to be a pressure outlet. Half-fish model is used with
the plane holding mid x-y plane as a symmetry wall.
Non-slip boundary condition is assigned to the UUV
body and slip walls to the far-field.



(a) Mesh in the domain (b) Magnified view around the UUV body

Figure 7: Unstructured mesh for computation

Figure 8: Dynamic pressure contours on the half-UUV

4.2 Steady-state predictions

Steady simulations are carried out with k − ω SST
two equation model. PISO scheme is used for pres-
sure velocity coupling. The convergence criteria is set
to 10−7. The simulations have been carried out us-
ing ANSYS FLUENT version 18.1. Dynamic pres-
sure contours on the half-fish model is shown in Fig-
ure 8.

4.3 Static manoeuvre simulations

As the 3D simulations were time consuming, for
faster predictions, a cut section of the UUV in the 2D
plane is used for further analysis. The coefficients of
drag (CD) and lift (CL) obtained from 3D simulations
discussed in the previous section have been used as
the reference. The challenge in 2D CFD simulations
to yield results close to 3D simulations lies in defin-
ing the reference value in the third dimension. As this
value remains constant and doesn’t consider the vari-
ation in the geometry of the model, 2D computations
provide only approximate values. Nevertheless, these
computations provide enough insights into the flow
physics as well as hydrodynamic forces and moments
in the initial phase of any design.

Simulations have been carried out by varying the
drift angle (β) from 0 to 12.5 deg in the vertical plane.
The velocity contours around the UUV obtained from
the simulation are presented in Figure 9. Figures from
9 (a) to 9 (f) represents different contours for various
drift angles.

4.4 Propulsion Tests

Propulsion tests have been carried out on a 2D model
through prescribed rigid body motions on the tail us-
ing the displacement function given by Equation 10

φ = −φa sin(ωt) (10)

through the user defined functions (UDF) module of
the solver.

Here φ is the sinusoidal tail oscillation about y-axis,
φa the amplitude of motion taken here as 12.5 deg, ω
is the angular frequency, 0.5 rad/s and t, the instan-
taneous time. The wake oscillations indicating the ef-
fective production of thrust is depicted in Figure 10.

4.5 Dynamic manoeuvre simulations

Hydrodynamic forces and moments are predicted
here by simulating the manoeuvring motions in heave
and pitch. Roll motions are not considered.

The sinusoidal motions in heave and pitch have
been brought in using UDF module of the solver. The
displacement functions in pitch and heave are as given
by Equations 10 and 11 respectively.

z = za sin(ωt) (11)

Here za is taken as D/4. Simulations have also
been carried out imposing combined heave and pitch
on the UUV body. Contours of total pressure around
the UUV body in heave, pitch and combined motions
are shown in Figures 11, 12 and 13 respectively.



(a) 0 deg (b) 2.5 deg

(c) 5 deg (d) 7.5 deg

(e) 10 deg (f) 12.5 deg

(g) Velocity Range

Figure 9: Velocity contours around the UUV at various angles of attack.



Figure 10: Wake oscillations due to tail motions

Figure 11: Total pressure contours in heave

Figure 12: Total pressure contours in pitch

Figure 13: Total pressure contours in combined mode

Figure 14: Variation of surge force with angle of attack

Figure 15: Variation of heave force with angle of attack

5 RESULTS AND DISCUSSIONS

In the present work manoeuvre motion simulations
have been carried out on an ostraciiform locomotion
inspired box-fish shaped UUV. At the outset, steady
state simulations were carried out on a half model of
the UUV for Re = 0.5× 106. The simulation yielded
the value of drag coefficient, CD as 0.019 and lift co-
efficient, CL as 0.0684. The 2D simulations with an
approximation of the third side yielded CD = 0.021
and CL = 0.074. The results show that 2D simulations
can yield better results. Net surge and heave forces
have been estimated using the Equations (12) and (13)
respectively. As there are not much literature on this
study, the results could not be verified.

X = FD cosβ + FL sinβ (12)

Z = −FD sinβ + FL cosβ (13)

Variation of the surge force, heave force and pitch mo-
ments with the angle of attack, β are shown in Figures
14, 15 and 16 respectively. The plots are also supple-
mented by a smoothing trend line.

The prediction of hydrodynamic forces and mo-
ments in the case of box-fish like bodies is not as
straight forward as in the case of streamlined ships
and submarines. The body being bluff, sheds vor-
tices at moderate angles (say 7.5 deg) of attack which
shows a sudden drop in surge and heave forces as
well as in pitch moment. Later beyond 10 deg, the
formation of vortices stabilizes and are expected to
contribute to induced components of surge, heave and



Figure 16: Variation of pitch moment with angle of attack

pitch and hence a rise in the trend is seen.The static
manoeuvre simulation tests on further analysis pro-
vide the w dependent derivatives.

The propulsion simulation using the oscillation of
the tail show an oscillating wake with very weak vor-
tices shedding and disappearing in no time. Hence
ostraciiform fish exhibits sluggish locomotion. The
maximum thrust generated due to tail motion is found
to be XT = 2.4N .

Time histories of surge force, heave force and pitch
moment when the UUV is subjected to pure sinu-
soidal heave motion is shown in Figure 17 plotted for
one complete time period of oscillation (12.56rad/s).

Similarly, the time histories of forces and moment
in pitch and combined mode is shown in Figures 18
and 19.

These plots reveal that box-fish, due to its asym-
metry about y-z plane doesn’t produce symmetrical
surge forces while its symmetry in x-z as well as x-y
planes resulted in symmetrical heave forces and pitch
moments. From heave simulations, the hydrodynamic
coefficients that can be evaluated are Xw, Zw and Mw.
From the pitch simulations the derivatives Xq, Zq and
Mq can be evaluated. Combined mode simulations
yield coupled derivatives which are not of interest to
this paper. The other derivatives can also be evaluated
considering the motions in the horizontal plane and
also by considering roll into account.

6 CONCLUSIONS

Box-fish owing to its non-streamlined shape has poor
controllability. They need extra thrust from the pec-
toral fins to supplement the thrust produced by the
caudal fin. Their tail length is too short to generate
reverse Von-Kármán vortex street of vortices for im-
proved power. This tail form helps the fish in sus-
taining power for a longer time. Nevertheless, this
work provides an initial frame work for the estima-
tion of hydrodynamic derivatives for a UUV in the
form of a box fish-the simplest possible mode of im-
plementation for bio-inspired propulsion. 2D results
have helped us in reasonable qualitative predictions.
Quantitatively, the results are yet to be verified either

with experimental or published ones. For more accu-
rate prediction, overset grids and 3D models are sug-
gested.

7 FUTURE WORK

Nature has its own way of compensating for the short-
comings imposed on its own creation. The carapace
on the fish’s body is believed to reduce drag and di-
rect flow such that the fish attains better manoeuvra-
bility (Van Wassenbergh, van Manen, Marcroft, Al-
faro, & Stamhuis 2015). Moreover, the role of the pec-
toral fins in augmenting the thrust produced by cau-
dal fin is unexplored in the present work. The present
work will be extended with the inclusion of carapace
and pectoral fins in the future works. The hydrody-
namic forces and moments will be analyzed using a
Fourier series method (Janardhanan & Krishnankutty
2009) for obtaining the hydrodynamic derivatives of
the hull form.The trajectories of the UUV in stan-
dard manoeuvres such a turning circle and zig-zag
will be predicted to finally arrive at its controllability,
counter-controllability and stability characteristics.
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(a) Surge force

(b) Heave force

(c) Pitch moment

Figure 17: Time histories of forces and moment in heaving mo-
tion

(a) Surge force

(b) Heave force

(c) Pitch moment

Figure 18: Time histories of forces and moment in pitching mo-
tion



(a) Surge force

(b) Heave force

(c) Pitch moment

Figure 19: Time histories of forces and moment in surge motion
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Abstract

Recently, Underwater Wireless Sensor Networks
(UWSNs) have emerged as a prominent research area
in the networking domain due to their wide range of
applications in submarine tracking, disaster detection,
oceanographic data collection, pollution detection,
and underwater surveillance. With its unique
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characteristics like continuous movement of sensor
nodes, limitations in bandwidth and high utilization
of energy, efficient routing and data transfer in
UWSNs have remained a challenging task for
researchers. Almost all the protocols proposed for
terrestrial sensor networks are inefficient and do not
perform well in an underwater environment. Recently
Location-Based Opportunistic Routing Protocols have
been observed to perform well in UWSN
environments. But it is also observed that these
protocols suffer from performance degradation in
UWSN networks with communication voids. The
objective of this research paper is to discuss the
working of major Location-Based Opportunistic
Routing Protocols in UWSNs with communication
voids and to highlight their issues and drawbacks. We
analyzed the Quality of Service parameters, packet
delivery ratio, end-to-nd delay, throughput, and
energy efficiency of two major Location-Based
Opportunistic Routing Protocols, i.e., Vector-Based
Forwarding (VBF) and Hop-by-Hop VBF (HH-VBF) in
UWSNs with communication voids using NS-2
simulator with Aqua-Sim extension. Simulation
results state that both VBF and HH-VBF protocols
suffered from performance degradations in UWSNs
with communication voids. In addition to this, the
paper also highlights open issues for UWSN to assist
researchers in designing efficient routing protocols
for UWSNs having multiple communication voids.
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Abstract

Security of data is the main aspect to be considered
in the digital network. Data transmission can be
made secure by performing reversible data hiding
in images. Here the data can be hidden and
transmitted inside a host image. Security to the
image can be provided by various algorithms like
symmetric key algorithm and public key algorithms.
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This paper provides a comparative study of AES and
RSA algorithms for image encryption and reversible
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by histogram shifting method. The RSA algorithm
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Abstract
Mobile ad hoc networks (MANETs) are a collection of wireless devices like mobile phones and laptops that can spontaneously form self-sustained
temporary networks without the assistance of any pre-existing infrastructure or centralized control. These unique features have enabled MANETs to be
used for communication in challenging environments like earthquake-affected areas, underground mines, etc. Mobility and speed of devices in MANETs
have become highly unpredictable and is increasing day by day. Major challenge in these highly dynamic networks is to efficiently deliver data packets
from source to destination. Over these years a number of protocols have been proposed for this purpose. This chapter examines the working of popular
protocols proposed for efficient data delivery in MANETs: starting from the traditional topology-based protocols to the latest opportunistic protocols. The
performances of these protocols are analyzed using simulations in ns-2. Finally, challenges and future research directions in this area are presented.

Chapter Preview

Introduction
Recent advances in wireless technology have led to the exponential growth and usage of wireless mobile devices worldwide. Today billions of wireless
devices are connected with the help of infrastructure like access points and base stations. These infrastructure supported wireless networks provide an
increasing number of wireless local area network (LAN) hot spots, allowing travelers and users with portable laptops and mobile phones to surf the
Internet from hotels, airports, railway stations, coffee shops and other public locations. However, these infrastructure supported wireless network comes
with a number of limitations. They consume plenty of time and money for installation and maintenance; have constraints in flexibility, suffer from low
utilization of local wireless resources and are particularly vulnerable to natural disasters and unpredicted failures. To overcome these limitations, self-
sustained, infrastructure-less and decentralized wireless networks have been proposed, known as mobile ad hoc networks (Giordano and Lu, 2001;
Chlamtac et al., 2003; Menon & Prathap, 2016).

Mobile ad hoc networks (MANETs) are a collection of wireless devices like mobile phones, laptops, PC’s and iPads that can form instantaneous
temporary networks without the support of any pre-existing network infrastructure or centralized control. It works as an autonomous system of mobile
hosts connected by wireless communication links. The network is configured in a way that all the devices can dynamically join or quit the network at
any time without disrupting communication between other devices. Every device in the network plays the dual role of a router and a host, cooperates
and coordinates with each other to make routing decisions in the network. Data is transmitted in the network in a store and forward manner from the
source node to the destination node via the intermediate nodes. Ease of deployment, speed of deployment and the ability to self-organize and self-
adapt without the help of any underlying infrastructure has contributed to the growing popularity of MANETs in research as well as in industry. Today
MANETs are used for communication and resource sharing in numerous challenging environments like earthquake and volcano affected areas (Mase,
2011; Menon et al., 2016), underground mines, battlefields etc. Figure 1 shows an example MANET used in disaster recovery operations

Figure 1. MANETs in disaster recovery operations
(https://igiprodst.blob.core.windows.net:443/source-content/9781522556930_191128/978-1-5225-5693-

0.ch001.f01.png?sv=2015-12-11&sr=c&sig=4%2B1z2Fas9UEPIeRKp%2FPJOGnRr7UNb%2Bq9sKNZE7jn%2BD4%3D&se=2019-11-
17T02%3A46%3A28Z&sp=r)
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One of the major challenges in these highly dynamic networks is to efficiently deliver data packets from the source to the destination device. Ensuring
reliable and continuous communication between the devices is yet another major challenge in these networks. Over these years a number of routing
protocols have been proposed for data delivery and communication in MANETs. Figure 2 gives the taxonomy of all the protocols proposed for MANETs.
Recent advancements in wireless technology have enabled mobile devices in MANETs to move freely with higher speeds in random directions. The
mobility and speed of these wireless devices have become highly unpredictable and is increasing day by day. Also the number of connected devices in
the network is increasing rapidly leading to highly dense and scalable ad hoc networks. As the mobility and number of devices increases in the network
the performance of most of the existing routing protocols comes down drastically leading to low transmission efficiency and reduced Quality of Service.
Very few researches have been done to identify the reasons behind this performance degradation.

Figure 2. Taxonomy of protocols proposed for MANETs
(https://igiprodst.blob.core.windows.net:443/source-content/9781522556930_191128/978-1-5225-5693-

0.ch001.f02.png?sv=2015-12-11&sr=c&sig=4%2B1z2Fas9UEPIeRKp%2FPJOGnRr7UNb%2Bq9sKNZE7jn%2BD4%3D&se=2019-11-
17T02%3A46%3A28Z&sp=r)
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Retinal Image Enhancement by Intensity

Index Based Histogram Equalization

for Diabetic Retinopathy Screening

Arun Pradeep , X. Felix Joseph , and K. A. Sreeja

1 Introduction

Retinal exudates that can be visually identified as yellow flecks in fundus images

and is considered one of the symptoms arised due to Diabetic Retinopathy. These are

mainly due to leakage of lipids in the eyes from the damaged capillaries as shown

in Fig. 1. Diagnosis done at an earlier stage can control the degree of impairment

caused by leakage of lipids that can ultimately lead to loss of eyesight. Patient

friendly studies are centered on the accuracy of exudate detection from RGB fundus

images with the help of machine learning.

These images are captured using a fundus camera which may contain effects of

noise and uneven illumination and contrast. In order to filter out these undesired

effects, literature suggests that pre-processing and image enhancement should be

more focused before image segmentation and classification. The study presented by

[1] identifies retinal exudates established on spider monkey optimization using an

SMO-GBM classifier. Likewise, the image enhancement was done using contourlet

transform. The method proposed in [2] uses classification based on Top-k loss

method instead of Class Balance Entropy (CBCE) to reduce misclassification in

exudate detection.
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Fig. 1 Fundus image of

diabetic eye

The analysis in [3] proposes that Convolutional Neural Network (CNN) can

be utilized for a deep learning technique, for exudate detection, but the efficiency

is deprived when compared with Residual Network and Discriminative Restricted

Boltzmann machines. The color space used in our work is HSI instead of RGB,

which gives more attenuation to noise. This method is reiterated by the work

suggested by Khojasteh et al. [4] for exudate detection. Holistic texture features of

fundus images were extracted and trained to four different classifiers in the study [5]

conducted on a public database. Classification of hard exudates from soft exudate

using fuzzy logic was the area of interest in [6]. Segmentation of exudates using

dynamic decision thresholding was the focus of study in [7]. Their results were

validated using lesion and image based evaluation criteria. Circular Hough Trans-

form(CHT) and CNN based detection of exudates were suggested in [8]. A reduced

pre-processing strategy for exudate based macular edema recognition using deep

residual network was put forward in [9]. Multilayer perceptron based supervised

learning is studied in [10] to identify exudate pixels. Further segmentation was done

using unsupervised learning with the help of iterative Graph Cut (GC). The entire

image is segmented into a series of super pixels in [11] which are considered as

candidate pixels.

Also each candidate is characterized by multi-channel intensity features and

contextual features. The study in [12] using a neighborhood estimator presents

detection of blood vessels followed by segmentation with the help of in-painting the

exudates with the help of this estimator. A new approach called voxel classification

by a strategy based on layer dependent stratified sampling on OCT image was

introduced in [13]. Grayscale morphology based segmentation of exudates was

presented in [14] where the candidate pixels’ shape was determined with the help of

Markovian Segmentation model. Another method using Partial Least Squares (PLS)

for detection of exudates is studied in [15]. An image segmentation based high level

entity known as splat is used to identify retinal hemorrhages in [16] where pixels

sharing similar properties are grouped together to form non-overlapping splats and

the features are extracted and classified using supervised learning. The research
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Fig. 2 Depiction of total work flow

study presented in this paper is a modification of our existing algorithm presented

in [17]. The method associates both the principles of mathematical morphology

operation for detection of exudates and classification and extraction of exudates

using a trained classifier. Before the mathematical binary operation, initial pre-

processing is done to enhance the fundus image where an algorithm called Intensity

Index based Histogram Equalization Technique for retinal vessel enhancement

(IIHE-RVE) is proposed. The algorithm of the total work is depicted in Fig. 2.

2 Methodology

Color plane transition from RGB to HSI is performed because the Optic Disc

(OD) as well as exudates have analogous brightness characteristics. Many of the

imperfections caused by noise and texture in the image can also be reduced by

transition to HSI plane [18]. Median filter is applied to reduce the noise in the

intensity band of the image. A novel method called Intensity Index based Histogram

Equalization Technique for retinal vessel enhancement (IIHE-RVE) is applied to

enhance the contrast of the noise free image.

IIHE-RVE is based on the estimation of under radiance of the image which is

more effective than the existing Contrast limited adaptive Histogram equalization

(CLAHE) algorithm or any other Gaussian function equalization algorithms. The

following step is involved in the removal of Optic Disc (OD). It is assumed that

the OD exist as the largest bright circular shape component in the image. Finally,

exudates are classified into hard and soft exudates using a supervised classifier.

Clinical images as well as images from publically available database are validated

for the proposed algorithm.
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2.1 Image Enhancement

The pre-processing steps involved in this work are shown in Fig. 3. RGB to HSI

transition is followed by median filtering and contrast enhancement is done the new

technique of histogram equalization.

Applying a tunable parameter ξ , histograms are divided into sub-histograms by

computing the split value using the following set of Eqs. 1 and 2

αc(i) =
φ(i)

ǫ
for 0 ≤ i ≤ I − 1 (1)

Γ (k) =

k
∑

i=0

αc(i) for 0 ≤ k ≤ I − 1 (2)

where φ denotes the histogram of the image, i represents the intensity value, ǫ

represents the pixel numbers for the whole image, and I signifies the total brightness

levels in numbers. The parameters Γ and αc give accumulated normalized histogram

count and normalized histogram count, respectively, for the given image. The

controlling parameter Γp is found by Eq. 3.

Γp
∑

j=0

Γ (j) ≈ ξ for any 0.1 ≤ ξ ≤ 0.9 (3)

Input Image HSI image Intesnity Band Of Image

Median Filtered ImageImage after IIHE-RVE

Fig. 3 Steps involved in pre-processing
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The split value Sv is found from Eq. 4.

Sv = (I − 1) − Γp − 1 (4)

The value of tunable parameter ξ is inversely proportional to enhancement level

of the image. Also when ξ increases the value of Γp also increases. For a certain

low value of ξ , we can acquire a first sub-histogram and for another high value

of ξ we can acquire a second sub-histogram. The first and second sub-histograms

are equalized specifically. Due to the extendedness of these histograms, the range of

pixels having lower intensity can be mapped to a range of higher intensity. Whereas,

in the second sub-histogram, the range is less and contains only larger intensity

range pixels. Because of this small range, the larger intensity pixels are saved from

over enhancement.

2.2 Intensity Index Based Histogram Equalization Technique

for Retinal Vessel Enhancement (IIHE-RVE)

According to the algorithm, when the two histograms are obtained, successive

integration based on difference of intensity parameters obtained from the iteratively

enhanced images is performed. Integration is continued till the absolute difference

between the intensity values ω1 and ω2 obtained from Eq. 5, for the given image and

the equalized image is lower than error referred to as threshold, e. Here, the value

of e is taken as 0.002.

Algorithm 1 IIHE algorithm

1: Compute histogram φ for image f.

2: Compute intensity values for input image from Eq. 5 for I = 256.

ω1 =

∑I−1
i=0 φ(i) · i

I ·
∑I−1

i=0 φ(i)
(5)

3: Sv which is the split value is calculated from Eq. 4.

4: Separate the histogram into sub-histograms φl from radiance range 0 to Sv and φu from Sv+1

to I − 1.

5: Equalize histograms φl and φu in the respective intensity range.

6: Reiterate Step 2 to find the intensity values ω2 of equalized image.

7: Repeat steps 1–6 until |ω1 − ω2| ≤ e.

8: Integrate φl and φu to re-establish histogram φ.
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2.3 Optic Disc Elimination

The exudates have similar intensity values as that of optic disc. Opening and Closing

are the two binary operations used for detection of OD in retinal image. The shape

of the OD is obtained from the image I by employing the mathematical closing

operation. Using a threshold operation, the suitable binary image is produced.

The binary image Ω contains various connected components known as Ci which

is based on Eq. 6.

Ω =
⋃

k∈m

Ck, Ci

⋂

Cj = 0, ∀ i, j ∈ m, i �= j (6)

where m varies from 1 to k, k symbolizes the connected components. The disc shape

structure when compared to the background pixels are the components of Ci . This

includes the OD also. Hence, an effective separation of OD from other structures is

established. Now, Ri becomes the greatest component that is connected in Ci . The

conciseness of Ri is calculated using Eq. 7:

C(Ri) = 4π
A(Ri)

P 2(Ri)
(7)

In this equation, A(Ri) signifies pixels’ number in the ith region and P(Ri)

represents the pixels in region (Ri). Another threshold method is obtained from P-

tile method [19] and Nilback’s method[20, 21] in order to obtain the binary image.

The weight factor chosen is 1.3 based on previous conclusions in our method

[17]. In order to delineate the OD on the retinal image, Circular Hough Transfor-

mation (CHT) is employed as studied in[22]. The OD elimination is depicted in

Fig. 4.

2.4 Detection of Exudates

After optic disc elimination, exudate pixels are identified. Using binary closing

operation a 16-pixel radius, flat disc shaped structuring element is utilized and

the exudates pixels are directly identified. Binary closing operation follows this

threshold operation. The blood vessels have a contrast component which is similar

to the contrast component applied in this operation. Hence the image’s Standard

Deviation (SD) is calculated using Eq. 8.

I3(x) =
1

N − 1

∑

i∈W(x)

(

I2(i) − I3(x)
)2

(8)
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Binary Closing Operation Threshold Image from

Nilback’s Method

Threshold Image from

p-tile method

Optic Disc Eliminated Circular White Component’s

Inverted Image

Optic disc depicted as circular

white component

Fig. 4 Steps involved in OD elimination

In this above equation, W(x) symbolizes available pixels available for a sub-

window, N symbolizes pixels available in W(x) and I3(x) give the average value

for the image I3(x) where the local contrast image is symbolized by I3. Using a

method called Triangle based threshold [23], the bright regions can be precisely

detected and the components can be differentiated. Followed by identification of the

high intensity regions, unwanted pixels on the image are eliminated using binary

operation called dilation. This method is followed by a flood fill operation that is

done on holes so as to regenerate the image. Next, the final step involved in exudate

detection is difference image acquisition between from the output image from the

threshold image, which is nothing but the brightness based image. As a result, the

difference image is superimposed on the original image in order to extract exudate

features from the pixels. The whole process of detection of exudates is illustrated in

Fig. 5.

2.5 Hard Exudate Classification

The final operation which is the classification of hard exudates from the exudate

pixels comprises of a valuation using the features that are usually employed by

ophthalmologists to visually distinguish hard exudates. The same features are

employed as SVM Classifier’s input. The set of features is mentioned in Table 1.

Compared with features published in algorithms [24–26], the above eight

features were measured important to decrease processing time by not compromising

the efficiency for hard exudate classification. The features mentioned in Table 1 are

given to the input of an SVM classifier where the output shows the classification
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Morphological Closing

Operator applied

Standard Deviation and

Thresholding using Triangle

Method

Unwanted Borders removed

and holes are flood filled

Result superimposed on

Original Image

Thresholding Image Marker Image

Fig. 5 Steps involved in exudate detection

Table 1 Feature sets for hard exudate classification

Feature sl. no. Feature type Description

f1 Green intensity of mean channel The green channel image is applied with a

3 × 3 size Mean filter in order to find each

pixels’s gray scale intensity

f2 Gray intensity Pixel’s gray scale value

f3 f4 f5 Mean saturation, mean hue and

mean intensity of HSI color

model

A 3 × 3 size Mean filter is respectively

applied to the images Ih, Is , Ii . Now, f4

and f5 refers to saturation and brightness

as exudates can be seen as bright lesions

f6 Energy Intensity square of pixels and its

summation

f7 Standard deviation SD is performed and the foreground

regions are preserved in the image which

have characteristics similar to structuring

element

f8 Mean gradient magnitude The edge pixels’ intensity in terms of

directional change in magnitude

results in the form of a binary matrix. SVM is applied over Radial Basis Function

(RBF) kernel. The evaluation using cross validation was performed using the gold

standard images obtained from Dr. Bejan Singh Eye Hospital and selected by an

expert. A total of 72 images were selected from the gold standard for training.

The pixels were categorized as non-exudate regions and exudate regions. The cross

validation was performed in ten folds to check the SVM classifier’s efficiency.

The database images from DIARETDB1 were selected and split arbitrarily into

ten subsets (ten folds) which were mutually exclusive and has exudate connected
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components. They are B1, B2, B3 . . . B10 that have same size. Sixty-seven images

were trained on the classifier from the gold standard and the remaining 5 were

employed for testing. The output obtained was a binary matrix. And for cross

validation the process was repeated ten times with each subset. Thus every pixel

provided a vector set containing all the features mentioned in Table 1 as:

ai = (f1, f2, f3 . . . f8) (9)

Another entity bj is defined as a flag to define the category which is represented

as

bj =

{

−1 ai ∈ A

+1 ai ∈ B
(10)

where j ⊂ {1, 2, 3 . . . W } denotes the dimensions of the vector set sample.

The hard exudate region is represented by A and the non-hard exudate region is

represented by B.

The SVM classifier was trained using the sample set (ai, bj ). The value of W is

chosen as 4200, which means 4200 pixels in 67 samples were categorized by the

expert.

2.6 Evaluation Parameters

In this research work, the database candidate subset is considered as {B1, B2, B3,

. . . BN } and gold standard subset is {T1, T2, T3, . . . TM}.

The equation for a pixel to be True Positive (TP) is given in Eq. 11

{B ∩ T } ∪

{

Bi |
|Bi ∩ T |

Bi

> σ

}

∪

{

Tj |
|Tj ∩ B|

Tj

> σ

}

(11)

In this research work the σ value is fixed at 0.2 which has a global range of {0,1}.

The equation for a pixel to be False Positive (FP) is given in Eq. 12.

{Bi |Bi ∩ T = φ} ∪

{

Bi ∩ T |
|Bi ∩ T |

|Bi |
≤ σ

}

(12)

The equation for a pixel to be False Negative (FN) is given in Eq. 13

{Tj |Tj ∩ B = φ} ∪

{

Tj ∩ B|
|Tj ∩ B|

|Tj |
≤ σ

}

(13)

Finally, all the remaining pixels can be referred to True Negatives (TN).
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3 Results and Discussions

There are mainly two sources for the fundus image acquisition. Dr. Bejan Singh

Eye Hospital provided with the clinical image which were captured by “Remidio

Non-Mydriatic Fundus On Phone (FOP-NM10)” [27] Fundus camera having a

Field-Of-View: 40◦, having 100–400 ISO range and has a 33 mm working distance.

The public database DIARETDB1 was utilized for images required for validation.

Table 2 shows the observations of 30 images that were validated.

Since there is an asymmetry between the classes of TP, FN, and FP when com-

pared with TN, by computing just the Area Under Curve (AUC) of Receiver operator

Table 2 Performance matrix evaluated for 30 fundus images

TP FP FN TN Accuracy Sensitivity Specificity PPV F -score

Image 1 349 78 35 431,651 99.97% 90.89% 99.98% 81.73% 86.07%

Image 2 372 106 35 431,487 99.97% 91.40% 99.98% 77.82% 84.07%

Image 3 6835 83 52 419,183 99.97% 99.24% 99.98% 98.80% 99.02%

Image 4 54 89 30 431,946 99.97% 64.29% 99.98% 37.76% 47.58%

Image 5 321 34 23 431,630 99.99% 93.31% 99.99% 90.42% 91.85%

Image 6 1488 31 80 429,122 99.97% 94.90% 99.99% 97.96% 96.40%

Image 7 409 26 37 431,420 99.99% 91.70% 99.99% 94.02% 92.85%

Image 8 964 40 54 430,947 99.98% 94.70% 99.99% 96.02% 95.35%

Image 9 6543 56 67 422,555 99.97% 98.99% 99.99% 99.15% 99.07%

Image 10 811 80 78 430,774 99.96% 91.23% 99.98% 91.02% 91.12%

Image 11 1166 49 52 430,535 99.98% 95.73% 99.99% 95.97% 95.85%

Image 12 3522 39 40 427,474 99.98% 98.88% 99.99% 98.90% 98.89%

Image 13 818 30 67 430,259 99.98% 92.43% 99.99% 96.46% 94.40%

Image 14 435 88 23 431,328 99.97% 94.98% 99.98% 83.17% 88.69%

Image 15 1536 40 57 428,684 99.98% 96.42% 99.99% 97.46% 96.94%

Image 16 623 56 35 431,002 99.98% 94.68% 99.99% 91.75% 93.19%

Image 17 3421 38 22 427,567 99.99% 99.36% 99.99% 98.90% 99.13%

Image 18 4090 49 25 427,468 99.98% 99.39% 99.99% 98.82% 99.10%

Image 19 233 39 55 431,731 99.98% 80.90% 99.99% 85.66% 83.21%

Image 20 785 30 22 431,053 99.99% 97.27% 99.99% 96.32% 96.79%

Image 21 327 88 15 431,563 99.98% 95.61% 99.98% 78.80% 86.39%

Image 22 1053 33 24 430,947 99.99% 97.77% 99.99% 96.96% 97.36%

Image 23 188 70 22 431,441 99.98% 89.52% 99.98% 72.87% 80.34%

Image 24 2213 44 21 429,216 99.98% 99.06% 99.99% 98.05% 98.55%

Image 25 964 33 37 430,750 99.98% 96.30% 99.99% 96.69% 96.50%

Image 26 521 25 6 431,650 99.99% 98.86% 99.99% 95.42% 97.11%

Image 27 848 90 5 429,132 99.98% 99.41% 99.98% 90.41% 94.70%

Image 28 904 24 56 431,480 99.98% 94.17% 99.99% 97.41% 95.76%

Image 29 842 99 34 430,927 99.97% 96.12% 99.98% 89.48% 92.68%

Image 30 4543 35 68 422,565 99.98% 98.53% 99.99% 99.24% 98.88%
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characteristic (ROC) is not appropriate. So 5 different evaluation parameters are

taken into consideration. They are

accuracy =
TN + TP

TP + FP + TN + FN
(14)

sensitivity =
TP

TP + FN
(15)

specificity =
TN

TN + FP
(16)

Positive Prediction Value (PPV) =
TP

TP + FP
(17)

F score = 2 ×
sensitivity × PPV

sensitivity + PPV
(18)

The table shows good results with respect to the average sensitivity, specificity as

well as accuracy having a value of 87%, 98%, and 98.7%, respectively. The F -score

as well as the precision calculated were far higher than other works published in

the literature in [28, 29] that is F -score = 89.91% and precision = 88.10%. Table 3

shows a comparative study with algorithms that were already published and it can

be inferred that accuracy as well as specificity of this research work is greater than

the other methods in literature.

Table 4 gives a comparison of the improved method of image enhancement

that is IIHE-RVE with our previous method—contrast limited adaptive histogram

equalization (CLAHE) which shows a reasonable increase in the value of specificity,

PPV, and F -score.

Table 3 Comparison with existing algorithms

Methodology Sensitivity Specificity Accuracy

Chen et al. [29] 83 75 79

Travieso et al. [30] 91.67 92.68 92.13

Barman et al. [31] 92.42 81.25 87.72

Proposed method 87.90 99.97 99.92

A Hajdu et al. [26] 92 68 82

R Sinha et al. [25] 96.54 93.15 N.A.

Pourreza et al. [28] 86.01 99.93 N.A.

Table 4 Performance matrix of 30 images evaluated

Methodology Sensitivity Specificity Accuracy PPV F -score

CLAHE [17] 99.81% 80.06% 99.96% 88.03% 81.90%

IIHE-RVE 99.92% 87.90% 99.97% 89.91% 88.10%
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4 Conclusion

The proposed work is a novel technique to detect exudates using morphological

operation. The new enhancement method IIHE-RVE was used to increase the

sensitivity of our existing algorithm that originally involved enhancement using

CLAHE. A considerable increase in specificity indicates that the algorithm is more

accurate while considering low intensity images. Using the same feature set to the

classifier, the score of evaluation parameters could be increased by changing the

enhancement technique. Further studies can be implicated to increase the PPV and

F -score of this algorithm.
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Chapter 6

Automated Detection of Retinal

Hemorrhage Based on Supervised

Classifiers and Implementation in

Hardware

K. A. Sreeja , S. S. Kumar , and Arun Pradeep

Abstract Supervised machine learning algorithm based retinal hemorrhage detec-

tion and classification is presented. For developing an automated diabetic retinopathy

screening system, efficient detection of retinal hemorrhage is important. Splat, which

is a high level entity in image segmentation is used to mark out hemorrhage in the

pre-processed fundus image. Here, color images of retina are portioned into different

segments (splats) covering the whole image. With the help of splat level and GLCM

features extracted from the splats, two classifiers are trained and tested using the rel-

evant features. The ground-truth is established with the help of a retinal expert and

using dataset and clinical images the validation was done. The trained classifier’s out-

put is evaluated and the classifier with the best output is chosen for implementation

in hardware.

Keywords Retinal hemorrhage · Diabetic retinopathy · Fundus image · Splat

feature classification · GLCM features · Raspberry Pi

6.1 Introduction

The World Health Organization estimated that by 2030, there will be nearly 366

million people with Diabetic Mellitus (DM) [1]. A microvascular complication of

DM that is responsible for a major share of cases of blindness in the world is the Dia-

betic Retinopathy (DR). The severe complications like Microaneurysms, Exudates,
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Occlusion, hemorrhages, etc., together known as DR. The early diagnosis can reduce

the risk of losing vision. In order to reduce the diagnosing time, human error and

increase the accuracy, several methodologies were developed for early diagnosis of

DR and most of them use machine learning techniques. In this paper, classification

of hemorrhage and non-hemorrhage fundus images, carried out using two different

classifiers is presented. The classifier that performs the best, is chosen for realization

in a Raspberry Pi computer system. The techniques used to develop the algorithm

was chosen based on recent researches. When compared to large hemorrhages, it is

seen that hemorrhages of small size are irregular in shape. Several algorithms were

developed to find these abnormalities. In our work one of the classifier decisions

is based on Neural network (NN) as described in [2]. Kumar et al. [3] presented

a radiomics-driven Computer Aided Diagnosis (CAD) based method. In order to

overcome the limitations with current CAD approaches such as decision making a

CLass-Enhanced Attentive Response Discovery Radiomics CLEAR-DR is proposed

to aid clinical diagnosis of DR. Another important symptom of diabetic retinopathy

is exudates, which are similar to hemorrhage pixels. An Early detection of exudates

is presented by Wisaeng [4] using Morphology Mean Shift Algorithm (MMSA).

Detection of bright and dark lesion which can be hemorrhages or exudates, using a

combination of matched filter response(MFR) and Laplacian of Gaussian Response

(LoG) [5] produced a 96.10–96.99% accuracy for various publicly available database

in hemorrhage detection.Multi-resolution analysis(MRA) is given importance in the

work done by Lahmiri [6]. The statistical features obtained after MRA is fed to a sup-

port vector machine to grade retinal hemmorhage. Detection of hemorrhage pixels

from the bright optical disc is always a constraint. Many methods are already prevail-

ing in order to remove optical disc from the fundus image. Five optic disc detection

methods with an algorithms committee having waited voting is presented by Silva et

al. [7] where, 6 public benchmark databases with 1566 images are employed. Even

though, in our work the optical disc is not removed, this method is useful when pixel

based approach is considered. One such method of optic disc removal is used in

exudate detection that involves mathematical morphology [8]. After morphological

operation, the hard exudates are extracted using adaptive fuzzy logic. The purpose

of this research is to develop a supervised classification model using two different

classifiers and compare the output based on their sensitivity, specificity and accuracy.

Retinal hemorrhages are demarcated with the help of an ophthalmologist who use a

high-level representation entity known as splat [9]. Splats are a collection of pixels

that have similar fundamental features. A two-step feature selection process is car-

ried out to remove redundant features from the splat and these features are applied

to a supervised classification to predict the possibility of hemorrhage splats in the

whole image. The hemorrhage is finally detected and shown as bright spots on the

dark opponency image. The two classifiers are tested, and their responses are tab-

ulated. Section 6.2 describes the research method. Feature extraction, classification

and embedded system realization are portrayed in this section. Section 6.3 gives the

result and discussion and Sect. 6.4 summarizes and concludes the work.
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6.2 Methodology

After Initial Pre-processing of fundus images by strategies performed in [28, 29]

an enhanced image is obtained in which pixels that are assumed to have similar

spatial location and share same structural features such as color and intensity are

partitioned into non-overlapping splats and spread over the entire image [10]. Splat

based method uses several re-sampling strategies. In a fundus image with hemor-

rhage, the total number of hemorrhage pixels is comparatively less when the entire

image is considered [11]. Therefore, a splat-based method is more likely to have

better diversity in training the samples. Splats are generated using watershed seg-

mentation algorithm [10]. In order to create meaningful splats, a scale specific over

segmentation is performed. This is done in two steps. At first the gradient magnitude

of contrast enhanced dark-bright opponent image is taken using different scales. It

is done because of the variability in appearance of hemorrhages. All these values are

aggregated and the maximum of the gradient value with its scale of interest (SOI) is

taken to perform watershed segmentation. Lin et al. [12] The gradient magnitude is

computed using Eq. 6.1.

|∇ I (x, y; s)| =

√

Ix (x, y; s)2 + Iy(x, y; s)2 (6.1)

where Ix (x, y; s) is the image. Now establishing a scale-space representation of

the image using Gaussian kernels Gs , the gradient magnitude is calculated from its

horizontal and vertical derivative. The maximum of the gradient magnitude is given

in Eq. 6.2

|∇ I (x, y)| = max
i

|∇ I (x, y; si )| (6.2)

Splats are created using a modified watershed algorithm. The watershed segmented

image is shown in Fig. 6.1. All the splats generated throughout the total image area

is refrained to a threshold limit. Even though the number of splats increase accuracy,

the computation time tends to increase. So a compromise between the efficiency and

accuracy has been considered.

6.2.1 Feature Extraction from Splats

After assigning reference labels for splats, a classifier can be trained to detect the

target objects. An altogether of 352potentially relevant features are taken to train the

classifiers. They are: Color, Difference Of Gaussian (DoG) Filter, Responses from

Gaussian Filter Bank, Responses from Schmid Filter Bank, Responses from Local

Texture Filter Banks. These features are aggregated to obtain a meaningful response

image which has low inter splat similarity and high intra splat similarity [13–19].
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Fig. 6.1 Watershed

segmented image

The features mentioned are pixel- based responses. In addition to these features, we

take splat wise features according to Gray-Level Co-occurrence Matrix (GLCM)

[16–22] statistics.

6.2.2 Preliminary Feature Selection and Classification

A two-step feature selection method is taken here so as to take only the relevant

features and discard the irrelevant and redundant ones [23]. The preliminary feature

selection is done using a filter approach in order to eliminate the features that are

immaterial in discriminating hemorrhage and non-hemorrhage splats. A quadratic

discriminant analysis (QDA) [24] is performed and by inspecting the features’ vari-

ation with Misclassification Error (MCE) [25]. The preliminary features are chosen

when the smallest MCE is reached. After preliminary selection, a wrapper approach is

performed in order to get an optimal combination of relevant features with minimum

redundancy. It is the peculiarity of the wrapper approach that it assesses different

combinations of feature subsets customized for a certain classification algorithm

with higher computation time [26].The combinations are evaluated using a kNN

Classifier. All the selected features are now applied to a sequential forward feature

selection subset(SFS). After feature selection, two distinct trained classifiers are set

up with the set of features and reference label instances.

kNN and ANN Classification: The kNN algorithm assigns soft class labels. The

two classes defined or the outputs are hemorrhage splat or non-hemorrhage splat.

The classifier decides the class of a particular splat based on the Euclidean distance

of the features in an optimized feature space. The feature vector dimension is 19. As

the value of k is increased the computation time increases and the splats are more

accurately identified. But since all the k nearest neighbors are not near, an optimum

value of k is chosen instead of an arbitrary value. In this work, the value of k is chosen
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as 100 with a compromise between computational time and accuracy based on the

work in [27]. For ANN, the features are selected that are required to train the neural

network. These are the 19 features that were selected by wrapper approach. The

neural network is initialized and the number of layers are defined. The weights are

assigned arbitrarily small value so as to start the computation. The value of output for

each layer is computed and error is calculated. The weights are updated for the output

and the hidden layers and is repeated till the all the layers are trained. After training

all the layers, it is checked whether all the splat features are used in training purpose.

If not the process is repeated until the selection of all splat features is performed.

The network is trained τ epochs each time irrespective of whether the network is

convergent or not. When the difference of error between the current training series

and the previous series is smaller than a threshold , then it can be concluded that the

network is convergent and the training is stopped. After the training is completed,

the classifier is validated for its accuracy using the validation set. The validation set

does not change the trained values of the classifier and it is done only to ensure that

overfitting has not occurred. To determine the class of splat sigmoid transfer function

S(x) = 1
1+e−x is used. When S(x) = 1 then it comes under a hemorrhage splat and

when S(x) = 0, it is a non-hemorrhage splat.

6.3 Results and Discussions

Histogram equalization is done using the strategy proposed in [28, 29]. Also each

image is normalized according to its prevailing pixel value at the three colour chan-

nels. The pixel values that occur frequently are shifted to the beginning of RGB

colour space. Among the total of 1500 images obtained from from the publically

available database DIARETDB1 and the clinical images from Dr. Bhejan Singh’s

eye hospital, Nagercoil, 1050 were taken for training, 225 images for testing and

225 for validation. 10,500 splats were created among which 300 are hemorrhage

splats. Images with at least 6 splats are taken for training. After sequential forward

feature selection subset (SFS) only the relevant features were considered whereas

the insignificant and redundant ones were removed from the feature set. The final

feature set consists of 50 features from the 352 features obtained by filter approach

and from this set 19 features were finally obtained by wrapper approach. The details

of the final selected features are given in Table 6.1.

6.3.1 Classification of Splats Using kNN and ANN Classifiers

The splats are represented as a 19 dimensional feature vector. The kNN classifier and

the ANN Classifier are trained on these features. Different values of k were tested

whose values are chosen between 15 and 160 that involves both feature selection as

well classification. After repeated iterations, the value of k was fixed at 100 without
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Table 6.1 Details of final selected features

Features Number Description

DoG filter bank s2–s0.5 From Green channel

DoG filter bank s4–s0.5 From db and rg opponency

DoG filter bank s8–s0.5 From db opponency

Gaussian filter bank s = 8 orientation: 2, 3 Mean of second order

Gaussian derivative from green

channel

Gaussian filter bank s = 1, 2, 4 orientation: 1, 2, 3 Mean of second order

Gaussian derivative from green

channel

Schmid filter bank Response = 11 From db opponency

Mean of Gaussian s = 8, 16 From Green channel

compromising the computation time and prediction accuracy. The target class for

the classifier or the output consists of two classes: Hemorrhage or Non-Hemorrhage.

The two classifiers were tested with the equal number of images and the results were

compared. The splat centered Region of Convergence (ROC) curve for the fundus

image given in Fig. 6.2 using the two classifiers are shown in Figs. 6.3 and 6.4. For

a fundus image with 469 splats, the level of accomplishment of these classifiers are

represented in the ROC curve. From the ROC curve for various threshold values, it is

found that, among the two, ANN outperforms kNN classifiers in terms of sensitivity

with an Area Under Curve (AUC) of 0.80 than 0.75 of kNN classifier. The confusion

matrix calculated is given in Figs. 6.5 and 6.6 where n denotes the total number of

splats for 520 images. A total 22574 splats were identified from the 520 images

and they provide different accuracy at a certain threshold. The best classifier that

performed in evaluation which is the ANN is now chosen for implementation in

hardware.

6.3.2 Implementation in Hardware

Image preprocessing, processing and classification was done in MATLAB using

Intel i5 dual-core processor which has 8 GB RAM memory specification and a clock

speed of 1.6 GHz. The motivation behind this work was to develop an aid to assist

medical practitioners for an early and accurate diagnosis of DR. An easy diagnosis

is accomplished if the whole process of detection was implemented on an integrated

hardware. The tested and successfully executed algorithms were then implemented

in Raspberry-Pi system as seen in Fig. 6.7. The inclination towards Raspberry-Pi

board is the ease of designing a portable convenient handheld device. The Mobile

Industry Processor Interface (MIPI) interface is connected to a fundus camera by

which the real time images can be directly processed to detect hemorrhages which
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Fig. 6.2 Splats identified

Fig. 6.3 ROC for ANN

can predict the possibility of DR. This system can also be used with the help of

a smart-phone camera and an aspheric lens to capture retinal images. Two Fundus
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Fig. 6.4 ROC for kNN

Fig. 6.5 Confusion matrix

for ANN

Fig. 6.6 Confusion matrix

for kNN
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images 1 and 2 were taken from standard diabetic retinopathy database DIARETDB1

and from clinical database for testing. Figures 6.8 and 6.9 shows the various stages

of hemorrhage detection on images obtained from these source.

6.4 Conclusion

The presented work is a novel technique to detect exudates using morphological

operation. The new enhancement method IIHE was used to increase the sensitivity

of our existing algorithm that originally involved enhancement using CLAHE. A

considerable increase in specificity indicates that the algorithm is more accurate

while considering low intensity images. Using the same feature set to the classifier,

the score of evaluation parameters could be increased by changing the enhancement

technique. Further studies can be implicated to increase the PPV and F-Score of this

algorithm. Thus a splat-based feature classification using Raspberry Pi is presented

for the detection of retinal hemorrhage. The proposed classification strategy can

model different lesions with different texture size and appearance. The algorithm is

Fig. 6.7 Raspberry Pi implementation

Fig. 6.8 Hemorrhage detection process applied on DIARTEDB1 fundus image
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Fig. 6.9 Hemorrhage detection process applied on Clinical fundus image

validated on the publically available database DIARETDB1 and clinical image which

was captured using a “Remidio Non-Mydriatic Fundus on Phone (FOP-NM10). The

proposed detector can be incorporated into comprehensive DR assisting system for

ophthalmologists.
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Abstract—This article is an extension of morphological opera-
tors on hypergraphs to work with colour images. Morphological
operators on hypergraphs are useful for binary and grayscale

image processing. The preliminary experimental results related
to the extension of these operators to colour images is presented
in this paper. The results on colour images are promising and is
a better alternative for the existing methods.

Index Terms—Hypergraph, Mathematical Morphology, Image
Processing, Salt and pepper noise.

I. INTRODUCTION

Mathematical morphology is the first consistent non-linear

image analysis theory. Originally it was defined on a set

theoretic framework and used for processing binary images

and extended to grayscale images. Despite its continuous

origin, it was soon recognised that the roots of the theory

were in algebraic theory, notably the framework of complete

lattices. This allows the theory to be completely adaptable

to non-continuous spaces, such as graphs [4], hypergraphs

[3] and simplicial complexes [5]. Extending Mathematical

Morphology to colour images is an active area of research in

image processing [8, 18, 9]. There is no natural extension of

the morphological operators to colour images. This is because

colour images does not admit a partial ordering [11]. Image

denoising is one of the most important operations in image

processing. Salt and pepper noise is very common in image

processing applications and noise reduction is a very active

area of research in this field [12]. Morphological filtering is

one of the most reliable techniques for salt and pepper noise

reduction [2, 4, 5]. Our objective is to utilise the morphological

operators defined on hypergraphs to remove this noise from

colour iamges [2, 16].

*This work is supported by RUSA, Govt. of India under the MRP scheme.

This article is organised as follows. We introduce the

preliminary definitions from mathematical morphology and

morphological operators on hypergraphs in section II. In

Section III, we present the hypergraph representation of a

digital image. Experimental results of the operators and filters

on a colour image are presented in Section IV. Conclusion and

future works are presented in Section V.

II. PRELIMINARIES

A. Mathematical Morphology

Definition 1. [6, 7, 14, 17] Given two lattices L1 and L2, any

operator δ : L1 → L2 that distributes over the supremum and

preserves the least element is called a dilation. An operator

that distributes over the infimum and preserves the greatest

element is called an erosion.

Definition 2. [6, 7, 14] Two operators ε : L1 → L2 and δ

:L2 → L1 form an adjunction (ε, δ) if for any X ∈ L2 and

any Y ∈ L1, we have δ(X) ≤1 Y ⇔ X ≤2 ε (Y ), where ≤1

and ≤2 denote the order relations in L1 and L2 respectively.

Definition 3. [6, 7, 17] Let δ be any operator on a lattice

L, then δ is

• increasing if X ≤ Y implies δ (X) ≤ δ (Y );

• extensive if δ(X) ≥ X for every X ∈ L;

• anti extensive if δ(X) ≤ X for every X ∈ L;

• idempotent if δ2 = δ;

• a morphological filter if δ is increasing and idempotent;

• an opening if δ is increasing, anti-extensive and idempo-

tent;

• a closing if δ is increasing, extensive and idempotent.

B. Morphological operators on hypergraphs

A hypergraph is denoted as a pair H = (H•,H×) where

H• is a set and H× is a family (ei)i∈I of nonempty subsets

of H•. Let X and Y be two hypergraphs. If X• ⊆ Y • and

X× ⊆ Y× , then X is a subhypergraph of Y and is denoted

by X ⊆ Y. Let H = (H•, H×) be a hypergraph and consider978-1-7281-6453-3/20/$31.00 ©2020 IEEE



the sets H•,H× and H of respectively all subsets of H•,

all subsets of H× and all subhypergraphs of H[2, 16]. The

vertex-hyperedge correspondence defined in [2,16] by the

operators δ•, ǫ• from H× into H• and δ×, ǫ× from H• into

H× act as the building blocks for morphological operators

on hypergraphs. These operators are used to process colour

images in this work.

Definition 4 [2]

• Vertex dilation δ= δ• ◦ δ× and vertex erosion ǫ= ǫ• ◦ ǫ×.

• Opening γ1 =δ ◦ ǫ and closing φ1 = ǫ ◦ δ.

• Half opening γ1/2 = δ•◦ǫ× and half closing φ1/2 = ǫ•◦δ×

.

Property 1. If X• ⊆ H•, then γ1(X•)⊆ γ1/2(X•)⊆ X• ⊆
φ1/2 (X•)⊆ φ1 (X•).

Property 2. The operators γ1/2 and γ1 are openings on H•

and φ1/2 and φ1 are closings on H•.

C. Flat morphological operators on weighted hypergraphs

Let n denote any positive integer and K = {0, . . . , n}.Let

E be any set. Let Fun(E) denote the set of all maps from

E to K. By threshold decomposition [2], the lattice H of all

subhypergraphs of H induces a lattice Fun(H•)⊗Fun(H×) of

pairs of functions weighting respectively the vertices and the

hyperedges of H such that the simultaneous threshold of these

two functions at any given level yields a subhypergraph of H.

The operators acting on the lattices H•,H× or H are all

increasing and, they induce stack operators [1, 10, 13, 15,

19] acting on the lattices Fun(H•), Fun(H×), and Fun(H•)

⊗ Fun(H×). This implies that the properties presented for

hypergraph operators on the lattices H•,H× or H also hold

good for operators on the lattices Fun(H•), Fun(H×), and

Fun(H•) ⊗ Fun(H×).

The following definition is the stack analougues to the

operators δ•, ǫ×,ǫ•,δ× on weighted hypergraphs [2].

Definition 5 [2] Let F• ∈ Fun(H•) and let F× ∈ Fun(H×)

• δ•(F×)(x) = maxx∈v(ei){F×(ei)|ei ∈ H ×}∀x ∈H•

• ǫ×(F •)(ei) = min{f•(x)|x ∈ v(ei)}∀ei ∈ H×

• ǫ•(F×)(x) = minx∈v(ei){F×(ei)|ei ∈ H ×}∀x ∈H•

• δ×(F •)(ei) = max{f•(x)|x ∈ v(ei)}∀ei ∈ H×

This idea is used to define Alternating Sequential Filters

on binary and grayscale images represented as uniform hy-

pergraphs. The same idea can be extended to be utilised for

colour images also. Further it can also be used to define ASFs

on colour images by suitable choice of a partial order on colour

images.

III. COLOUR IMAGE REPRESENTATION

We represent the RGB components of a colour image by

means of a vertex weighted hypergraph. Each pixel correspond

to the vertices of the hypergraph and the weights are assigned

according to the intensity values of the corresponding pixels.

We use the 3-uniform hypergraph presented in Figure 1

to represent the hyperedges. This is because this structure

gives the best results for binary and grayscale image filtering

b b
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Fig. 1: Hypergraph structure used to represent an image.

applications. The vertex weights are propogated along the

hyperedges to obtain the morphological operators, thereby

producing the component images [2]. The component images

are then combined to generate the resultant colour image.

IV. EXPERIMENTAL RESULTS

The definitions and results presented in the previous sections

are used to obtain the dilated and eroded colour images. This is

achieved by propagating the vertex weights of the hypergraphs

along its hyperedges to obtain the flat morphological operators

presented in [2]. Composition of these operators produce the

resultant images to generate half opened (γ1/2) half closed

(φ1/2), opened (γ1) and closed (φ1) images as shown in 2 (c)

to (f).

By property 1, half opening and half closing of the vertex

set of a hypergraph are more close to the original vertex set

than that of opening and closing. Moreover both of them are

filters and capable of removing noise from the image, where

the image is represented as a hypergraph. In this paper we

utilise this idea on colour images to illustrate the effectiveness

of these operators.

Figure 2(a) is a colour image taken from [11]. The noisy

version of this image added with salt and pepper noise is

shown in Figure 2(b). The mean square error (MSE) for this

image is 32.72%. The half opened (γ1/2) image is shown in

Figure 2(c). Almost all the salt kind of noise is removed by

this operation and causes less damage to the image. Figure

2(d) shows the half closed (φ1/2) image in which the pepper

noise is almost completely removed. Figure 2 (e) and (f)

shows the results of opening (γ1) and closing (φ1) of (b)

respectively. Here also the noise is removed but the damage

caused to the image is more compared to the previous cases.

The composition (γ1/2) ◦ (φ1/2) or half closing followed

by half opening is an alternating sequential filter (ASF) and

capable of removing impulse noise effectively from binary and

grayscale images [2]. The result of this operation on the tested

colour image in Figure 2(b) is shown in Figure 3(b). The mean

square error is reduced to 2.75% in this case. The open-close

filter (γ1)◦ (φ1) reduces the mean square error to 3.57%. This

is shown in Figure 3(a).

Experimental results shows that the resultant colour images

obtained by half opening and half closing are better than the

images obtained by opening and closing operations. This is

because half opening and half closing are better approxima-

tions to the original image and cause less damage to the image



(a) Original Image

(b) Noisy version MSE = 32.72%

(c) Half Opening

(d) Half Closing.

(e) Opening.

(f) Closing.

Fig. 2: Illustration of the operators on a colour image.

(a) γ1 ◦ φ1MSE = 3.57%

(b) γ1/2 ◦ φ1/2MSE = 2.75%

Fig. 3: Illustration of colour image filtering.

than opening and closing. Thus half opening and half closing

can be used more effectively than opening and closing for

colour image denoising. In this work we do not use any partial

ordering of colour vectors.

V. CONCLUSION AND FUTURE WORKS

The objective of this study is to identify the possibilities

of using morphological operators on hypergraphs for colour

image processing. Morphological operations like half opening

and half closing are not at all possible using traditional

morphological image processing using structuring elements.

Graph and hypergraph structures to represent digital images

allows this kind of operations. The results are required to

be tested on a large dataset of colour images inorder to

validate the consistency of the proposed method. The initial

results are promising and the future works are directed towards

a more suitable hypergraph representation of colour images

incorporating partial ordering on the colour components. The

possiblility of false colours in morphological colour image

processing is not completely removed in this method but the

effect of which is minimized. Use of partial ordering of colours

on hypergraphs is a solution for this problem.
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Abstract: All over the world India bangs the top most position in deaths caused by road crashes. Over 1 lakh people are killed or 
seriously injured in road crashes in India every year, that is more than the number of people killed in all our wars put together. 
Sixteen children die on Indian rroads daily and there is at least one death every four minutes.  Majority of the crashes are found to 
take place on rural highways. Rural highways are characterized by a low traffic volume and hence, speed of the vehicles is mainly 
controlled by the geometry. The topological conditions of India have resulted in very complex curves which include combination of 
horizontal curve and steep gradients up or down. In such environment, the drivers tend to choose the speeds that they perceive to be 
comfortable to them based on their perception of the criticality of the road geometrics ahead. Any unexpected road feature in the 
highway may surprise the drivers and may result in erroneous driving manoeuvres, which in turn, may end up in road crashes. As 
highways are meant for high speed travel, the impact of any collision that takes place will be grievous or fatal. Hence, the highways 
have to be designed such that their geometry directs the drivers to choose the operating speed which is in harmony with the 
environment. 
A large number of studies are done to evaluate the effect of geometry on operating speed of rural curves. But only a few researches 
are done to assess the effect of geometry on the stability of vehicles. Skidding and rollover crashes are increasing dramatically, the 
first being more common in small vehicles like cars and the latter being more common in heavy commercial vehicles like trucks. The 
availability of sufficient lateral friction to counteract centrifugal force experienced by a vehicle on curve is least studied, especially in 
India. The values of lateral friction adopted for design of horizontal curves were developed eighty years ago by Barnett 1936; Moyer 
and Berry 1940. Since then, vehicle fleet has changed completely and hence the demand for lateral friction may also have changed. 
But the point mass equation widely used for design of horizontal curve relies on lateral friction values developed by them. Also, the 
equation ignores the effect of vehicular characteristics or complexity of curve geometry. So, studies focusing on revision of 
geometric design criteria of horizontal curves based on vehicle stability and assessment of existing margin of safety or in other 
words, a quantitative assessment of risk involved affecting the stability of vehicles is very important. In this paper an effort has been 
made to identify the gaps in current design practices and to exhibit current status of study in the field of vehicle stability on rural 
highways. 
 
Keywords: Skidding, Friction, Vehicle Stability, Rollover. 
 

I. INTRODUCTION 
 
When a vehicle travels along a horizontal circular curve, it experiences centrifugal force outward the centre of the horizontal 
curve. This centrifugal force is inversely proportional to the radius of horizontal curve. Vehicle stability is achieved by the 
resistive forces that resist the centrifugal force. These forces include frictional interaction between the tires and pavement, and a 
component of the vehicle weight that acts parallel to the road surface. The frictional interaction between the tires and pavement 
depends on road surface side-friction factor, which in turn depends on many other factors, including road surface condition, 
weather and climatic condition, tire condition, and vehicle kinematics. The component of the vehicle weight that acts parallel to 
the road surface depends on the side slope of the highway, which is usually termed as superelevation. This approach is usually 
referred to as the point-mass (PM) model, which is adopted by North American design guides due to its simplicity. 
Based on the point-mass model, when a vehicle travels along a vertical curve, there is obviously no centrifugal force, and 
consequently no potential risk for skidding or rollover. However, for 3D(combined) alignments, where a horizontal curve is 
superimposed by a vertical alignment, the vertical alignment affects the available side friction. For 3D alignments, traditional 
design guides (AASHTO 2001; TAC 1999) calculate the minimum radius assuming a side friction on a horizontal plane using the 
point-mass model, thus ignoring the effect of vertical alignment. This approach simplifies cornering dynamics by reducing the 
vehicle into a point mass travelling on a 2D horizontal alignment. 
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Abstract. Saline water intrusion is one of the global issues, which increases the demand for 
freshwater around the coastal region. The saline content in drinking water makes so many 
health impacts on human beings. There are many new technologies available for reducing 
salinity such as desalination, membrane technologies, reverse osmosis, etc. But these are 
expensive too. There is a need for cost-effective treatment which is suitable for domestic 
purpose in coastal regions. In this paper, a new technique is introduced which reduces the 
saline content in groundwater by installing this barrier device in wells of coastal regions. A 
non-woven Geo textile along with natural zeolite is used as a filter cum adsorption unit. Tests 
results show a decrease in electrical conductivity and total dissolved solids with an 
increase in filter thickness for all selected salt concentrations irrespective of the adsorbent 
materials used viz., natural zeolite and thermally activated natural zeolite. This indicated a 
reduction in chloride ions as the only salt added to the water samples tested was 
commercial salt. Authors suggest that a thermally activated zeolite filter could be a 
possible cost-effective, efficient and easy solution for increasing saline water intrusion 
issues in coastal drinking water wells. 

1.  Introduction 

Saltwater intrusion, which is the induced flow of saline or brackish water into freshwater, is an ever-
increasing problem in coastal areas. Seawater intrusion is often regarded as the only factor causing 
saltwater contamination. But, there are seven other causes of salinity in groundwater like tidal and 
storm surges, pollution from agricultural land, etc [1].Once saltwater intrusion occurs, the changes in 
the aquifer may be permanent or may take many years to recover. 

Saline water intrusion impacts are associated primarily with losses of freshwater resources and 
contamination of water supply wells, and only a few studies consider adverse ecological impacts 
directly linked to saline water intrusion. Environmental degradation arising from this is commonly 
linked to the application of high salinity groundwater in agriculture, resulting in modified soil 
chemistry and reduced soil fertility [2]. While the direct and indirect intrusion of salinity in fresh 
groundwater affects human well-being, its serious implications on population health must be clearly 
understood. Owing to the use of saltwater, numerous diseases including skin ailments, hair fall, 
diarrhoea, gastric diseases, and high blood pressure are suffered. 

A lot of techniques have been used to manage/control salt/seawater intrusion and protect 
groundwater resources. The principle is basically to reduce the volume of saltwater intrusion and 
increase the volume of freshwater. Mahesha [3] and Rastogi et al. [4] combined the methods of 
injection of freshwater and extraction of saline water to increase the volume of freshwater and to 
reduce the volume of saltwater pose effective but the setback is the cost factor involved in the 
construction and maintenance of the wells. Several of these methods are costly and some might not be 
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Abstract. Liquefaction induced damages are plenty and cause various levels of destruction to 

civil engineering infrastructure. It is possible to prevent liquefaction-induced hazards by 

understanding the mechanism and adopting some improvement techniques or design the 

structure to resist the soil liquefaction. In the present study, the influence of cyclic preloading on 

the liquefaction resistance of sand-silt mixtures is analyzed by conducting undrained cyclic 

triaxial tests on the cylindrical samples reconstituted at medium dense conditions (Dr = 50%). 

All samples were tested at an effective confining pressure of 100 kPa by varying the cyclic stress 

ratios (CSR) in the range of 0.127 to 0.178 using a sinusoidal waveform of frequency 1 Hz. The 

results are presented in the forms of the pore pressure build-up, axial strain variation and 

liquefaction resistance curves. Test results indicate that the liquefaction resistance of silty sands 

is increased substantially with the application of preload under drained conditions.  

1.  Introduction 

Liquefaction induced damages are plenty and cause various levels of destruction to civil engineering 

infrastructure. It is possible to prevent liquefaction-induced hazards by understanding the mechanism 

and adopting some improvement techniques or design the structure to resist the soil liquefaction. The 

first possibility is to avoid the construction on liquefiable soil deposits as far as possible. However, it is 

mandatory to utilize the available land for the various infrastructure developments due to scarcity in the 

availability of land even it does not satisfy the required properties. Hence, the second option is to make 

the structure resistant to liquefaction by adopting deep foundations. Nevertheless, the deep pile 

foundations may not prevent liquefaction damages in all cases.  Piles are causing to deflect in 

liquefaction susceptibility zones. Hence, the third option is liquefaction mitigation which involves 

improving the strength, density, and drainage characteristics of the soil. The selection of the most 

appropriate ground improvement method for a particular application could depend on many factors 

including the type of soil, level, and magnitude of improvement to be attained, required depth and extent 

of the area to be covered.  This paper presents an experimental study regarding the applicability of 

preloading for the improvement of liquefaction resistance.  

2.  Literature review 

Preloading of the soils occurs naturally (for eg., erosion, the flow of groundwater, etc)  or artificially  

(purposeful preloading to improve the soil properties, demolition of structures, etc). A few researchers 

have analyzed the liquefaction resistance of preloaded soils. The details are given in Table 1.  
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a b s t r a c t

One of the major issue faced by the construction industry is the degradation of structures due to different

loads acting on the structure. So retrofitting and rehabilitation has become quite inevitable and it can

help in regaining the original strength of the structure. Use of ferrocement is an effective method and

it is used in developed countries as it is considerably cheap and materials of construction are easily avail-

able. Ferrocement is a system of construction using reinforced mortar or plaster applied over an armature

of metal mesh, woven expanded-metal or metal-fibers and closely spaced thin steel rods such as rebar.

The skill required is of low level and it has superior strength properties as compared to conventional rein-

forced concrete. The main drawback of ferrocement is corrosion. Thus to avoid corrosion stainless steel

jacketing is employed for rehabilitation within the study that opens the scope for a new jacketing

methodology.

� 2020 Elsevier Ltd. All rights reserved.

Selection and peer-review under responsibility of the scientific committee of the Second International

Conference on Recent Advances in Materials and Manufacturing 2020.

1. Introduction

Concrete is the most popular construction material which is

made of cement, aggregate and water. Water is acting as the bond-

ing agent between the component. On adding water, the concrete

is in a plastic state and acquires strength with time. Portland

cement is the ordinarily used type of cement for production of con-

crete. Concrete is used in the construction of the major structural

elements like foundations, columns, beams, slabs and other load

bearing components. The use of traditional construction materials

such as steel and concrete showed signs of deterioration due to

prolonged action of loads which results in degradation of overall

strength of the structure which makes it futile. This degradation

is a result of poor construction techniques, flaws in designing pro-

cess or may be due to poor updating of the methods specified in

design codes. Proper maintenance is a partial solution. So is a

necessity of an effective rehabilitation technique which will

improve the life expectancy of the structure. Earlier studies

focused on steel meshes which is prone to corrosion. My study

focuses on a non corrosive technology for rehabilitation. The scope

of stainless steel as a jacketing method is not studied formerly.

In most of the developed countries, the development trade has

almost reached saturation. So there is an increasing demand to

ameliorate and strengthen the existing structure instead of demol-

ishing. The damages are mainly due to the environment degrada-

tion, design inadequacies, poor construction practices, irregular

maintenance, requirement of revision of codes in practice, increase

in the loads and seismic conditions etc. Rehabilitation is one of the

practical solution for such structural collapse and it can be done

effectively by strengthening the load bearing components or by

strengthening the vital components of the building which results

in the failure of the building. Therefore, rehabilitation and upgrad-

ing of degraded structure has become one among the foremost

vital challenges in development industry. In several cases, the

whole demolition of the existing structure is not an economical

answer as it becomes an exaggerated money burden. So upgrading

or repairing the structure is an effective practical approach. Col-

umn is the major compression load bearing component member

and the failure of which results in the failure of the whole building.

During earthquakes, columns are likely to undergo brittle failure.

So the ductility of columns has to be improved to prevent the

inelastic deformation occurred during earthquakes. Whereas

repair and rehabilitation using ferrocement enhance the strength

and ductility of the column. Proper selection of the strengthening

material is inevitable to enhance the properties of the column.

https://doi.org/10.1016/j.matpr.2020.12.490

2214-7853/� 2020 Elsevier Ltd. All rights reserved.

Selection and peer-review under responsibility of the scientific committee of the Second International Conference on Recent Advances in Materials and Manufacturing 2020.

⇑ Corresponding author.

E-mail address: anjanajohn@scmsgroup.org (A. Susan John).

Materials Today: Proceedings 42 (2021) 1100–1105

Contents lists available at ScienceDirect

Materials Today: Proceedings

journal homepage: www.elsevier .com/locate /matpr



Effect of Plasticity of Fines on Properties

of Uniformly Graded Fine Sand

M. Akhila, K. Rangaswamy, N. Sankar, and M. R. Sruthy

1 Introduction

Even though researchers separate soils based on particle size as sand, silt and clay,

in the field, soil always exists as a combination of all these. There are many studies

concentrating on the effect of fines on the shear characteristics of sand [1–3] and

liquefaction [4–7] but only a few studies have considered the other properties.

Yang and Wei [8] have analysed the change in critical state friction angle for

Fujian and Toyoura sands. For clean sand without fines, the critical state friction

angle tends to decrease with increasing roundness of sand particles. When those sands

were tested with fines (round shape), the critical state friction angle of the mixture

tends to decrease with an increase in fines content. But for fines with an angular

shape, the critical state friction angle tends to increase with fines content. Phan et al.

[9] have conducted one-dimensional consolidation tests on sand–silt mixtures (with

low-plastic fines at a constant void ratio and constant relative density) and indicated

that the behaviour of the mixtures were similar to those of loose sand. The effect

of fines on void ratios was studied by Cubrinovski and Ishihara [10]. The authors

reported that the void ratio initially decreases as the fines content increases from

0–20% and above 40% fines, the maximum and minimum void ratios were seen to

increase steadily.

It is clear from the literature that the studies on the effect of plasticity of fines on

the properties of sand are limited. Hence, the present study is focused on the effect

of the amount of fines and the type of fines (or plasticity index of fines) on various

properties of sand like specific gravity, limiting void ratios, grain size characteristics,

angle of internal friction and compression index.
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ABSTRACT 
 

This paper pertains to the study of a prototype which modernizes the agricultural sector. It has the ability to perform basic 

operations such as irrigation activity and monitoring of plants frequently without much manual labor. In addit ion to the abov e-

mentioned functionalities, the system is trained for detecting diseases in plants. Agriculture is an area of prime importance in  the 

existence of humanity. It is a process of cultivating land and plants to provide food, fiber, medicines and other products to  

enhance the quality of life. It is considered to be the main pivoting point in  the rise of our civilizat ion. In the proposed system 

ROFAR, detection of plant disease is achieved with the help of image processing and machine learn ing methods. Prompt and 

accurate detection of plant diseases is crucial fo r the quality and yield of crops. Advanced diagnosis and intervention can lowe r 

the cost of plant diseases and trim down the use of unnecessary pesticides. Images of leaves of different plant species were 

gathered and feature ext raction was performed. As a result, the system was able to classify the plants based on its ailments 

accurately. The ROFAR gathers the images of the plants for disease detection from the field and were given as input to 

Convolution Neural Network (CNN) which then classifies the images as healthy or infected. The proposed system ROFAR 

undergoes a training phase and a testing phase. The system is trained by providing various samples of the normal and diseased 

plants. On completion of training phase, the system can identify any new images of plants as healthy, late blight, viral or bacterial.  

The system also facilitates the moisture detection in the soil. With these functionalit ies, crops with better quality and yield can be 

obtained from the field. 

 

Keywords: ROFAR, Convolution Neural Network (CNN), Training phase, Testing phase, moisture detection, late blight, 

bacterial, Feature extraction. 

1. Introduction 

One of the most promising and upcoming technologies that has the capacity to boost almost all the sectors of the economy, 

from medical to space sectors is Robotics. However, the sector that is constantly lagging is agriculture. It’s due to the fac t that 

many farmers are being used to heavy equipment, tools and conventional agricultural strategies. Although the application of 

robotics in this sector is slow, it’s persistent. 
The utilizat ion of technologies that are linked with robotics and automation, can provide important values to both farmers as 

well as the agricultural sector [1]. These automated bots are being used for conventional applications which includes plant 

classification, fruit  picking, seeding, spraying, etc. Machine-driven agricu ltural operations introduce many advances to the field 

improving the overall productivity and efficiency. Automat ion provides countless perks to farmers or landowners which  makes 

the job performed  in a uniform method, with less expense and higher accurately. The process or located at the centre of the 

Raspberry Pi framework is a Broadcom BCM2835 framework on-chip (SoC) mixed media processor. This indicates by means of 

a ways most of the framework’s segments, consisting of its illustrations and focal preparing units beside  the correspondence’s 
equipment and sound, constructed onto that solitary segment beneath the memory ch ip of 256MB situated at the centre point of 

the board. The fact that makes BCM2835 d ifferent from the processor determined for your workplace or PC is no t simply its SoC 

structure. In addition, it makes use of an Industry Standard Architecture (ISA) which is known as ARM [2]. The significance o f 

water splashing is one of the principal applicat ions performed. Water transports vital supplements within the plant. The 
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supplements are extracted from the earth and used by the plant. Inadequate water in the plant cells causes the plants to stop  

growing, so water allows the plant to stand upright. The water carries the disintegrated sugar and various necessary supp lements 

through the plant. So, without the correct equalization of water, the plant is not exclusively undernourished, however it is too 

physically weak and can't bolster its very own load. Various sorts of plants require various measures of water [3]. Wit h open air 

plants, we can't manage the plants getting an excess of water if the area gets a great deal of downpour, so we have to ensure  that 

the dirt has the correct seepage, since large amounts of water will influence plant development the same amount as  excessively 

litt le. Video  observing of the plants is additionally of most extreme significance. The programmed plant checking framework h ad 

a huge enthusiasm because of the promising applications in rising innovation. Although, this strategy is used to en hance the 

execution of existing methods or to make and structure new procedures for the growth of plants. The plant checking framework is 

mainly used for watering the plants and to transmit a couple of parameters fo r growth of plants. Plant illness recognition is the 

fundamental utilization of the pack. Plant malady, a weakness in the plant’s normal condition that hinders or regulates its v ital 

capabilit ies. All kinds of flora, wild and evolved alike can suffer from disease [4]. The percentage of p lant infe ct ions varies from 

season to season, natural conditions, contact with the pathogen and the crops and assortments developed. Some assortments of the 

plants are prone to disease outbreaks, while others progressively resistant them. Fossil proof demonstrates that plants were 

influenced by illness 250 million years back. Loss of yields from plant malad ies may likewise result in appetite and starvation, 

particularly in less-created nations where access to ailment control techniques is restricted and yearly misfo rtunes of 30 to 50 

percent are normal for real harvests. In certain years, misfortunes are a lot more prominent, creating calamitous outcomes fo r the 

individuals who rely upon the yield  for sustenance. Real ailment flare-ups among sustenance crops have prompted starvations and 

mass movements since forever [5].  

The proposed automated system captures the images of the plants and has a detecting mechanism for classifying the plant as 

diseased or healthy. A real-time video monitoring system incorporated in the proposed system facilitates the user to be aware of 

the conditions in the field. In addition to these features humidity of the soil is measured and decision on spraying water to the 

plants is taken care. 

The remainder of the paper is structured as follows: Section 2 deals with Literature Survey. Section 3 describes the Hardware 

and Software Components used to build the prototype. Section 4 illustrates the proposed model, working principle and the 

implementation. Section 5 deals with the experimental analysis and the result. Section 6 describes the conclusion. Section 7 

describes the future scope of the project. Lastly, Section 8 lists all the references used in this paper. 

Nomenclature 

ABC   Atanasoff Berry Computer  

AI   Artificial Intelligence 

ANN   Artificial Neural network 

ARM   Acorn/Advanced RISC Machine 

BCM   Body Control Module  

CNN   Convolution Neural Network 

DNN   Dynamic Neural Network 

GNU   GNU’s Not Unix 

GPIO   General Purpose Input/output 

GUI   Graphical User Interface 

IDE   Integrated Development Environment 

IDLE   Integrated Development and Learning Environment 

IoT   internet of Things 

ISA   Industry Standard Architecture 

ML   Machine Learning 

(N;P;K)   (Nitrogen; Phosphorus; Potassium) 

PC   Personal Computer 

pH   Potential of Hydrogen 

RFB   Remote Frame Buffer convention 
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SoC   System on a Chip 

VNC   Virtual Networking Computing 

 

2. Literature Survey 

2.1. Algorithm for Line Follower Robots to Follow Critical Paths with Minimum Number of Sensors 

The main challenge faced in the area of robotics is that going along a specified path [6]. Either the path could be designed by 

the user or it could sense a particular color and move along that path. When specified by the user’s intermediate counters fo r 

stopping and turning could be initially kept precis e. However, each co lor has its own threshold, and the robot senses its movement 

with respect to the color. This paper discusses line fo llower robots, their configuration and inculcates a concept for the ro bot to 

move along curves, junctions and 90-degree bends. Therefore, the line fo llower robots are autonomous, having the ability to 

follow and detect a line ensuring the base to an efficient system. The project employs Arduino Uno as the main circuit board for 

the robot and four sensors for following the path. The robot uses 4 IR sensors SLL, SL, SR and SRR arranged on a straight path for 

detecting the line as shown in the Fig. 1. The sensors SLL and SRR are used to perform 90-degree rotation on left of right 

respectively. 

 

 

  

   

   

  

  

  

  

  

 

  

  

 

 

Fig. 1- Robot sensor diagram 

If any of the sensors deviate from its original position, then the robot corrects itself by moving along right or left. If an y of the 

two sensors come on the white line, then a 90-degree turn is done according to the algorithm. Therefore, based on two main 

algorithms it can follow the path given to it. When implemented the robot also must account for obstacles in its path and proper 

halts in the junctions to do the specific jobs that it aims to do. The paper resembles such an algorithm for following the path with 

precision and proper configuration of the sensors. A prototype built by J S Tan et. al. known as Jackbot Mark1 is a cheaper, light 

weight and small robot that has an ability to move and carry load incorporating obstacle detection, line following algorithms [7].  

Mehran Pakdaman et. al. discussed various technical problems that could arise in any line fo llowing robot [8].  The challenges 

involved while navigating in a constrained environment like greenhouse and polytunnels are addressed using an autonomous row 

following robot [9,10]. 

2.2. Design and Implementation of Semi-Autonomous Anti-Pesticide Spraying and Insect Repellent Mobile Robot 
for Agricultural Applications 

The authors discuss on the application of robots in agriculture. It focuses on designing a robot called "x-bot" which is an insect 

repellent robot and a pesticide sprayer [11]. The main problem with the manual spraying of pesticides is the over spraying causing 

harm to both plants and humans. Thus, the robot is designed to overcome this problem. An additional unit of insect repelling 

mechanis m with the help of a sonar is also built and attached to the robot. The robot body is Lynx Motion Rover Kit with 3D 
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printed acrylic chassis and four dc motors are used to drive the robot . Arduino Mega Microcontroller is the control unit with 

diaphragm pump to spray pesticide and solar panel attached buzzer to repel insects. Proportional Integrative Derivative algor ithm 

is employed to control the robot and as the robot reaches each of its spots, pesticide is sprayed at a precise amount. Alongside the 

insect repellent is also done. In addition, the ultrasonic sensors are calibrated by the neural networks.  

 

2.3. Design of automatic nutrition supply system using IoT technique in modern cities 

Today, the main problem faced by Terrace Gardening is the lack of time for the planters to look after the garden on a regular 

basis [12]. The one available solution is by employing smart farming which modernizes the current conventional methods of 

farming in modern cit ies. Modernizing includes automation of almost every process in the area of farming. This paper discusses 

the automated system by applying the concept of IoT. The primary  objective of this study is to provide the plants with the 

necessary nutrients, such as potassium, phosphorus, nitrogen and calcium, which is computed from the data provided by the 

sensors. The pH value of the soil is taken by the pH sensor attached to the Raspberry Pi. The pH value is processed along with the 

Humid ity sensor. Value of the humid ity sensor is considered on the basis that when Humid ity increases the chance of plants to  get 

caught by disease is high and the rate of growth of plants will be low and vice versa. Therefore, based on these values and 

calculations the nutrients are supplied to plants. The authors developed an automatic nutrient supply system which is capable  of 

passing nutrients mixed with water automat ically to the p lants as required thus reducing the human labor to a great  extent. 

Measurement of the pH of the solution provides data about the nutrient’s availability in the soil. The quantity of fert ilizer  is 

supplied according to the requirement of the crops. This system could help  in the better use of fertilizer and to enhance the quality 

of soil. The limitations to this system are, absence of weed detection and control mechanism, seed plantation and the system is 

immobile in nature. Sajjad  Yaghoubi et. al. suggested an autonomous robot that aims to reduce manpower and to improve the 

quality and productivity of farming [13]. 

2.4. Real-time Video Monitoring and Micro-Parameters measurement using Sensor Networks for Efficient 
Farming 

  One of the main challenges faced in the area o f farming is that there is no system that monitors the field  which gives the 

advantage to the farmer to monitor the farm on a real-time basis [14]. The solution to this problem is to design a Robot that can 

monitor the system on a real-t ime basis which is equipped with a camera along with a Robotic arm and sensors that helps to 

monitor the plant growth. The robotic arm is used to measure and manage agricultural parameters. The robotic design in this study 

is composed of sensor, control, camera, p lanning subsystem and a system comprising an online image and video transmitter. The 

constituent of potassium, phosphorus and nitrogen present in the soil is measured in order to depict the amount of fertilizer  

required by the soil. Th is mechanis m also aids in managing the content measurement while preparing the fertilizer. The primary 

goal of th is design is the reduction in  the number of nodes required for the conventional measurement schemes. There are mainly 

two blocks. One b lock indicates the transmitter, which  is actually, the Robot and the other block depicts the receiver. The System 

is employed to design, develop and optimize a feasible solution to agricultural control and monitoring. The proposed system 

utilizes sensors for Micro parameter measurement (K, P, N), Humid ity measurement, Soil moisture, Motion detection, 

temperature detection, Soil PH for maintaining agricultural environment. It also includes Agricultural Parameters measurement 

and Real-t ime Video Monitoring using Sensor Networks for Precision Agricu lture. After the proper measurement of K, P, N 

content from soil it will be easy to figure out the fert ilizer combinations. On implantation, it is found that System results in the 

designing, development and optimization of a feasible solution for application to agricultural control and monitoring. The 

limitat ions to this system are, absence of weed detection and control mechanism, seed plantation and the inability to supply 

nutrients and water to the plants. 
 

2.5. Design of automatic nutrition supply system using IoT technique in modern cities 

The most prominent troubles faced in farming is that much vegetation are laid low with sickness. Every 12 months illness of 
the plant, fungal and viruses’ attacks result in crop losses as much as 30% of the overall production [15]. The plant disease control 

mechanis m relies upon speedy, correct detection and identification of the diseases. The paper discusses correctly figuring out the 
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disease with the help of an artificial neural network. The different image processing performed on the input image are image 
enhancement and image segmentation. The Fig 2 shows the block diagram of plant disease detection and depicts the various 
texture feature values that are computed from the processed image. The classification of text  image is performed at last by g iv ing 
the extracted feature values as an input to the pertained artificial neural network (ANN). Finally, the predicted result (disease) is 
sent to the person.  

 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 

 

 

 

 

Fig. 2: Block diagram of plant disease detection 
 

 
The network used is a feed forward neural network of two layers with one hidden layer, in which number o f neurons for 

hidden layer is 10. The method specified in  the system can be used to design a plant disease detector for farmers fo r the early 
detection of plant disease infection and providing a cure remotely. 

 

2.6. Design and development of Automatic weed detection and smart herbicide sprayer robot 

Traditional method of destroying the weeds in a crop plantation is achieved by spraying herbicides throughout th e plantation 
[16]. This has a bad effect on food crops and yield. This paper discusses the image processing algorithm which captures the 
images of p lantations and the herbicides sprayed only on the weeds on identifying the weeds from the image. By th is met hod, the 

wastage of herbicides can be reduced to a great extent thus making the weed control system smarter. The color images will be 
converted to binary images and the green parts of the image are extracted. Total amount of white p ixels is found out, if it is above 
threshold then that region is weed. In th is arrangement, a container filled with herbicide is fitted with water pump motors which is 
attached to the spray nozzles. In this experiment Ragi plants (narrow) are taken as the plantation crops and any  other plants as 
weeds (broad leaves). In  the absence of plants on the region of interest, the processed image will encounter only black pixels with 
few small stray groups of white p ixels. On identifying narrow leaves, the number of white pixels could be g reater than case 1 but 
less than threshold. If there are b road leaves the count of white pixels will be greater than threshold. Herb icide will be sp rayed on 
this region since its weed. This approach is dependent on the quality of the lighting conditions re quired for capturing images 
which is one of the disadvantages faced by smart weed control robots. By incorporating targeted spraying on the weeds , wastage 

of herbicides can be reduced to a great extent [17-21].  

Electronic copy available at: https://ssrn.com/abstract=3769817



 

International Conference on IoT based Control Networks and Intelligent Systems (ICICNIS 2020) 

 

613 

 

3. Hardware and Software Components 

3.1. Algorithm for Line Follower Robots to Follow Critical Paths with Minimum Number of Sensors 

The Raspberry Pi, (Fig. 3) is intended to run a working framework called  GNU/Linux—from this point forward  alluded to just 

as Linux. In contrast to Windows or OS X, Linux is open source: it's convenient to download the source code for the whole 

working framework and add whatever improvements you want. Nothing is hidden, and all progressions are made in full 

perspective on people in general. This open source improvement attribute  has enabled Linux to be immediately transformed  to 

keep running on the Raspberry Pi, a process known as porting. At the time of this composition, a few adaptations of Linux kno wn 

as appropriations have been ported to the Raspberry Pi's BCM2835 chip, inclu ding Debian, Fedora Remix and Arch Linux. The 

different appropriations take into account various requirements, but still they all are open source. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Raspberry Pi 

 

Since its demonstration, Python has developed in ubiquity on the account of what is viewed  as a reasonable and expressive 

grammar created with an importance on guaranteeing that code is meaningful. Python is an abnormal state language. This means 

Python code is written in generally prominent English, making the Pi with direct ions in a way that rushes to learn and simple to 

pursue. This is in checked  difference to low-level accent, similar to constructing agent, which are nearer to how the PC 

"considers" yet practically inconceivable fo r a human to pursue without involvement. The abnormal state nature and clear 

language structure of Python makes it a gainful instrument for any ind ividual who needs to figure out how to program. Another 

option is to make use of a coordinated improvement condition (IDE, fo r example, IDLE, which gives Python -explicit usefulness 

that is absent from a standard content manager, including punctuation checking, investigating offices and the capacity to run  your 

program without leaving the supervisor. The VNC watcher is seen as the primary  programming device utilized  for the venture. At 

registration, Virtual Network Computing (VNC) is a graphical workspace that shares a framework which uses the Remote Frame 

Buffer (RFB) convention to remotely  control another PC. It transmits the mouse and console occasions starting with one PC then 

onto the next, handing off the graphical screen refreshes back the other way, over a system [ 22]. It  is stage free, there are 

customers and servers for some, GUI-based running frameworks and for Java. Meanwhile, several clients can interact with a VNC 

server. Common applicat ions for this innovation include remote expert assistance and capturing work PC logs from home PC or 

vice versa. There are several versions of VNC that offer their own particular utility, For example, some efficient fo r Microsoft 

Windows or offering record exchange (not part of VNC leg itimate), etc. Many are perfect  (without their additional highlights) 

with VNC appropriate as in a watcher, as  of one type can bind to a server of another. Others depend on the VNC code, but don't 

work well with standard VNC. In the typical strategy for an activity, a watcher interacts with a port on the server (default port: 

5900). On the other hand, (depending on usage) a program can bind to the server (default port: 5800). Also, a server can interact 

with a watcher in "listen mode" on port 5500. The correct position of the listen mode is that the server site does not need t o 

configure its firewall to allow access on port 5800 (or 5900), the obligation is the watcher, which is useful if the server site does 

not have PC capability and the watcher client is progressively competent. 

The ROFAR system is shown in Fig. 4. The camera component is connected to one of the USB-A ports in the raspberry pi. For 

the dc motor connection, a L293D motor d river is used. For that import the time module and the GPIO p ins. The output pin is 

comprised of Pin 22, 18 and 16. The enable pin of L293D is connected to the pin 22 of raspberry  pi in order to enhance the 
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motor’s running time. The motor is turned off when low. Motor 1 and Motor 2 are input pins. The IR sensors are powered by +5V  

pin to enable the movement of the kit. Next, utilizing the black wire, the ground pins are connected t o the ground of IR sensor and 

motor driver module. W ith the help of the yellow wire, the output pins of the sensors both 1 and 2 are connected to the GPIO p ins 

and 3 respectively. The motors are operated using four pins (AB, A, B). These four pins are connected from GPIO 14, 4, 17 and 

18 respectively. The white and orange wire collectively are used to form the connection for a single motor. Such that, there are 

two pairs for two motors. The motor driver module L293D is used to which the two motors are conne cted and is powered using a 

power bank. We have to ensure that the ground of the Raspberry Pi is connected to that of the power bank, only then our 

connection will work. Rest of the part is done from the user’s system. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: ROFAR system 

 

The raspberry pi is remotely accessed by the VNC viewer. There are mainly two python files accessed for the working one is 

named robot.py and the other named mail.py. The image of the plant is taken by the camera and is sent to the respective mail id 

set in the program. 

4. Proposed Model 

The proposed venture is completed for the most part by the raspberry pack and the p lant leaf recognition by utilizing profoun d 

learning techniques in AI. Ongoing video observing is likewise included alongside the unit. The  unit likewise showers the plant 

with water basically or by estimating the dampness of the dirt. At the point when the unit arrives near a plant it captures t he 

images of the leaves and is sent back to a separate framework for malady recognition. The frame work marks the plants with 

classes healthy(h), late-blight(l), v iral(v) o r bacterial(b). The robot then pursues a dark line utilizing the line following idea with 

the goal that it catches and plays out the splashing capacity up and down the way of the robo t. 

4.1. Line following Concept 

The game plan of the plants is structured dependent on the way of the robot. The robot moves along the dark line taking the 
picture of the plants and in the meantime watering the plants. The robot distinguishes a line as a basic line and pursue basic line 
following calculation if both of its external sensors are on dark surface. Over a white surface and the other way around and goes 
through it. It takes a shot at the reflection property of light. At the point when infrared light fa lls on a white surface, it gets 
reflected completely. Then again, when it falls on the dark or dim surface, it gets assimilated all things considered. The me asure 
of reflected light will be extremely less. 
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4.2. Water Spraying 

Soil Moisture Sensor measures the moisture level of soil and g ives the dirt  condition either wet or dry. On the o ff chance that 
the soil content is decreased beneath the predefined esteem it will send the flag  water will begin to siphon. Generally, plan t spots 
in order to water the plants by utilizing separation esteems from Ultrasonic Sensor. The water content in soil will be detected by 

the soil dampness sensors. A dirt moisture test is made up of several soil moisture sensors. A regular kind of soil moisture sensor 
in commercial use is a Frequency space sensor, for example, a capacitance sensor. An alternative sensor, the neutron moisture 
check, uses the intermediary properties of water for neutrons. Soil moisture content might be changed by means of its impact on 
the dielectric constant by estimating the capacitance between two cathodes embedded in the dirt. Where soil moisture prevails as 
free water (e.g., in sandy soils), the dielectric constant rightly corresponds to the moisture content. The test is ordinarily given a 
recurrence excitation to  allow estimation o f the dielectric constant. The readout from the test isn't straight with water content and 
is impacted by soil type and soil temperature. Consequently, cautious alignment is required, and long -haul security of the 
adjustment is faulty. 

4.3. Disease detection of plants 

The robot can recognize the plant leaf sicknesses by employing AI systems. One of the main tasks was to correctly identify th e 

illness affected leaf and can discover the sort of malady by utilizing profound learning stra tegy in ML (Fig. 5). 

The main modules included are: 
 

● Data set: data set of plant leaves are collected which contains labelled images. 

● Data resizing: images are resized which is to be given as input to the neural network. 

● Training: the resized data set is used to train the neural network. The training data consist of 4000 plants which are 

classified as h, l, v, b. 

● Testing: the testing data set contains both healthy and unhealthy leaf images. After testing images are classified as 

healthy or unhealthy 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 5: Processing plant leaf 

 

The testing generates a result either as healthy or diseased by comparing the input image with the known image data set and 

returns the result with a percentage of accuracy. The input data will be images of data that is the plants. There are two  categories 

in leaf images which are healthy or unhealthy and there are four class labels: healthy(h), late -blight(l), v iral(v), bacterial(b) [23]. 
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Also, there are 4000 training images each with resolution 256x256. The input training data as well as testing data will be 

converted into a numpy array  with input filename and its label. The label will be in the one hot encoded format. Cv2, numpy, os, 

tqdm libraries are imported for data resizing. The image is resized into the resolution 50*50 by using the packages in imported 

lib raries. The training p rocess involves creating a DNN and then passing the train data for training the network [ 24]. Here the 

tensor flow framework is used to create a neural network. The input data shape is in the form of (50,50,3), then the first layer 

which is the input layer to the neural network will have the same shape. There are a total of 6 hidden layers mentioned with the 

input size as well as the activation function that’s being used. The last layer is where the fitting or converging takes place and we 

finally get output in that layer. It is fully connected. Here we are using two activation functions [25] ‘relu’ and ‘softmax’, ‘relu’ 
means Rectified Linear Unit [26]. This is main ly used in hidden layers in neural networks. ‘softmax’ is used to calculate the 
probability of the class labels in the output layer [27]. Dropout function is used in the fully connected layer to avoid the 

overfitting of the input data. Train ing and testing done by using ‘model.fit’ function. In supervised training, both the inputs and 
the actual outputs need to be provided. The neural network process the input and produces output. The output which is generat ed 

is compared with the desired output. If any errors in the output, it will back propagate. Feature extraction in a neural network is 

explained by the concept of convolution. Convolution is considered as the main build ing block of a CNN [28]. By Convolution 

we mean the mathematical mixture of two functions to produce a third function. With respect to Convolution Neural Network 

(CNN), the convolution is executed by the mechanism of sliding the filter or kernel over the input data. Matrix multiplicatio n is 

accomplished at each location and the sum of the results are added on to the feature map. The reg ion of our filter is also called the 

receptive field which is named after the neuron cells. The size of this filter is 3x3 [29]. 

 
In the testing stage, we will have a plant leaf image without label, meaning we won’t know wh ich class (h,l,v,b) the image will 

fall into. The already trained saved model will be loaded and then the test image will be then passed as input to the already  trained 
model. The model based on what features it has learned will output the class which it b elongs to with the help of ‘model. Pred ict’ 
function. By  adding a new type of plant to  the image data set, we can detect almost all types of diseases. we do not need ext ernal 
hardware devices The system will generate output with approximately 90% accuracy and the system can be fine-tuned any time 
for any new types of diseases, simply by adding the new disease leaf images. 

 

4.4. Working Principle 

The module is main ly divided into two. The first is a kit that performs function such as image capturing, water spraying and 
real time video monitoring. The second module is the diseases detection part that classifies plants based on diseases using a n 
Artificial Neural Network. The kit moves along the black line by the black line fo llowing the algorithm and stops at  each position 
when an obstacle is encountered which it recognizes as a plant. Fig 6 demonstrates the same. 
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 Fig. 6: Block diagram of robotic kit 
 

 
The camera attached to the module captures the images and at the same time humid ity of the soil is detected. On encountering 

the humidity value below the threshold value, water is sprayed to the plant. A real time video streaming is also provided to the 
user. The captured image is sent to the user’s system through mail and the image is given as an input to the plant disease dete ction 
algorithm using the Convolutional Neural Network of the system which classifies the image as healthy, late blight, viral and 
bacterial. The heart of the system is Raspberry Pi and the corresponding function and application is done with the help of a VNC 
viewer. The L293D motor driver helps to convert the signals from the raspberry pi to the dc motors.  
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Fig 7: System Flowchart 
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5. Experimental Analysis 

The black line following algorithm is employed in guiding the robot in the correct path. It’s working is similar to that of Line 

following robots as depicted in Fig.8. The Line Following robot is one that identifies a black path [30]. The two IR sensors are 

kept in  between the black line. If it detects a white line it  stops. If it encounters an object it recognizes it as a plant a nd the image 

of the leaf is sent. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: Black line following adaptation 

 

The water spraying is done uniformly for each plant as it encounters a plant. Water spraying also depends on the moisture of 

the soil. If there is moisture content it does not spray water. Along with this the video streaming is also done along the pa th till the 

end. Based on the leaf image captured by the system a table for the image and the corresponding result incurred for the leaf the 

table is depicted as shown below Table 1. 

Table 1 - Captured leaf image Analysis. 

 

Capture

d leaf  

image 

Leaf 

name 

Expecte

d result 

Experimenta

l Result 

 

Tomato 

leaf 

Late 

blight 

late blight 

(correct) 

 

Tomato 

leaf 

Healthy Healthy 

(correct) 
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The raspberry pi console and video streaming as shown in Fig 9 and 10 respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 9. Raspberry Pi Console                Fig 10. Video Streaming 

 

For a live plant the training was completed in 96.65 seconds and the test result was that it was bacterial. 

6. Conclusion 

Agriculture is one of our most important sectors for provid ing food, feed and fuel necessary for our existence. Autonomous 

kits are play ing an important role in this field. In the present scenario, a wide range of such kits are available to perform different 

applications on various levels of agricultural p rocess. The proposed system ROFAR concentrates main ly on disease detection an d 

 

Mango 

leaf 

Healthy Healthy 

(correct) 

 

Money 

plant 

Late 

blight 

Bacterial 

(wrong) 

 

Tomato 

leaf 

 

 

Viral Viral 

(correct) 

 

Tomato 

leaf 

Bacterial Bacterial 

(correct) 
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it accurately distinguishes plants based on diseases. By inculcating new species of plants to image data set, we can detect almost 

all types of diseases. The system will generate an output with approximately 90% accuracy. The system can be fine -tuned any 

time for any new type of d iseases, simply by adding the new disease leaf images. Most detection systems can detect fungal 

diseases only, but our system detects almost all. With this system there is no need for farmers to be present at that time an d he/she 

could perfectly detect the diseases if it is present in the plants  

7. Future Scope 

We have to keep in mind that a learning curve will be present as the technologies improve in their operation capacity and 

sensitivity. The industrial trends appear to be moving towards large-scale efforts, so kits like this should be continuously 

developed. The kit designed by us, if further developed, could also do the necessary function for treatment of the detected 

diseases among plants. Thus, the fully autonomous kit could be developed. By making  use of a gripper circuit the kit can dip the 

moisture sensor into each plant at each position to measure the moisture content. 
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Routing protocol for low-power and lossy networks (RPL) is an widely-used IPv6 routing protocol for

lossy wireless networks with the power constrained devices in Internet of Things (IoT). It is a proactive

protocol that constructs a destination oriented directed acyclic graph (DODAG) rooted at the single

destination called the root node that resides at unmanned aerial vehicle (UAV). Speci�cally, a DODAG

is built with the help of di�erent control messages like DODAG information object (DIO), DODAG

advertisement object (DAO), and DODAG information solicitation (DIS). As the generation of these

messages incur additional energy consumption, RPL uses the Trickle algorithm to dynamically adjust

the transmission windows. In this paper, we analyze the e�ect of the two parameters, namely, DIO-
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INTERVAL-MINIMUM and DIO-INTERVAL-DOUBLING that have signi�cant e�ect on the Trickle

algorithm and the rate of message generation. Through experiments, we show that an optimal

selection of these parameters saves a signi�cant amount of energy with di�erent parameter settings

in UAV-assisted IoT networks.
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Abstract:
Due to the availability of numerous image manipulation tools, fraud images can be generated very easily and
effectively. These fraud images are quite difficult to recognize. A section of the image is copied and pasted at some
other location on the same image in copy-move forgery to drop meaningful objects or to bring additional information
which is not present actually in the image. Whereas, the image recoloring techniques normally change the images via a
variety of mechanisms like contrast enhancement and colorization. In the proposed method, copy move forgery
detection is based on similarities in the images and finding the forged part by using threshold and contouring
techniques. Recolored image detection uses a convolution neural network with three layers which outputs the
probability of recoloring. As the techniques for image forging are developing faster, the necessity of highly efficient and
accurate image forgery detection also increases. Here, this proposed system focuses on both recoloring and copy-
move forgery detection.
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I. Introduction
Numerous digital images are generated by different devices nowadays. These images are spread
by various newspapers, television channels, and different media. Various legal and scientific
businesses use digital images as confirmation of certain situations and are used to make crucial
decisions. Forgery in images can be defined as the manipulation of images to hide some useful
information about the image. Different types of software tools, like Photoshop, are applied to make
forged images, and these forged images look like the real images by human vision. Unluckily, there
are a lot of inexpensive and high-resolution digital cameras and advanced photo editing software
available nowadays, hence it is very easy to produce fraud images and the discovery of these
manipulated images is much challenging through human eyesight since they may not be leaving
any visual clues that indicate the image forgery. These facts challenge the authenticity of digital
images/photographs. Therefore, image forensic techniques for forged images discovery are crucial.
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I. Introduction
Mathematical morphology is the first consistent non-linear image analysis theory. Originally it was
defined on a set theoretic framework and used for processing binary images and extended to
grayscale images. Despite its continuous origin, it was soon recognised that the roots of the theory
were in algebraic theory, notably the framework of complete lattices. This allows the theory to be
completely adaptable to non-continuous spaces, such as graphs [4] , hypergraphs [3] and simplicial
complexes [5] . Extending Mathematical Morphology to colour images is an active area of research
in image processing [8 , 18 , 9] . There is no natural extension of the morphological operators to
colour images. This is because colour images does not admit a partial ordering [11] . Image
denoising is one of the most important operations in image processing. Salt and pepper noise is
very common in image processing applications and noise reduction is a very active area of
research in this field [12] . Morphological filtering is one of the most reliable techniques for salt and
pepper noise reduction [2 , 4 , 5] . Our objective is to utilise the morphological operators defined on
hypergraphs to remove this noise from colour iamges [2 , 16] .
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Metadata
Abstract:
Now a days, the digital image integrity are remarkably important for the exchange of data which are generally utilized
for different applications like fraud detection, therapeutic imaging, reporting, and advanced crime investigation. Digital
images can easily be forged with the advancement of image manipulation tools and information technology. The
commonly used image forgery technique in digital forensic filed is Copy-move forgery. The two fundamental
classifications for identifying copy-move forged images are keypoint-based and block- based method. Block-based
strategies have the burden of high computational expense because of the enormous number of image blocks and it
fails to deal with different geometric transformations. On the contrary, keypoint-based methodologies can overwhelmed
these two draw-backs however are discovered hard to manage smooth locales. As a result, these two methodologies
are combined and proposed a effective copy-move forgery detection. Also, we accomplish a comparative study
between different keypoint detectors and feature matching algorithms used to determine computational complexity of
each.
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I. Introduction
W ITH the development of computer technology duplication related to images have increased
exponentially. In past few decades more and more researches have been undergoing to detect and
rectify tampered images. Copy-move forgery is one of the most popular image forgery techniques in
which a region of an image is copied and pasted into another region of the same image. Since the
copied region is from same image thus it may have same color characternoise component etc.
There have been various techniques which are prevalent for matched keypoints –3] but are
ineffective for forgery detection very well. To achieve both the requirements with moderately high
accuracy we implement a segmentation method and feature point matching.
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Abstract - To improve personal satisfaction in any country, the 

strategies for strong waste management should be reinforced. 

In India, the concept of engineered landfilling is not fully 

utilized. On the off chance that enough land is usable, it is 

viewed as a savvy practice. Aside from certain progressions, 

for example, reusing and source moderation methodologies, it 

has been found that garbage removal in landfills will stay an 

unavoidable piece of the strong waste administration 

framework. The bioreactor landfill concept changes the 

purpose of landfilling from storage to treatment of waste. The 

working hypothesis is that they encourage and speed up the 

natural exploitation of waste by safeguarding ideal dampness 

content inside the cells where the squanders are handled. The 

distribution of leachate assists with controlling dampness and 

microorganisms help to settle natural waste. The development 

of Bioreactor landfills can give natural and monetary 

advantages, and it is a promising strong waste administration 

framework for a thickly populated and emerging nation like 

India. This paper examines the possibility of a Bioreactor 

landfill for waste handling in the Indian context. The main 

features, types, operations, advantages, disadvantages and 

differences to the conventional landfills are discussed in detail.  

 Keywords—bioreactor landfill, waste disposal, 

sustainability 

I. INTRODUCTION  

Attributable to different sources of strong waste with 
quick development in the populace worldwide, maintainable 
metropolitan strong waste administration has become a 
necessity. The age of MSW has become an inexorably 
significant worldwide issue throughout the most recent 
decade. The expanded age of strong waste has provoked the 
execution of coordinated MSW the board, which 
incorporates reusing, fertilizing the soil, incineration and 
landfilling. About 80% to 90% of metropolitan waste is 
discarded in landfills without proper administration 
strategies or open copying, as indicated by gauges 
prompting air, water, soil contamination. Natural substances 
and actual cycles in landfill conditions encourage the 
biodegradation of natural squanders in MSW. Natural 
boundaries, like landfill liners and covers, are regularly 
utilized in ordinary landfills to keep dampness out, which is 
essential for waste biodegradation. Therefore, wastes are 
caught in a "dry burial place" and stay unharmed for 
extensive stretches going from 30 to 200 years, possibly 
outliving the landfill obstructions and covers. Liner 
disappointment in customary dry landfills is a chance, later 
on, representing a critical danger of groundwater and 
surface water pollution. Today, one idea that has got a ton of 

consideration is the "Bioreactor landfill." Within 5 to 10 
years of presenting the bioreactor interaction, a bioreactor 
landfill is a sterile landfill that utilizes improved 
microbiological cycles to change over and balance out the 
promptly and respectably decomposable natural waste 
constituents. In contrast with what might somehow occur in 
a landfill, the bioreactor landfill incredibly builds the level 
of natural waste decay, transformation rates, and cycle 
adequacy. The expansion of leachate or other fluid 
revisions, the expansion of sewage muck or different 
alterations, temperature control, and a "bioreactor landfill" 
give control and cycle streamlining, mostly through the 
expansion of leachate or other fluid changes, temperature 
control, and supplement supplementation. Additionally, the 
activity of a bioreactor landfill can require the option of air. 
Various types of "bioreactor landfills, for example, 
anaerobic bioreactors, oxygen-consuming bioreactors, and 
vigorous anaerobic bioreactors have been created and 
worked around the planet dependent on waste 
biodegradation mechanisms. 

 
This paper means to raise peruse consciousness of the 

bioreactor landfill as a possibly reasonable waste 
management tool. It is required to be an essential 
commitment to future conversations among landfill 
proprietors and administrators, lawmakers, controllers, 
preservationists, and the overall population. 

 

II. WASTE MANAGEMENT IN INDIA 

It has been found that MSW, which ordinarily contains 
half biodegradable materials, 20% recyclable materials, and 
30% dormant and inorganic materials including sands, 
rocks, and rock, has enormous energy potential. The 
metropolitan urban communities and towns of India's 
different states produce about 0.5 kg of MSW per capita 
each day. Only 12–14 % of MSW is formally taken care of 
in India, with the rest going to open unloading and landfill 
removal choices. As per the Planning Commission Report 
(2014), around 377 million individuals living in 
metropolitan territories produce 62 million tons of MSW 
each year, with 165 million tons each year and 436 million 
tons each year projected later on. The MSWM rules are set 
up to decrease the measure of waste that winds up in 
landfills by reusing likely material and assets from MSW. 
The various waste management methods for Indian MSW 
are listed below (Nandan et al., 2017; Pujara et al., 2019) 
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With the widespread use of digitally interactive multimedia such as audio, images, and video, there has been a
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synthesising new footage, video forgery is a technique for creating changed or fraudulent videos. A method based on
deep learning is given in the proposed system for classifying videos as tampered or original. The video clip that is used
as input is divided into two categories: original and modified. The video is segmented into non-overlapping frames, and
the authenticity of the movie is determined by whether or not all of the frames are genuine. The suggested method
uses a deep CNN model that has two types of layers: (1) CNN layers which involve convolutional, pooling and fully
connected layers and (2) Parasitic layers.
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video content as one of the prominent means for communication. Developments in video
technologies such as generation, transmission, storage and retrieval along with applications like
Video sharing platforms, Video-conferencing etc have served the people and society in many ways.
Applications such as the entertainment business, video surveillance, legal evidence, political films,
video tutorials, ads, and other social networking platforms, such as YouTube, Facebook, and
Instagram, demonstrate their unparalleled role in today's context.
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Abstract:
Fever is a common symptom for various infectious diseases that are reporting nowadays in a massive amount like
COVID-19, Ebola and so on that will directly affect our whole human cells and are showing a lot of chromosomal
aberrations too. Since there was not a unique way are to predict how these diseases will affect our body both physically
and mentally, since they can create some aftereffects in future too, there should be a suitable system which will
efficiently detect these type of pandemic. In all these situations thermal screening had emerged as a remedial method
for the detection of temperature variations. Among this Infrared thermography had been used as the best and effective
method for fever screening. This survey presents some of the important papers which discussed how Infrared
thermography can be effectively utilized for the detection of these epidemics by analyzing the temperature variations
done in fever screening. Infrared thermography (IRT) is a method which uses an imaging scheme that gives you an
image which is a thermal diagram that shows the temperature variations of various intensities. IRT uses the basic
working principle from Stefan- Boltzmann Law, where the relationship between the temperature and the emissive
power is established and the camera which is the infrared camera will capture this infrared energy and is converted into
corresponding electronic signals. This paper gives a brief idea about various techniques used for fever screening which
can be used to detect various diseases.
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SECTION I.
Introduction

In December 2019, COVID has vanquished our everyday life measure by detailing its first case from
the Huanan fish market in Wuhan, Hubei, China. Scientists had recognized a novel Covid (SARS-
CoV-2, additionally alluded to as COVID-19) from affirmed contaminated pneumonia patients [1].
Also, later on, COVID has changed its structure to extremely intense respiratory conditions (SARS)
and the Middle East respiratory disorder (MERS). By April 13, 2020, instances of COVID-19 which
was affirmed had surpassed 1,800,000. The World Health Organization (WHO) has proclaimed
COVID-19 as both a pandemic just as a general wellbeing crisis of worldwide concern. By April 13,
2020, cases of COVID-19 which was confirmed had exceeded 1,800,000. The World Health
Organization (WHO) has declared COVID-19 as both a pandemic as well as a public health
emergency of international concern.

Infrared Thermography had wide range of applications like Non-Destructive Material Testing for
interior analysis of material layers, Thermography in Aerospace where making high end machines,
in Chemical industries for monitoring chemical reactions and so many other areas. Where the area
focussed by this research paper was Thermography in Medicine.

In like manner, fever is the key manifestation of a few pestilences like extreme intense respiratory
disorder (SARS) in 2003, flu A (H1N1) in 2009, Ebola infection sickness (EVD) in 2014, and Covid
illness 2019 (COVID-19). As a safety measure government has implemented fever screening as a
countermeasure for preventing these disease to its extreme for the people who are crossing
international as well as national borders and in places like hospitals, malls, railway stations, and in
all places where the crowd assembles fever screening is the one and only remedial measure to detect
these diseases.

This research paper provides an idea regarding the momentum situation, where how to focus viably
and productively utilize image processing techniques for the recognition of different ailments which
contribute to COVID19 detection. Secondly, since the virus was showing variations of symptoms a
single symptom called fever cannot be relayed for identifying the virus. So the research paper gives a
comparative study of different types of disease symptoms that can be a cause for the detection of
corona virus. Third factor was the sensors, since the images were captured by IR cameras an equal
focus was given on various sensors used by different methods. The disease mainly focused by the
research paper are fever detection, respiratory infections, thyroid, osteo based problems, diabetes,
blood flow analysis and cancer detection.

SECTION II.
Background
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Image Processing is one of the recent trends in analyzing a digital image where the images were
grouped as pixels. In this survey the images were concentrated mainly to thermal images. Thermal
images were obtained using a thermal camera in which an array of thermophile sensors were
embedded in the lens of camera. These sensors will be of varying resolutions which captures the
image. The thermal images obtained will be gray scale images and the RGB coloring model was
incorporated to identify each areas based on thermal variations. Infrared Thermography (IRT)
comes under infrared imaging science. Radiation in the long-infrared scope of the electromagnetic
range (about 9,000–14,000 nanometers or 9–14  is identified by thermographic cameras and
produces pictures of that radiation which are named as thermograms. There is a wide scope of
utilizations for thermography which can be utilized in a few conditions as an analytic instrument,
for arranging the treatment and assessing the impacts of treatment. Thermography can be joined
with other imaging strategies and Artificial Intelligence ideas, play a vital role essentially in the
adaptation of numerous ailments [2]. Infrared radiations are emitted by all objects above absolute
zero, which is stated in black body radiation law. These infrared radiations lie in the range of 0.75–
1000 micrometers [3]. Thermography utilizes a non-obtrusive, non-contact strategy that utilizes
the warmth from your body to help in making the conclusion of a large group of medical care
conditions. So this method was completely safe since it uses no radiations.

μm)

SECTION III.
Literature Survey

A. Clinical evaluation of fever-screening thermography

In the research paper, a clinical study of over 596 subjects has been conducted [4]. They made an
experimental set up to capture the thermal image where they used a tripod to obtain a full face. The
graphical user interface was developed with MATLAB and two IRTs. The analysis was for the
duration of fifteen minutes, where four measurement readings were taken. For limiting the impact
of outside temperature each subject was asked to meet a relaxation time of 15 minutes and all initial
humidity factors were defined properly. Temperature readings were taken on each stage, focusing
on the region's facial and forehead so that two IRTs were used. In each round of capturing the
image, the webcam acquires a standard color image and the IRTs will acquire three consecutive
frames that were reduced to the midpoint from which a solitary mean temperature image was
obtained. As the last stage, thermal images of sublingual tissue were captured by instructing them to
open their mouth. To establish a reference temperature, oral thermometry was used and the
corresponding temperature readings were taken from the region of study. The two temperature
measurements will help to modulate two models, a fast model and a monitor model were
formulated. The monitor model had an accuracy of ± 1. From the monitor mode, the oral
temperature measurements average value was calculated and the final reference temperature was
developed. As a subsequent stage facial district depiction and temperature counts were finished.
Here temperature from several facial areas was compressed. For the delineation of facial key points,
a new approach called image registration was done. This technique uses a matching method by
which facial landmarks are mapped to thermal images which will give the main facial points whose
temperature measurements are to be recorded.

The calculated values of temperature which are recorded from the selected regions were compared
with the reference and from this, the pairwise differences were recorded. Based on this data, the
final result was generated which shows the temperature measurement values of the five regions of
interest.

Advantages: Gives an efficient method for monitoring temperature especially in the region inner
canthi region. Provides a better system performance.

Further enhancement: The effect of puzzling elements identifying with between subject and
ecological fluctuation can be remembered for clinical investigation.

B. Development of Low-cost Thermal Imaging System as a Preliminary
Screening Instrument
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This study aims at establishing a modest and efficient temperature screening instrument. The
methodology uses an AMG8833 thermal camera. The camera is connected to an Arduino by a 12C
bus. The picture caught by the camera which is essentially the IR camera is in the form of 64
individual pixels and the pixel values are stored in the Random Access Memory (RAM) of the
camera. The IR camera and its in-constructed sensor, which is corresponding to the surrounding
temperature and sensor work in sustained, uninterrupted mode. Numerous methods were done to
obtain the temperature of the subject which is under study like considering the normal room
temperature, pixel offset cancelling, and normalization and thereby compensating the emissivity of
the object. The temperature values in the form of an 8X8 matrix were generated which will give the
resultant values for analysis by running an Arduino program. And an efficient image can be
developed by adding an extra feature, a thin film transistor LED to the original setup.

In a microcontroller, a sensor and display module is attached, which senses thermal data by
AMG8833. An Arduino IDE captures the thermal images and the images are saved in an SD card
which is inserted in the display module. Fig. 1, demonstrate the general working of the proposed
method. To this image processing operations are carried out to detect abnormalities in image
regions [5].

Advantages: Able to develop an economical, compact easily carrying thermal camera.

Further enhancement: Uses a low pixel ratio when compared to other high quality thermal imaging
cameras. The analysis can be made more understandable if the resolution can be increased to
64X64 pixels.

C. A low cost thermal imaging system for medical diagnostic applications

This system uses an infrared sensor which belongs to Melexis IR sensors and it is a thermophile
based one. It also constitutes a microcontroller and other hardware related components. The
infrared sensor is a completely aligned 16x4 pixels industry-standard IR cluster. It has two chips: an
IR array and the 24AA02 (256x8 EEPROM) chip which are embedded into a single sensor. The
sensor has a committed low noise chopper-settled enhancer and is quick ADC incorporated which
contains 64 IR pixels. By employing a Proportional to Absolute temperature sensor, ambient
temperature measurement of the chip is integrated. The temperature sensations in the form of
recorded thermal values of both the infrared and proportional to absolute temperature sensors are
stored on an internal RAM. The pixel array had a versatile frame rate and every pixel is designed in
such a manner that they are cohesively combined with an amplifier and an Analog to Digital
convertor. The remaining hardware part contains the control unit which is connected with a
triggered mode and an adjustable digital interface [6].

Fig. 1.
Steps in Development of Low-cost Thermal Imaging System as a Preliminary Screening
Instrument.
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The thermal sensor captures the image as a 16X4 matrix, which is an array of pixels. A
microcontroller module calculates the temperature value of each pixel and it will read the
calibration values and raw temperature data from the sensor's EEPROM and RAM. With these
calculated values microcontrollers calculate the corresponding temperature values of each pixel. A
PC will read the serial data and divide the temperature values into different ranges which is an RGB
value. During analysis, different variants of temperature recordings were taken, from which an
average temperature value was calculated as a unique measurement [7].

Advantages: This framework there use no direct contact with the object so it is safe. It has no
radiation too.

Further enhancement: This mechanism can be improved to be used for certain diagnostic
applications.

D. Screening for Fever by Remote-sensing Infrared Thermographic
Camera

In this model, three different infrared cameras were used. In all these cameras they use a similar
system such that they can detect a temperature difference of 0.1. For the measurement of accurate
temperature readings, a program was designed in such a way that the parameters for taking correct
readings are incorporated in this program like, the object whose temperature has to recorded was at
which particular distance from the infrared camera and the surrounding environmental parameters
for each dataset. The temperature readings from several points were recorded and the maximum
infrared temperature was taken from all these measured temperature values. Six different regions in
the body were taken for temperature measurements and two referential measurements were taken.
For every person, the IRT measurements and normal body temperature were taken and the same
process was repeated after fifteen minutes where they are asked to do exercise. Then by using
correlation and regression analysis the two readings, the IRT and ambient body temperatures were
analyzed. Finally, the classification was done as false-positive in which the temperature shows a
considerable change above the reference value and as false-negative where the temperature is
within the normal range [8].

Advantages: This method give an accurate result even if the person whose temperature has been
captured was moving. Further enhancement: Additional research can be done for various factors
like texture, the application of external makeup and other biological factors.

E. Multi-person fever screening using a thermal and a visual camera

This method involves the fusion of an ordinary visual camera, which gives a clear identifiable image,
and an infrared camera that can record the correct temperature measurements of the object which
was under investigation. The existing system uses a Forward-looking Infrared Camera (FLIR) of
640x512 pixels resolution and an image capturing camera which belongs to Microsoft LifeCam
Studio. The visual camera selected was of higher resolution and has a very high frame rate.
Recognized appearances where set apart with rectangular boxes that make use of various
inclinations of shadings. Three colors are selected in which each has its own temporal meanings and
they are yellow, red, and green. If the measured temperature value shows not much robustness it
was recorded with a yellow color gradient. Green is for ordinary ambient temperature and if the
recorded temperature was above a referential value that should be considered as a high-risk zone
hence indicated in red color. By using a sliding window technique and Random Forest classification
the face detection was done smoothly.

The basic working of the proposed system is depicted in Fig.2. In the face, the main area of focus
was the corners of the eyes and these features where extracted using random forest repressors.
Thermal image coordinators are obtained from the thermal image coordinates of the transformed
visual images of corner positions of the eye. For face detection, a modified version of standard
Viola-Jones faces detection is used [9]. Then the image is processed with a course of binary
classifiers at all sensible positions and scales. If all these stages were fulfilled completely the image
will be identified as a face. After the detection of faces, a multi-face tracker was used that will detect
faces in a new frame, irrespective of what happens before. And a multi-target tracker will associates
the multi-frame face detection. Once the detection of face is completed, as a problem of regression
eye corner detection was performed. This technique will forge a regression tree based estimator.
With an ensemble, the prominence point position is measured with regression tree focused on
binary standards for pixel correlations. The precision of this system highly reliant on the dimension
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of rectangle where the calculation was conducted. A rectangle selection of small dimension would
reduce the risk factor than with large dimensions even though the localization was more stable. In
this view the eye corner detection algorithm was prominent where a key point dimension selection
of window can be selected. This method was performed on a recursive basis till the output was
obtained. The orientations of camera were focused to obtain a high orientation image. The actual
orientations and speed of objects were detected using Kalman filters. By analyzing the assignment
matrix, the auction algorithm which is an association method was developed [10]. Thus, the
estimation of temperature is generally insensitive toward a wrong surrounding temperature. A bias
factor was estimated to consider if the ambient temperature shows a variation than the referential
value [11].

Advantages: Multiple persons can be fever screened at the same time. This method can be used at
the airport thus saving a lot of time.

Further enhancement: For identifying glasses in the images obtained by IR camera, a detection
algorithm can be developed. Cameras can be properly calibrated to produce a single optical axis.

F. Combining Visible Light and Infrared Imaging for Efficient Detection of
Respiratory Infections Such As Covid-19 on Portable Device

This research paper [12] discuss an aberrant breathing detection which uses a deep learning
technique. The method incorporates the combination of RGB and thermal videos which are
acquired using a dual-mode camera. With the aid of a portable and intelligent screening device,
RGB and thermal videos were obtained. For achieving this a FLIR one thermal camera was used
which collaborate two cameras one is for taking RGB and the other for thermal. As a part of the
respiratory study, the face regions of the videos were focussed, and by a face detection method, the
nose and forehead areas were extracted. By using a time series analysis of the breathing data the
respiratory patterns of test cases are obtained. There is a chance of occurring temperature
fluctuations due to the normal breathing process and the usage of a mask may hide many of the
facial features. For avoiding those defects a method where two parallel placed RGB and infrared
cameras are placed which capture the images of face and mask regions. An algorithm for the
detection of face which is covered by a mask is based on the pyramid box model suggested by Tang
et al. [13]. This method makes use of the tactics like the Gaussian pyramid box in deep learning and
by implementing a Gaussian pyramid algorithm. After this, the masked areas are extracted and the
area from RGB is portrayed as thermal. As most of the calculations are based on the region of
interest, as the next step of developing a tracking method was used which analyses the images which
is having a mask and that without a mask as the temperature variations cannot be effectively
captured while having a mask. As a foremost step for the final classification which systematizes the
respiratory condition between a healthy and infected person, a BiGRU-AT neural network is used.
Being a time series data the classification uses a bidirectional Gated Recurrent Unit with an
attention layer is used. For processing time-series data a Recurrent Neural Network (RNN) was

Fig. 2.
Steps in Multi-person fever screening using a thermal and a visual camera
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used. RNN is a feed-forward neural network that had an internal memory. Since RNN can
remember past data it encounters a problem of vanishing gradient problem. So as a remedy another
network called Long Short Term Memory (LSTM) will resolve this problem [14]. The bidirectional
recurrent neural network will intensify the interrelation between the context of sequence and a
bidirectional GRU will provide more statistics regarding periodic sequence. While performing the
respiratory data analysis, the complete waveform in time sequence is considered and there may be a
chance of immediate acceleration occurring. So by the discussed networks, these features may
enfeeble because the time series data are given one by one which can generate a larger error. To
avoid that an attention layer is affixed.

Advantages: Accurate and robust respiratory data detection algorithm was obtained.

Disadvantages: Limitation in the angle of the camera during measurement.

Further enhancement: Can use a more efficient algorithm that reduces the effect on breathing
conditions by wearing various masks. To ensure high detection accuracy on respiratory infections.
G. Non-contact monitoring of human respiration using infrared
thermography and machine learning

The Respiration Rate (RR) varies under different contexts. So the breathing waveforms under
varying circumstances where obtained. As the first step volunteers were selected for study [15] and
with the support of an A325 Infrared camera [16] thermal images were captured. The ROI was
nostrils and they were selected by a FLIR software [17]. For efficient tracking of nostrils, Vahid
Kazemi et al., proposed a tracking algorithm and this was used [18]. This algorithm uses an
ensemble of Regression tree which gives decisions by comparing the threshold differences between
the intensities of two pixels. But this will spawn the drawback that pixel differences may be large.
Due to the influence of numerous environmental conditions, the breathing waveform obtained was
having a low signal to noise ratio. Since the signals involve a number of noise contents, it has to be
get filtered with the help of a low pass IIR filter. Breaths per minute (BPM) is an important variable
for tracking our health. For this calculation, this work proposes a Breath detection algorithm where
two counters are initialized to zero in which one counter will count the number of abnormal breaths
and the other will count the normal breath. Here a normal and abnormal breath was obtained by
analyzing the actual signal with the measurement of background noise ratio where the duration of
the breath cycle is compared with a threshold value. For the classification between a normal and
abnormal breath, a K-Nearest Neighbour (k-NN) classifier was used [19]. And the analysis of data
points that are given to the k-NN classifier is tracked using the t-Stochastic Neighbour embedding
algorithm. The information which is getting looked at was separated into training and testing
information and the training dataset was again partitioned with the help of a cross-validation
technique as training and validation datasets.

Advantages: Efficient Breath detection algorithm was implemented.

Disadvantage: For checking the validation accuracy it uses different k values.

Further enhancement: Instead of checking for different k values other classifiers can be considered
such as Support Vector Machines and so on.

H. Detecting Fever in Polish Children by Infrared Thermography

Since the immune system of children is under development they may be more prone to sickness. So
there should be an efficient method to detect fever in children. So this research paper gives a
method in fever detection especially in children who were within an age span from 1 to 17 years
[20]. In this research, three types of FLIR IR cameras were used. The temperature from four regions
of interest was considered axilla, ear, eye, and forehead. For the analysis, both temperatures taken
from an ordinary clinical thermometer and thermographic measurements were considered. During
the analysis, the forehead temperature and the temperature taken from the ear especially focussing
on the tympanic region are not reliable because of various factors. Physical exercise can cause a
huge impact on the variation of forehead temperature and for ear, the variations in the ear channel,
the occurrence of ear wax and all will affect the temperature. But there occurs a good similarity
between the eyes especially the inner canthus region and axilla region. So by using software the
region of interest was located. The temperature readings were taken which can trigger an audible
alarm. During the analysis, the temperature values from different recordings should be considered
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by taking an average value and the temperature value of single pixel should not be considered. But
the parameters that affect the temperature measurement should be optimal so some
standardization technique is very crucial. Also, to acquire the greatest number of pixels inside the
located interested regions the picture should fit the frame.

Advantages: Accuracy is more especially in the axilla and eye areas.

Disadvantages: For optimizing the parameters, standardization techniques are required.
I. Early Detection of Diabetes using Thermography and Artificial Neural
Networks

This work will confer a method for early identification of diabetes by combining thermal imaging
with a neural network technique where the training of the network was in the similar way the
human brain will function [21]. Thermography is an effective tool in the diagnosis of many diseases
like diabetics, fever screening, breast cancer detection, and so on [22, 23]. Initially pre-processing
of thermal images were done to reduce noise and regions of interest were extracted to which a
neural network model was applied to obtain the status of the patient. Thermal imaging has emerged
as a prominent tool in the field of medicine for the early detection of various diseases as most of the
diseases will start with a variation in temperature as the beginning symptom [24, 25]. This study
makes use of a FLIR thermal camera which will record the images of thermal distributions on the
patient foot. The temperature values obtained from various points from the patient's foot are
mapped to a matrix representation and were later stored on a personal computer for data analysis.
As the thermal images are captured and data is given to a personal computer the next step is the
implementation of the Artificial Intelligence (AI) model which has a data-driven approach. An
artificial neural network [26] is an efficient way of computation which consists of different number
of layers like input, hidden and output layers. And by an activation function which is a
mathematical function the inputs which are given to hidden and output layers are summed to
generate the desired output [27]. For data analysis, MATLAB was used which can provide more
accuracy by using different MATLAB functions. Two sets of data was used in the case study analysis
of which one can be used for training and the other for testing. This method uses an artificial neural
network where the number of hidden layers were three and the input layer uses four input variables.
For analyzing different ANN model Root Mean Square Error was used.

Advantages: Early detection of diabetes.

Disadvantages: Used a three hidden layer network since it fits the model.

Further enhancement: Can use improved artificial intelligence tools for improving the performance
of the existing system.

J. A Non-Invasive Human Temperature Screening System with Multiple
Detection Points

By using a 2D thermal imaging camera there are some limitations in identifying the temperature in
periorbital areas which makes it difficult to compare with the reference values [28, 29]. So to avoid
this difficulty the research paper [30] suggests several image processing techniques that select
human faces for the maximum skin temperature. This system proposes a non-contact temperature
screening system on a real-time basis. By using an inherent 2D space a quite number of people can
be maintained from the infrared thermal camera at a considerable distance. And the others will be
directed to stand a few distances behind the currently analyzing people. Then the focal length of the
lens will be adjusted that focus the maximum number of people whose temperature is screened.
And the camera will be able to capture thermal images of people who are walking at a normal speed.
For monitoring the fluctuations of surrounding temperature an outside temperature and humidity
sensors are interfaced with the existing system. For the good capturing of images the thermal
imaging camera of the FLIR system was used and the lens should be focussed at a particular degree
along the vertical and horizontal axes. So the selection of camera lens is an issue. Then by restricting
the number of people in front of the camera the thermal images are captured and the next step is
face detection. So a face searching technique in one image frame is used to detect the faces [31]. For
that, several image processing techniques were done on the captured thermal image like
morphological processing, hole filling, and so on and coordinates of the face were obtained. A field
test was used to capture the efficiency of the camera for detecting multiple faces at a time. The result
shows that the system can trace the real-time display of the maximum skin temperature.
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Furthermore, on remunerating, the worries it was evident that on the core body temperature once
the aggravation from the general climate, the temperature esteem got from the thermal imaging
camera has less variation. At the point when the temperature limit level and the balance
temperature esteem are fittingly picked Hyperthermic patients can be related to 100% accuracy. The
choice of the number of human countenances on the thermal image marginally influences the
framework speed which has a rate of 7 milliseconds for one face, and up to 10 milliseconds for four
appearances.

Advantages: System introduces a real-time display system in which the maximum skin temperature
can be monitored. There is less fluctuation in the temperature value obtained from the thermal
imaging camera.

For febrile detection the proposed system can give 100% efficiency.

Future works: By embedding an outside temperature and relative humidity sensor to the
ThermScreen framework, the estimation connection with aural temperature information can be
improved.

K. Thermographic analysis of thyroid diseases

In this work [32], a FLIR infrared camera which is of the model ThermaCAM S65 system was used
for handling thermal images. The camera was working in a programmed self-adjustment mode and
the patients were treated under conducive conditions [33, 34]. For the detection of the thyroid, the
region of interest was captured by considering the camera calibrations and proper orientations. The
cytological study was conducted and the smears were identified and these results were compared
with the results of ultrasonography. The result analysis gives a massive contribution to the detection
of disease based on detecting hyperthyroid and hypothyroid by the temperature variations. The
analysis clearly shows that the comparison of thyroid disease type with the mean skin temperature
shows the pieces of evidence of temperature variations. By using this method a clear classification of
good and affected thyroid nodules can be detected [35].

Advantages: Uses the least invasive and low cost method for the detection of thyroid nodules.

Further enhancement: For predicting thyroid pathologies, the temperature gradient of
thermograms can be used.

L. Dynamic Infrared Thermography Study of Blood Flow Relative to Lower
Limp Position

For the proper heat distribution within the body, blood flow plays a very crucial role. This research
paper discusses how infrared thermography can be used in the analysis of blood flow in the lower
limp positions [36]. For the easy understanding of the temperature behaviour of skin, dynamic
infrared thermography is used [37]. And for relating the vascularity of tissues, temperature
measurements of the human leg were acquired [38]. By using a FLIR T440 thermographic camera,
dynamic thermography of lower limp was obtained. It has a focal plane array of 320X240 pixels and
for absolute temperature measurements depends on emissivity, ambient temperature, relative
humidity, and distance [39]. Temperature variations of five distinct points of limp were recorded.
During analysis, the average temporal temperature restorations of the foot from both vertical and
horizontal positions were considered. The spots which show a temperature difference gives a faster
return to thermal balance.

Advantages: Dynamic thermographic study gives a clear detection of temperature variations in
lower limp regions. Disadvantages: The heat transfer mechanism was affected by the opposite
gravity of blood flow.

M. A Study on Implementing Physiology-Based Approach and Optical Flow
Algorithm to Thermal Screening System for Flu Detection

In this method [40] a physiology-based approach was used so that the area of selection was the
human face. The face consists of hot and cold tissues which can be modelled as a collection of these
two normal distributions [41]. In this study, using a thermal camera five different angular positions
were selected and images were captured. The region of interest was the medial canthal area of the
human face and the temperature variations were recorded. For detecting a minor flow of motion of
the object an Optical Flow Algorithm was used which provides higher accuracy for temperature
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detection [42]. For better performance, this method makes use of a Parabolic Regression and
Radial Basis Function Network. An algorithm known as the Adaptive Network-Based Fuzzy
Interferences System has been used for this purpose [43]. Then the thermal images will be
classified using the Image Classification Pre-processing module. Fig. 3 shows the basic working
model of the discussed system.

Advantages: This system gives a good performance especially in hospitals, airports and other places
where huge crowd assembles for effectively recording the temperature of person who are in motion.

Further enhancement: Can integrate more crowd, for thermal screening system which can be
utilized in public areas like airports and hospitals to reduce the rate of transmissible infectious
diseases.
N. Supportive Noninvasive Tool for the Diagnosis of Breast Cancer Using a
Thermographic Camera as Sensor

This research paper provides a tool for breast cancer detection by Infrared thermography [44]. For
establishing the method the image acquisition basically the thermogram images were taken using
the thermographic sensors. To this captured image, image processing algorithms were applied to
obtain the breast area segmentation. Thermographic image acquisition will in either static or
dynamic form and the different images of a single patient from different orientations were taken
[45, 46]. The image acquired was processed for the avoidance of background noises and

thresholding using Otsu’s method was done to the required thermogram [47]. From the
preprocessed image the area of interest was segmented and since the paper focused on breast
cancer detection, two regions where the right and left breast images were segmented from the initial
thermographic image. The automatic segmentation module does all the related task of segmenting
the images into different separate independent images so that the temperature variations can be
done more effectively. For identifying the temporal variations on the right and left breast it was
necessary to convert the grayscale values to their corresponding thermal intensities. The
thermographic values are represented in a matrix format. Average temperature values are
estimated, and the region with a temperature greater than the referential temperature was detected
as infected areas. For detecting the tumor areas, regions with the highest temperature values were
used and segmentation of these regions using the watershed technique was used [48]. By using the
same segmentation technique apart from the cancer detection another phenomenon called
Angiogenesis was also able to be detected.

Advantages: Is an effective method for the analysis of women of varying age group and health
situations.

Fig. 3.
Flow diagram of A Study on Implementing Physiology-Based Approach and Optical
Flow Algorithm to Thermal Screening System for Flu Detection.
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Further enhancement: The automatic segmentation method used can be modified to set the target
values for attaining thermal stabilization.
O. Automated Analysis Method for Screening Knee Osteoarthritis using
Medical Infrared Thermography

Osteoarthritis is a common degenerative disease that is most frequently occurring in people
nowadays [49, 50]. This research paper presents an idea for identifying knee osteoarthritis with the
aid of IR thermography [51]. This disease will be affecting knees, so they are the region of interest.
Images of the knee were captured using an infrared thermal imaging system. Based on certain
predefined parameter settings, the thermographic image obtained was later processed for the
patella- centering procedure. During the first step, the left and right knees were compared and in
the second step, the sub-regions temperature variations were obtained. After the segmentation and
sub-regional segmentation then the feature extraction and classification were done. During the
feature extraction module, the sub-regions were evaluated and the defective portions and normal
portions were identified. The statistical features were calculated using histogram analysis and the
entropy features were calculated [52]. By using the feature extraction method the features were
extracted and these were given as the input to the classification module and the classifier used in the
proposed method is a classification by Support Vector Machine (SVM) [53]. SVM gives an efficient
classification for the diagnosis of knee Osteoarthritis.

Advantages: Method was a cost-effective tool that can easily detect various diseases that too the
chronic ones.

When compared to other medical imaging techniques the proposed method was especially desirable
to be highly useful in the detection of rheumatism and most geriatric-related issues.

Further enhancement: Further analysis should also be carried out to ensure the accurate
quantitative portrayal of specific anatomical positions in a thermal image using techniques such as
CT and MRI multi-image fusion, which would dramatically increase the precision of the screening
procedure.

SECTION IV.
Analysis and Discussions

As a comparative study most research papers give a better explanation for detection of diseases in
an efficient way. The major classification tools used were K-means classifiers, artificial neural
networks and in common most of the research papers used thermal sensors for disease detection.
An important factor which influence the performance of temperature measurement was the thermal
camera resolution. As the resolution varies the thermal image capture was influenced. Fig. 4
describes the influence of pixel resolution on thermal distributions.
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Performance analysis of various research work based on sensitivity and specificity was depicted by
TABLE I. Based on the selection of various sensors and the number of sensors the efficiency of
thermal detection was also improving.

TABLE II Gives a comparative study on various methods discussed and the advantages,
disadvantages and various methods used by different research papers. so in all the research works,
the thermal images were captured and various image processing techniques were used for the
efficient detection of diseases where the focus was on thermal screening. this survey will give a
better study for covid-19 detection since the primary symptoms were fever, osteo-based problems
and thyroid variations. based on the selection of various sensors and the number of sensors the
efficiency of thermal detection was also improving.

So based on the relevance of the application to be developed, the sensors can be chosen. For critical
application where the minute details are to be captured focus should be placed on the selection of
sensors rather than cost. Whereas if the application needs only substantial features then cost can be
given top priority.

Fig. 4.
Pixel ratio and efficiency

TABLE I Comparision of Various Methods Based On Sensitivity and Specificity



TABLE II Comparision of Various Methods
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SECTION V.
Conclusion

Here a comparative study of various thermometric methods is done to find an effective system
especially in the fever screening scenario that can be used for COVID-19 detection. So when two
separate cameras were used in the analysis, a thermal camera for temperature measurements and
an ordinary visual camera for image capture most of the system face synchronization problems. And
the correct correlation of the optical axis is also a factor that affects efficient calculations. Thus by
considering all these factors a low cost, easy to use thermal imaging system was hence developed so
that with the help of image processing techniques combined with other detection and classification
methods an efficient disease detection method can be developed.

IEEE websites place cookies on your device to give you the best user experience. By using our websites,
you agree to the placement of these cookies. To learn more, read our 

Accept & Close
Privacy Policy.



7/27/23, 12:04 PM A study on various thermographic methods for the detection of diseases | IEEE Conference Publication | IEEE Xplore

https://ieeexplore.ieee.org/document/9388617 14/15

IEEE Personal Account

CHANGE
USERNAME/PASSWORD

Purchase Details

PAYMENT OPTIONS

VIEW PURCHASED
DOCUMENTS

Profile Information

COMMUNICATIONS
PREFERENCES

PROFESSION AND
EDUCATION

TECHNICAL INTERESTS

Need Help?

US & CANADA: +1 800
678 4333

WORLDWIDE: +1 732
981 0060

CONTACT & SUPPORT

Follow

    

About IEEE Xplore | Contact Us | Help | Accessibility | Terms of Use | Nondiscrimination Policy | IEEE Ethics Reporting | Sitemap |
IEEE Privacy Policy
A not-for-profit organization, IEEE is the world's largest technical professional organization dedicated to advancing technology for the benefit of
humanity.

© Copyright 2023 IEEE - All rights reserved.

IEEE Account

» Change Username/Password

» Update Address

Purchase Details

» Payment Options

» Order History

» View Purchased Documents

Profile Information

» Communications Preferences

» Profession and Education

IEEE websites place cookies on your device to give you the best user experience. By using our websites,
you agree to the placement of these cookies. To learn more, read our 

Accept & Close
Privacy Policy.



7/27/23, 12:04 PM A study on various thermographic methods for the detection of diseases | IEEE Conference Publication | IEEE Xplore

https://ieeexplore.ieee.org/document/9388617 15/15

» Technical Interests
Need Help?

» US & Canada: +1 800 678 4333

» Worldwide: +1 732 981 0060

» Contact & Support

       

A not-for-profit organization, IEEE is the world's largest technical professional organization dedicated to advancing technology for the benefit of humanity.
© Copyright 2023 IEEE - All rights reserved. Use of this web site signifies your agreement to the terms and conditions.

About IEEE Xplore Contact Us| Help| Accessibility| Terms of Use| Nondiscrimination Policy| Sitemap| Privacy & Opting Out of Cookies|

IEEE websites place cookies on your device to give you the best user experience. By using our websites,
you agree to the placement of these cookies. To learn more, read our 

Accept & Close
Privacy Policy.



7/27/23, 12:00 PM Excavation of Time sliced and Cost based KDD for the lead generation and promotion on B2C/B2B Sales | IEEE Conference Pu…

https://ieeexplore.ieee.org/document/9441949 1/4

IEEE.org IEEE Xplore IEEE SA IEEE Spectrum More Sites

Conferences  > 2021 7th International Confer... 

Excavation of Time sliced and Cost based KDD for the lead generation and
promotion on B2C/B2B Sales
Publisher: IEEE Cite This  PDF

Jency Rena NM ; Gayathry S Warrier ; M Arshey All Authors 

76
Full
Text Views

Cart 


Create
Account

   

Alerts
Manage Content Alerts 

Add to Citation Alerts 



Abstract

Document Sections

I. Introduction

II. Related

III. Literature Review

IV. Research Methodology

V. Results and Discussion

Show Full Outline 

Authors

Figures

References

Keywords

Metrics

More Like This


Downl

PDF

Abstract:Fast advances in information gathering and capacity have empowered associations to collect huge measures
of information and hence extracting the only relevant and useful ... View more

Metadata
Abstract:
Fast advances in information gathering and capacity have empowered associations to collect huge measures of
information and hence extracting the only relevant and useful information from large volumes of data is a challenging
task. The conventional techniques for data analysis and evaluation cannot be utilized subsequently on the huge
measure of the data-set and-so new methods were developed for mining data. Frequent pattern mining algorithms like
Apriori, FP-Growth, etc. may sometimes miss the rare but important patterns of a database since they are dealing only
with the number of times an item appears in the database. In business environments like retail shops or online markets,
identifying the profit-generating items is more important than finding the items which are sold many times. The high
utility item set mining with the time cube concept helps us to find the relevant, profit-generating item sets from the
transactional data set by performing the calculations using the quantity that is purchased, total cost and unit gain of
each item in the database. The concept of time cubes implemented here helps to efficiently deal with the temporal
parts of the transactional data set. Considering total cost decides the frequent customer of particular product set. The
proposed system is mainly applicable in online markets, FMCG Sectors, large retail stores, and manufacturing plants
for improving the revenue by promoting the profit-generating item sets.



ADVANCED SEARCH

All 

 Browse  My Settings  Help 
Access provided by:
Scms School Of
Engineering And
Technology

Sign Out

Access provided by:
Scms School Of
Engineering And
Technology

Sign Out



Personal
Sign In



7/27/23, 12:00 PM Excavation of Time sliced and Cost based KDD for the lead generation and promotion on B2C/B2B Sales | IEEE Conference Pu…

https://ieeexplore.ieee.org/document/9441949 2/4

Published in: 2021 7th International Conference on Advanced Computing and Communication Systems (ICACCS)

Date of Conference: 19-20 March 2021

Date Added to IEEE Xplore: 03 June 2021

 ISBN Information:

 ISSN Information:

INSPEC Accession Number: 20799984

DOI: 10.1109/ICACCS51430.2021.9441949

Publisher: IEEE

Conference Location: Coimbatore, India

Authors 

Figures 

References 

Keywords 

Metrics 

I. Introduction
Data mining is the process of extracting relevant and appropriate data from huge databases. Data
mining is also known as ‘Knowledge Discovery’ or ‘Data Discovery’. The traditional data analysis
methods are blended with sophisticated algorithms to process large volumes of data. [3] In data
mining, previously unknown, interesting patterns and co-relations are identified. Data mining is also
related to classical statistics, artificial intelligence, and machine learning in many aspects. It comes
under the field of computer science and statistics intending to analyze data. After that, the extracted
data is presented to humans for an easy understanding. In general, the data mining task includes
data pre-processing, data transformation, data mining, and data post-processing steps

Sign in to Continue Reading

More
Like
This

Data analysis with empirical probability functions as a data mining method: Employing CF-miner and pattern difference quantifiers

2018 Smart City Symposium Prague (SCSP)

Published: 2018

Churn Prediction of Customers in a Retail Business using Exploratory Data Analysis

2022 International Conference on Frontiers of Information Technology (FIT)

Published: 2022

 Contents



7/27/23, 12:00 PM Excavation of Time sliced and Cost based KDD for the lead generation and promotion on B2C/B2B Sales | IEEE Conference Pu…

https://ieeexplore.ieee.org/document/9441949 3/4

IEEE Personal Account

CHANGE
USERNAME/PASSWORD

Purchase Details

PAYMENT OPTIONS

VIEW PURCHASED
DOCUMENTS

Profile Information

COMMUNICATIONS
PREFERENCES

PROFESSION AND
EDUCATION

TECHNICAL INTERESTS

Need Help?

US & CANADA: +1 800
678 4333

WORLDWIDE: +1 732
981 0060

CONTACT & SUPPORT

Follow

    

About IEEE Xplore | Contact Us | Help | Accessibility | Terms of Use | Nondiscrimination Policy | IEEE Ethics Reporting | Sitemap |
IEEE Privacy Policy
A not-for-profit organization, IEEE is the world's largest technical professional organization dedicated to advancing technology for the benefit of
humanity.

© Copyright 2023 IEEE - All rights reserved.

Show
More

IEEE Account

» Change Username/Password

» Update Address

Purchase Details

» Payment Options

» Order History

» View Purchased Documents

Profile Information



7/27/23, 12:00 PM Excavation of Time sliced and Cost based KDD for the lead generation and promotion on B2C/B2B Sales | IEEE Conference Pu…

https://ieeexplore.ieee.org/document/9441949 4/4

» Communications Preferences

» Profession and Education

» Technical Interests
Need Help?

» US & Canada: +1 800 678 4333

» Worldwide: +1 732 981 0060

» Contact & Support

       

A not-for-profit organization, IEEE is the world's largest technical professional organization dedicated to advancing technology for the benefit of humanity.
© Copyright 2023 IEEE - All rights reserved. Use of this web site signifies your agreement to the terms and conditions.

About IEEE Xplore Contact Us| Help| Accessibility| Terms of Use| Nondiscrimination Policy| Sitemap| Privacy & Opting Out of Cookies|



Chapter

Analysis of Sybil Attacks in Online Social Networks Using SyPy

January 2021
DOI:10.1007/978-981-16-0980-0_16
In book: Computer Communication, Networking and IoT (pp.155-167)

Authors:

Show all 5 authors

To read the full-text of this research, you can request a copy directly from the authors.

Discover the world's research

25+ million members

160+ million publication pages

2.3+ billion citations

No full-text available

To read the full-text of this
research,

you can request a copy
directly from the authors.

Christina
Roseline

Blessy
Antony

Bijitha
Balakrishnan

C. V.
Chaithra

Citations (1) References (18)

Join for free

Sponsored videos

Request full-text PDF

Recruit researchers Join for free Login

Request full-text Download citation Copy link



Trust management and data protection for online social
networks

Article Full-text available

May 2022
Shehab Thabit · Yan Lianshan · Yao Tao · AL‐badwi Abdullah

Citations (1) References (18)

... A recommender based on content can already make
recommendations based on data from one single user.
Supported science publishing systems often employ user-
profiles focusing on publications [27,28] or clicks [29] .
Alternatively, we build user profiles on things related to social
media. ...
... The discrepancy between the prediction operators defines
prediction errors 2 (29)  where ǁ.ǁ 2 stands for the spectral
norm of a matrix, considering that ...

View Show abstract



Recommended publications Discover more

Article Full-text available

Is it Really Easy to Detect Sybil Attacks in C-ITS Environments: A Position Paper

October 2022 · IEEE Transactions on Intelligent Transportation Systems

Badis Hammi · Yacine Mohamed Idir · Sherali Zeadally · [...] · Nebhen Jamel

In the context of current smart cities, Cooperative Intelligent Transportation Systems (C-ITS) represent one of the main use case
scenarios that aim to improve peoples’ daily lives. Thus, during the last few years, numerous standards have been adopted to regulate
such networks. Within a C-ITS, a large number of messages are exchanged continuously in order to ensure that the different
applications ... [Show full abstract]

View full-text

Article Full-text available

Detecting sybil attacks using heterogeneous topologies in static wireless sensor network

August 2018 · Journal of Theoretical and Applied Information Technology

Sohail Abbas · Muhammad Haqdad · S. Begum · [...] · Muhammad Zahid Khan

Wireless Sensor Network (WSN) is composed of few to several hundred nodes that coordinate to perform a specific action. Data is
propagated in multihop fashion from sources to sink(s). Security is an important issue in WSNs, especially when they are used to
protect or monitor critical situations. The WSNs require a unique identity per node in order to function properly. However an attack
called ... [Show full abstract]

View full-text

Article Full-text available

Secure Vehicular Platoon Management against Sybil Attacks

November 2022 · Sensors

Danial Ritzuan Junaidi · Maode Ma · [...] · R. Su

The capacity of highways has been an ever-present constraint in the 21st century, bringing about the issue of safety with greater
likelihoods of traffic accidents occurring. Furthermore, recent global oil prices have inflated to record levels. A potential solution lies in
vehicular platooning, which has been garnering attention, but its deployment is uncommon due to cyber security concerns. One ...
[Show full abstract]

View full-text

Conference Paper

Evaluating Sybil Attacks in P2P Infrastructures for Online Social Networks

August 2015

Francisco Lopez-Fuentes · [...] · Salvador Balleza-Gallegos

Read more

Company

About us

Support

Help Center

Business solutions

Advertising



News
Careers

Recruiting

© 2008-2024 ResearchGate GmbH. All rights reserved. Terms · Privacy · Copyright · Imprint



Chapter

Study on Data Transmission Using Li-Fi in Vehicle to Vehicle Anti-Collision System

June 2021
DOI:10.1007/978-981-16-0965-7_41
In book: Computer Networks, Big Data and IoT (pp.519-540)

Authors:

To read the full-text of this research, you can request a copy directly from the authors.

Abstract

This paper examines the relevance of a fast approaching highly secure and fast data
transmission technique using Li-Fi. It describes the upcoming technology Li-Fi and its
applications as well as the developments made in it so far. It enlightens on the new era that
will soon be used in almost all domains like health sector, school, bank and so on. An
application framework design has been studied to analyze the role of Li-Fi in the process of
communication. © The Author(s), under exclusive license to Springer Nature Singapore
Pte Ltd. 2021.

Discover the world's
research

25+ million
members

160+
million
publication
pages

2.3+ billion
citations

No full-text available

To read the full-text of this research,
you can request a copy directly from the authors.

Rosebell Paul
SCMS Group of Educational Institutions

Neenu Sebastian
SCMS Group of Educational Institutions

P. S.
Yadukrishnan

Parvathy
Vinod

Citations (4) References (16)

Join for free

Sponsored videos

Request full-text PDF

Recruit researchers Join for free Login

Request full-text Download citation Copy link



Traffic Event Reporting Framework Using Mobile Crowdsourcing and Blockchain

Chapter

Jan 2022
Abin Philip · RA. K. Saravanaguru · P. A. Abhay

Li-Fi based human health monitoring system

Conference Paper

Jan 2023
Kanagaraj Venusamy · D. David Neels Ponkumar · B. Sumathy · P. Malathi

Indoor Navigation using Li-Fi & IoT Technologies

Conference Paper

Apr 2022
Bharanidharan N · Darshan Kalyan B S · K Bala Vishnu Vardhan Reddy · Dharnesh Kumar B

Li-Fi: A Novel Stand-In for Connectivity and Data Transmission in Toll System

Chapter

Jan 2023
Rosebell Paul · M. Neeraj · P. S. Yadukrishnan

Citations (4) References (16)

... The advent of 5G is envisioned to boost the performance of C-V2X. There have been several other communication
protocols suggested for data transmission in vehicular environments [19, 20] . These technologies would enable the
infrastructures to become smarter and eventually self-capable of detecting incidents. ...

View Show abstract

View Show abstract

View

View Show abstract



Recommended publications Discover more

Article

Research on Evasion Control of Vehicle Anti-Collision Warning System

August 2013 · Applied Mechanics and Materials

Jian Hua Wang · Yun Cheng Wang · Hai Feng Ding · [...] · Fei Xie

This paper put forward a kind of vehicle anti-collision warning system and put the emphasis on the research of active control. It
introduced the function and composition of the system and expounded its working principle. First the safety distance model was
studied based on the vehicle kinetic theory. This model contained longitudinal and lateral safety distance model. And the longitudinal
safety ... [Show full abstract]

Read more

Article

A highway vehicle anti-collision protocol based on broadcasting feedback mechanism

January 2015

Yang Yang · [...] · Nannan Cheng

This paper proposed a vehicle anti-collision protocol using on highways, This protocol is based on broadcast mechanism, and vehicles
could broadcast the warning messages to all adjacent nodes in the network as fast as possible. Once the adjacent nodes received the
broadcasting warning messages, they will forward the messages to the next hop nodes and the previous node will recognized it as the
... [Show full abstract]

Read more

Conference Paper

Research on Safety Classification for Vehicle Anti-collision Data by Improved Interval Fuzzy Reasoni...

August 2021

Lijuan Qin · [...] · Yingying Shen

Read more

Conference Paper

Pulse Laser Ranging Design for Vehicle Anti-collision System

April 2012

Ping Liao · Ruiming Ding · [...] · Yuxin Wu

The most commonly used anti-collision technology in vehicle electronics system is introduced. According to requirements of the
vehicle rear-end collision system on ranging module, the pulsed laser ranging is selected to achieve the front distance detection. The
laser energy transfer during the flight is analyzed which is the basis for selecting opto electronic devices. Transmitter uses 12V DC ...
[Show full abstract]

Read more

Company

About us

Support

Help Center

Business solutions

Advertising



News
Careers

Recruiting

© 2008-2024 ResearchGate GmbH. All rights reserved. Terms · Privacy · Copyright · Imprint



7/27/23, 1:33 PM Pedestrian Counting Using Yolo V3 | IEEE Conference Publication | IEEE Xplore

https://ieeexplore.ieee.org/document/9399607 1/4

IEEE.org IEEE Xplore IEEE SA IEEE Spectrum More Sites

Conferences  > 2021 International Conference... 

Pedestrian Counting Using Yolo V3
Publisher: IEEE Cite This  PDF

Aiswarya Menon ; Bini Omman ; Asha S All Authors 

5
Paper
Citations

565
Full
Text Views

Cart 


Create
Account

   

Alerts
Manage Content Alerts 

Add to Citation Alerts 



Abstract

Document Sections

I. Introduction

II. Related Techniques

III. Methodology

IV. Experimental Result

V. Conclusion

Show Full Outline 

Authors

Figures

References

Citations

Keywords

Metrics

More Like This


Downl

PDF

Abstract:Object detection is the process of determining the presence, location, and type or class of at least one object
using a bounding box. The person detection process produce... View more

Metadata
Abstract:
Object detection is the process of determining the presence, location, and type or class of at least one object using a
bounding box. The person detection process produces a bounding box and allot a class label as a person based on
YOLO v3. In YOLO v3 the features are learned, divides the image cells and each cell says a bounding box and entity
classification directly. There could be more than one bounding box per person, but the system makes use of non-
maximum suppression to reduce the number of bounding boxes to one per person. Finally, the number of persons in
the image and video are calculated using the count of the bounding boxes. The dataset used for static pedestrian
detection is the INRIAdataset and ShanghaiTech dataset. Yolo_Mark is used for marking bounding boxes of persons
and gets its annotation files using 243 images from the INRIA dataset. Darknet is used as the framework for
implementing YOLOv3. From INRIA Dataset 120 images are used for testing purposes. Testing on the INRIA dataset
resulted in an accuracy of 96.1%. From the Shanghai tech-B, dataset 56 images are used for testing. Testing resulted
in an accuracy of 87.3%.

Published in: 2021 International Conference on Innovative Trends in Information Technology (ICITIIT)

Date of Conference: 11-12 February 2021 INSPEC Accession Number: 20651354



ADVANCED SEARCH

All 

 Browse  My Settings  Help 
Access provided by:
Scms School Of
Engineering And
Technology

Sign Out

Access provided by:
Scms School Of
Engineering And
Technology

Sign Out



Personal
Sign In

IEEE websites place cookies on your device to give you the best user experience. By using our websites,
you agree to the placement of these cookies. To learn more, read our 

Accept & Close
Privacy Policy.



7/27/23, 1:33 PM Pedestrian Counting Using Yolo V3 | IEEE Conference Publication | IEEE Xplore

https://ieeexplore.ieee.org/document/9399607 2/4

Date Added to IEEE Xplore: 14 April 2021

 ISBN Information:

DOI: 10.1109/ICITIIT51526.2021.9399607

Publisher: IEEE

Conference Location: Kottayam, India

Authors 

Figures 

References 

Citations 

Keywords 

Metrics 

I. Introduction
Computer vision is the region of study that expects to build up a technique that upholds computers
to watch and comprehend the substance of advanced pictures, for example, photos and recordings.
Computer vision has a number of multidisciplinary applications like military human -computer
interaction, mobile robot navigation, industrial inspection, and medical image analysis. Many
popular computer vision applications like object classification, object identification,object
verification, object detection [3], and object recognition recognize objects in images or videos.

Sign in to Continue Reading

More
Like
This

A Combined Object Detection Method With Application to Pedestrian Detection

IEEE Access

Published: 2020

Person Re-Identification (Pre-id) in Blur, Low Light, Low Resolution Surveillance Videos: Object Detection and Characterization of Sequences

2021 International Conference on Smart Generation Computing, Communication and Networking (SMART GENCON)

Published: 2021

Show
More

 Contents

IEEE websites place cookies on your device to give you the best user experience. By using our websites,
you agree to the placement of these cookies. To learn more, read our 

Accept & Close
Privacy Policy.



7/27/23, 1:33 PM Pedestrian Counting Using Yolo V3 | IEEE Conference Publication | IEEE Xplore

https://ieeexplore.ieee.org/document/9399607 3/4

IEEE Personal Account

CHANGE
USERNAME/PASSWORD

Purchase Details

PAYMENT OPTIONS

VIEW PURCHASED
DOCUMENTS

Profile Information

COMMUNICATIONS
PREFERENCES

PROFESSION AND
EDUCATION

TECHNICAL INTERESTS

Need Help?

US & CANADA: +1 800
678 4333

WORLDWIDE: +1 732
981 0060

CONTACT & SUPPORT

Follow

    

About IEEE Xplore | Contact Us | Help | Accessibility | Terms of Use | Nondiscrimination Policy | IEEE Ethics Reporting | Sitemap |
IEEE Privacy Policy
A not-for-profit organization, IEEE is the world's largest technical professional organization dedicated to advancing technology for the benefit of
humanity.

© Copyright 2023 IEEE - All rights reserved.

IEEE Account

» Change Username/Password

» Update Address

Purchase Details

» Payment Options

» Order History

» View Purchased Documents

Profile Information

» Communications Preferences

» Profession and Education

IEEE websites place cookies on your device to give you the best user experience. By using our websites,
you agree to the placement of these cookies. To learn more, read our 

Accept & Close
Privacy Policy.



7/27/23, 1:33 PM Pedestrian Counting Using Yolo V3 | IEEE Conference Publication | IEEE Xplore

https://ieeexplore.ieee.org/document/9399607 4/4

» Technical Interests
Need Help?

» US & Canada: +1 800 678 4333

» Worldwide: +1 732 981 0060

» Contact & Support

       

A not-for-profit organization, IEEE is the world's largest technical professional organization dedicated to advancing technology for the benefit of humanity.
© Copyright 2023 IEEE - All rights reserved. Use of this web site signifies your agreement to the terms and conditions.

About IEEE Xplore Contact Us| Help| Accessibility| Terms of Use| Nondiscrimination Policy| Sitemap| Privacy & Opting Out of Cookies|

IEEE websites place cookies on your device to give you the best user experience. By using our websites,
you agree to the placement of these cookies. To learn more, read our 

Accept & Close
Privacy Policy.



7/27/23, 12:01 PM Bio-inspired Metaheuristic Optimization Technique for the Detection of Phishing Emails – IJERT

https://www.ijert.org/bio-inspired-metaheuristic-optimization-technique-for-the-detection-of-phishing-emails 1/16

Bio-inspired Metaheuristic Optimization Technique for
the Detection of Phishing Emails

 DOI : 10.17577/IJERTCONV9IS07022

 

Open Access 

 Article Download / Views: 217

Authors : Arshey M, Dr. Angel Viji K S

Paper ID : IJERTCONV9IS07022

Volume & Issue : ICCIDT – 2021 (Volume 09 – Issue 07)

Published (First Online): 04-06-2021

ISSN (Online) : 2278-0181

Publisher Name : IJERT

License:  This work is licensed under a Creative Commons Attribution 4.0
International License

Bio-inspired Metaheuristic Optimization Technique for the Detection of
Phishing Emails

ICCIDT - 2021 (VOLUME 09 - ISSUE 07)

DOWNLOAD FULL-TEXT PDF CITE THIS PUBLICATION

PDF Version

Text Only Version



Search & Download more than 27000 research papers 

 MENU  

INTERNATIONAL JOURNAL OF ENGINEERING RESEARCH &
TECHNOLOGY (IJERT)



7/27/23, 12:01 PM Bio-inspired Metaheuristic Optimization Technique for the Detection of Phishing Emails – IJERT

https://www.ijert.org/bio-inspired-metaheuristic-optimization-technique-for-the-detection-of-phishing-emails 2/16

Arshey M

Department Of Computer Science and Engineering Noorul Islam Centre for Higher
Education, Thuckalay

Dr. Angel Viji K S Department Of Computer Science and EngineeringCollege of
Engineering,

Kidangoor

AbstractThe most trending cybersecurity threat all over the world is Phishing, which uses
the public through various media especially e-mail, to gather the individuals private
particulars. This rapid rise of undesired information needs to be coped with, raising the
need to develop suitable and efficient anti-phishing methods. This paper emphasizes a
process to detect email phish- ing based on optimization algorithms using deep belief
networks. At the first, the emails are subjected to pre-processing using stemming and
stop word removal mechanisms are implemented to assure that the significant words are
identified for further processing. Term-Frequency (TF) is used for feature extraction from
the significant words, followed by the Bhattacharya distance for feature selection. The
features selected are fed as input to the deep belief neural network (DBN), which is then
trained using the proposed Earth Worm optimization (EWA) Algorithm. The analysis of the
spam mail detection is performed using the datasets and found that the accuracy,
sensitivity, and specificity of the proposed EWA DBN are found to be a maximal value of
0.671, 0.814, and 0.804, respectively.

Index TermsE-mail, Phishing, Optimization, deep learning, spam mails, Deep Belief
Network(DBN)

1. INTRODUCTION

Technology enhancement brings out fresh criminal ways and many new types of
crimes. The Web is upright for develop- ing and refining worldwide commerce to
already far-fetched statures, cultivating momentous headways in instruction, and
inspiring round-the-world communication that was once seen to be constrained and
exorbitant. Regardless, the Web, with its boundless measure and as of now
unimaginable capacities, remembers a despairing side for that it has opened windows
of effectively dark criminal openings that not in a manner of speaking test, but rather
too transcend every actual limit, boundaries, and limitations to detect, rebuke and
lessen what appears at being a creating social issue of overall degrees. Cybercrime is
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an offense to data, the public, associations, or governments. The idea of digital
infringement isnt radically different from the idea of standard bad behavior. Both fuse
directly whether act or prohibition, which causes a break of rules of law
counterbalanced by the support of the state. [1] Computer-based wrongdoing
insinuates any bad behavior that incorporates a system and an organization.

Phishing is the technique for delicate data, similar to pass- words, usernames, and
credit card data for noxious purposes, through dissimulating as a dependable
individual in electronic correspondence. Phishing messages consist of sites linked with
malware. Phishing is subsequently performed utilizing

texting or email parodying, which makes the clients give their subtleties in any phony
site that looks and seems indistin- guishable from the real site. Phishing remains an
occurrence for social designing strategies that misleads clients, and ad- ventures
helpless convenience of present security advances in the web. Phishing is a danger
that forces huge negative effects on online media, similar to Twitter, Facebook, and
Google+. Programmers clone a site and demand the web clients to give the individual
data that is at last sent to the programmers [2]. Additionally, there are various anti-
phishing procedures to perform phishing and smishing is a consolidation of Phishing
assaults that use a basic instant message or Short Messaging Service (SMS) on
mobiles to claim the individual credentials

[3] [4]. Accordingly, it is outstanding that phishing irritated the clients as well as caused
financial damage for people and associations [5].
Spam is the undesirable message of a sender sent elec- tronically to a beneficiary,
who doesnt have any relationship with the individual [6]. Email spam alludes to a
subset of electronic spam that takes enormous time since the clients participate in
recognizing and eliminating the undesired mes- sages. The common issues on the
web are in regards to email spam. [7]Spamming is the consistently enduring issue that
is accessible from the hour of the presence of mailboxes. The methods utilized for
separating are progressing with time and the level of spam messages are rising
definitely with time, causing tremendous traffic in the messages. In this way, a
successful spam channel is utilized for upgrading the efficiency of the client and limits
the utilization of the assets related to the data innovation, similar to help work areas.

There are various spam filters utilized alongside the AI techniques, similar to decision
trees, Naive Bayes classifiers, k-closest neighbor algorithm, SVM, K-means algorithm,
and many more8. Machine Learning techniques consequently build up the word
records alongside their weights for arranging the messages as two classes. The input
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messages could be either spam or not. Also, there are various strategies utilized for
identifying spam.

The main aim of this research is to develop an approach for eliminating phishing by
recommending an optimization algorithm. The proposed method involves four steps,
which include pre-processing, feature extraction, feature selection, and classification of
phishing emails. Initially, the stop word elimination and stemming of the input dataset is
performed

in the pre-processing stage followed by the feature extraction process. The features
are selected based on extracting the keyword frequency from the output of the pre-
processing. The next step is the feature selection using Bhattacharya distance to
identify the significant features for the classification stage. The selected features are
subject to classification using the Deep Belief Network and trained using the proposed
EWA.

2. RELATED WORKS

The review of various methods is deliberated in this section. Smadi, S et al. [9]
developed an algorithm to detect the zero- day phishing attacks using 2 techniques
namely Feature Eval- uation and Reduction algorithm and (DENNuRL) Dynamic
Evolving Neural Network using a Reinforcement learning algorithm. As per the
algorithm, the result revealed a higher performance and provided reasonable error
rates. The main drawback of this technique was due to the insufficient amount of
dataset chosen for classification, which was critical to group the spam mails.

Barushka. A and Hajek P [10] designed an algorithm to effectively handle the class
distributions which shows the imbalance and misclassification costs with some difficult
forms of text patterns. The Algorithm namely Distribution-based balancing along with
the regularized deep multi-layer percep- trons NN model with rectified linear units
(DBB-RDNN-ReL) can help in effectively tackling the class distributions with
imbalance. The disadvantage of the method is that it makes use of numerous hidden
layers and the units in the model would exhibit noise in the data, which leads to
unsatisfactory performance.

Kovalluri, S.S et al. [11] designed a system based on Artificial Intelligence using LSTM.
This helped in reducing the application of fake mails to sneak the data, proliferate, and
made it difficult to track the victims. The disadvantage of this technique was that this
model had errors during sentence generation.
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Ruano-OrdaÂ´s et al. [12] designed a model using the Genetic programming algorithm
to be used for datasets hat were large and also identified the patterns which improved
the accuracy to great extent. However, it further helped in the reduction of the
computational overhead related to the e-mail filter server. The main drawback of this
technique was the requirement of security features to prevent False Positive errors.

Sonowal, G and Kuppusamy, K.S [13]designed an algorithm that used the SMIshing
Detection based on the Correlation Algorithm (SmiDCA) that accomplished higher
efficiency to confront datasets based on both the English and non-English. However, to
improve the accuracy the system had to depend on deep learning technologies.

3. DBN BASED SPAM MAIL CLASSIFICATION

An Email Spam causes affliction in the digital world and it imprints the loss of time,
space, and communication bandwidth. Almost more than 40% of the mails are fake
nowadays that implies that more than 15 billion emails a day, thereby increasing the
price of cyberspace users. This research

work focused on the spam mail classification technique using the Deep Belief Network
classifier, tuned perfectly using the Earthworm Algorithm. The dataset is first pre-
processed based on which the keywords are identified and followed by feature
extraction. This is then followed by feature selection. The selection of features is
performed using the Bhattacharya dis- tance. The features retrieved using the
Bhattacharya distance are then subjected to spam mail classification in which Deep
Belief Network is used which identifies the spam mails. Fig

1. shows the proposed plan for spam mail detection.

Fig. 1. Proposed plan of Email Phishing Detection

1. Pre-processing

Pre-processing is the first step in the identification of phish- ing
attacks. [14] This phase involves 2 processes which include the
elimination of stop words and stemming. The dataset for the email
is chosen from UCI and Enron and the mail has words as a
sentence or a paragraph. The stop words mainly a, an, in, and so
on searched are eliminated from the mail. This is followed by
stemming in which certain words in the mail document are changed
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to their root word. The output of the pre-processing step is known
as dictionary words. This in turn acts as input to the feature
extraction.

2. Feature extraction

The dictionary words are then put through the feature ex- traction
using Term Frequency which identifies the frequency of the
dictionary words used in the particular mail. TF is an arithmetic
method of retrieving the significant word from a dataset. Term
frequency is an efficient algorithm to extract the frequency of terms
from dictionary words and also in the method of assigning word
weights. Therefore Term Frequency expresses the total number of
times an individual word appears in an email.

3. Feature selection

Feature selection is the method of selecting prominent features
from the identified dictionary words. The Bhat- tacharya distance is
computed between the individual feature

and the class and the feature with the maximal Bhattacharya
distance is selected as the effective features for the classifica- tion
using the DBN. The Bhattacharya distance is calculated based on,

(1)

where BD(gk, Cl) refers to the Bhattacharya distance be- tween the
kth feature and the lth class. The mean of the kth feature and the
lth class is denoted as Âµk and Âµl , and varianceof the kth feature
and the lth class is denoted as k and l.

4. Classification using Deep Belief Neural Networks

The features identified from the feature selection are classi- fied
using the DBN. The classified data are first given as input to the
classifier and then trained using the proposed Earthworm Algorithm
which in turn tunes the optimal weights of DBN. This helps in
differentiating spam mails from relevant mails.



7/27/23, 12:01 PM Bio-inspired Metaheuristic Optimization Technique for the Detection of Phishing Emails – IJERT

https://www.ijert.org/bio-inspired-metaheuristic-optimization-technique-for-the-detection-of-phishing-emails 7/16

1. Deep Belief Neural networks (DBN):

Deep Belief Network is a generative network and it is implemented by stacking several
layers with each middle layer consisting of the visible and hidden neurons [15]. The
DBN layers include Restricted Boltzmann Machine (RBM) layers and a Multilayer
perceptron (MLP) layer. Each RBM layer in turn consists of its inputand hidden layers
and the MLP layer comprises the input, hidden, and output layers [16]. The
effectiveness of DBN is theinterconnection between the hidden and the input neurons
that are interlinked by a set of tunable weights. The architecture of the DBN network is
shown in Fig 2.

Step 1: Train the 2 layers RBM1 and RBM2. Step 2: Train the MLP layer

The first step involves providing an RBM1 layer with the input data and then subjected
to a probability distribution. The data is then encoded using weights to compose an
output which forms the input to the RBM2 layer.

The process of training the DBN can be further repeated to retrieve the input to the
MLP layer.

Initialization of MLP weights

Determine the output of the MLP layer

Determine the error of the network

Weight calculation in the MLP layer

Termination

The following steps are repeated for a maximum number of iterations till a globally
optimal solution is obtained.

3) Determination of weights of DBN based on Optimization algorithm: Earthworm
Algorithm is a bio-inspired metaheuris- tic algorithm based on the reproducing pattern
of the earth- worms [17]. This can be viewed as 2 types of reproduction and the new
obtained solutions are calculated by counting the weights for producing new
earthworms. The searching tendency in EWA was enhanced by the use of Cauchy op-
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erators. In the reproductive capability of the Earthworm, the type-1 Reproduction
produces only 1 offspring and the type-2 Reproduction produces 2 or more offspring.

Type-1Reproduction: In this type of reproduction, the single earthworm is involved in
reproduction as earthworms are known as hermaphrodites.

Type-2 Reproduction: This type of reproduction produces two or more two offspring.
Crossovers are considered as parents can be changed accordingly to produce the
offspring to ensure that offspring produced is not less than zero. The crossover
mentioned is single-point, multi-point, and uniform crossover. The parents selected for
crossover are based on the strategy named roulette wheel selection.

Case 1: With 2 parents and 1 offspring and it follows a single-point crossover. The
multipoint crossover with 2 parents is based on two random numbers generated.

Case 2: With 2 parents and 2 offspring

Case 3: With 3 parents and 3 offspring

The position of the earthworm based on the 2 types of offspring generated can be
calculated as,

u+1 = .u1 + (1 ).u2 (2)

Fig. 2. Proposed plan of Email Phishing Detection p,q p,q p,q

where, up,q is the qth element of up, which is the position

2) Training phase of DBN:

The DBN classifier has to be trained to acquire the correct weights and biases that
help to reveal the spam mails.

of pth the earthworm and is the proportional factor.

The Cauchy operator gives the position of the earthworm based on the formula,

This phase points at fine-tuningthe RBM and MLP layers,

u 1 u
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* R

(3)

which entirely depends on the optimal weights derived using the proposed EWA
algorithm.

p, q

p, q q

The newly enhanced optimization algorithm helps in fine- tuning the optimal weights
and biases and therefore ensures a minimal level of error values. The following steps
are followed in the training of DBN are:

p,q

p,q

where, R indicates the random number obtained by performing the Cauchy distribution
and q denotes the weight assigned for the qth position, and u+1 determines the qth
position of the pth earthworm at time .

4. EXPERIMENTAL SETUP

The proposed algorithm is implemented using JAVA and the datasets utilized for the
analysis include Enron and UCI. The effectiveness of the proposed algoithm for spam
mail de- tection is computed based on three metrics, namely accuracy, specificity, and
sensitivity. The datasets like Enron and UCI have the original messages which include
both ham and spam mails in non-Latin encodings.

1. Performance metrics

The algorithm is analyzed based on the performance met- rics, mainly
accuracy, specificity, and sensitivity. The accuracy can be determined by
calculating the accurate number of spam mails, Specificity is the metric to
determine the negatives which are correctly detected and sensitivity
determines the positives correctly identified.

Fig. 3. Comparative analysis based on the training percentage using dataset
accuracy
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Accuracy = Tn + Tp

Tn + Tp + Fn + Fp

Tn

(4)

Specificity =

Sensitivity =

Tn + Fp Tp

Tp + Fn

(5)

(6)

where refers to the values as true positive, refers to true negative, denotes
the false negative values, and denotes the values as false positive.

2. Comparative Analysis

The proposed algorithm is being compared with the fol- lowing methods
namely Naive Bayes (NB) [18], Deep Belief Networks (DBN), and Neural
Networks (NN). The proposed EWA-DBN algorithm is employed for the
detection of email phishing and compared with the above methods to
determine its effectiveness.

1. Analysis of Dataset by varying the data percentage : The figure
below denotes the comparative analysis based on the data chosen
for training. Fig 3 denotes the comparative analysis based on the
accuracy of the algorithm chosen.When the percentage of the data
is 50, the accuracy of the methods, NB, DBN, NN and EWA-DBN is
0.5333, 0.5455, 0.5556 and 0.5714, respectively. Fig 4 denotes the
comparative analysis on the sensitivity of the algorithm chosen.
When the percentage of the data is 50, the sensitivity of the
methods, NB, DBN, NN and EWA-DBN, is 0.4558, 0.5531, 0.7035
and 0.7223 respectively. Fig 5 denotes the comparison based on
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the specificity of the algorithm chosen. When the data percentage
is 50, the specificity of the methods, NB, DBN, NN and EWA- DBN,
is 0.5052, 0.5631, 0.7028 and 0.7104, respectively.

3. Comparative discussion

Table 1 shows the comparative results based on the various methods chosen
depending on the performance metrics from the dataset ENRON [19] and UCI [20].
The accuracy value of the methods, NB, DBN, NN and EWA-DBN is 0.5233, 0.5465,
0.5568 and 0.6714. The sensitivity range of the

Fig. 4. Comparative analysis based on the training percentage using dataset
Sensitivity

Fig. 5. Comparative analysis based on the training percentage using dataset
Specificity

methods, NB, DBN, NN and EWA-DBN is 0.4978, 0.5642,

0.7235 and 0.8145 respectively. Similarly, the specificity value of the methods, NB,
DBN, NN and EWA-DBN is 0.5152, 0.5845, 0.7238 and 0.8040 respectively. It is
evident from the comparison that the proposed new algorithm has accomplished the
maximum value with regards to accuracy, sensitivity, and specificity in comparison with
the already existing methods.

TABLE I COMPARATIVE DISCUSSION

Metrics NN DBN NN
EWA-

DBN

Accuracy 0.5233 0.5465 0.5568 0.6714

Sensitivity 0.4978 0.5642 0.7235 0.8145

Specificity 0.5152 0.5845 0.7238 0.8040

5. CONCLUSION

The email phishing has created a havoc among the inter- net users. The phishing
detection is carried out using the optimization-based deep learning networks. The mail
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received are first pre-processed to furnish only the selected words to the next step
namely feature extraction. The extracted features are then provided to feature selection
using the method of Bhat- tacharya distance. This is in turn fed to the classification algo-
rithm based on the deep belief neural networks. The classifier after fine tuning based on
the proposed EWA aims at detecting the spam mails effectively. The comparison is
performed using the datasets, UCI and Enron, which is analyzed based on the
performance metrics, such as accuracy, sensitivity, and specificity, which is 0.671, 0.814,
and 0.804, respectively. The research can be further extended by performing hybrid
optimizations so as to enhance the phishing detection ratio.
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Emotion recognition from text is crucial Natural Language Processing task which can contribute enormous benefits to
different areas such as artificial intelligence, human interaction with computers etc. Emotions are physiologic thoughts
engendered in human reactions to the events. Analysis of these emotions without facial and voice modulation are
critical and requires a supervisory approach for proper interpretation of emotions. In spite of these challenges, it's
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and evaluated the method using Recurrent Neural Networks and Long short-term memory on three different datasets to
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I. Introduction
Twitter is a social networking web site where members can post messages in the form of “tweets”.
This is a platform where individuals can share ideas or sentiments on diverse subjects, fields or
themes.It is a collection of user thoughts and sentiments spanning across various topics including
standard net articles and net blogs. The quantity of pertinent data is bigger for twitter, when
contrasted with former social media and blogging platforms. When compared to other blogging
sites, the response rate on Twitter is much more quicker. Sentiment analysis is widely utilized by
different parties such as shoppers or marketers to gain insights into merchandise or understand the
market trends [1].
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Abstract:
Today, the lifestyle of people has paved the way for rise in spinal cord disorders. Severe cases have been reported
which could be treated if diagnosed early. Scoliosis is a deformity to spine and ribs which is the primary cause of spinal
curvature. The major challenge of scoliosis disease is the unnoticeable change in the orientation of spinal column at its
early stage. Moreover, it is visually detectable only in the prodromal stage. The early diagnosis could help cure the
disease through exercises and minor surgeries. Depending on manual diagnosis techniques is a tiring task as it can
deliver inaccurate results. An automatic segmentation method which helps in the early diagnosis is proposed in this
paper. Initially, CT image which is the input is fed into the system. CT images have high contrast between bone and
adjacent tissues. Sagittal view datasets have been chosen in order to calculate the cob angle for the measurement of
scoliosis intensity. Further, distortions are removed from the image and pre processing is performed followed by K-
means clustering which detects the spinal canal. In order to segment the required features, the output of clustering is
loaded to Active Contour Model. Finally, segmentation of spinal canal is completed. Experimental results prove the
accuracy of 95%,86.86%,92.22% for Lumbar Vertebrae CT , Lumbar spine CT, Lumbar spine CT with multiple
compression fractures respectively for the proposed system which is greater than traditional diagnosis methods.
Subsequently, this would be a revolutionary study which assists the doctors for the early diagnosis of the disease.
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I. Introduction
The progress in technology has altered the lifestyle of people which resulted in spinal disorders.
People hardly identify the disease at its early stage. Subsequently, the disease becomes the part of
their life as it cannot be cured as whole. Early diagnosis could save the patient affected with the
disorders and give a complete cure. The major challenge in disease detection is the unnoticeable
change in early stages. Today, various techniques are available for the early diagnosis. Relying on
manual detection techniques could provide inaccurate results. Spinal curvature defects refer to the
deformity in the column. The vertebrae in human body constitute thoracic, cervical, lumbar and
sacro coccygeal vertebrae. The deformities in these vertebrae results in spinal disorders which
further affects the posture and body movement. The paper mainly focuses on the patients affected
by scoliosis disease. The experiment is conducted based on the various stages of scoliosis
disease. Scoliosis is a disease affecting spine which cannot be cured if not diagnosed early. It is
commonly observed in thoracolumbar region.
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Abstract:
Sentiment evaluation is the problem of examining texts,critiques, mind and conditioned emotional response published
with the aid of various users in microblogging systems. Twitter is one of the maximum extensively used micro running a
blog systems and has proved to be the biggest source of statistics.Twitter can give a clear cut view about the current
trends. A big dataset of tweets is used to perform sentiment evaluation. The tweets are labeled into two classes,
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(multilayer perceptron or factorization machine) for their accuracy and training time.
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I. Introduction
Artificial Intelligence (AI) deals with making computers work like humans. This is accomplished by
observing human ways of thinking and decision making and applying the outcomes to develop
software and systems comparable to human capabilities. AI has been utilized in numerous fields
like speech recognition, hand writing recognition, gaming and robotics. Natural Language
Processing (NLP) which is a subfield of AI has a range of techniques for the purpose of obtaining
human-like language processing for different tasks or applications [1]. It is an effort to get
computers closer to human level understanding of language. Sentiment Analysis falls under NLP. It
is a process by which all the content can be evaluated to represent the ideas, beliefs and opinions
of the public. It can be accomplished at various degrees like document, section, paragraph and
phrase level. With the upward push of social networking tendencies there was a surge of online
generated content material. Many people proportion their thoughts and opinions on microblogging
websites. Twitter is one of the broadly followed micro blogging platform for expression of opinion
and experience. It was created and launched in the year 2006 [2]. It evolved as a golden platform
for companies to disclose about their brands and success. Twitter users include a variety of users
ranging from regular users, celebrities, politicians, entrepreneurs, veterans and other persons of
influence. The primary advantages of performing sentiment analysis encompass scalability and real
time evaluation. Efficiency and cost effectiveness of processing large huge data contributes to
scalability. Real time analysis is performing analysis on real time data which can be tweets that are
tweeted in a certain scenarios or even critical situations. Sentiment analysis systems help the
companies to get meaning of the sea of data by automating business process which saves long
hours of manual data processing.
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Obfuscation techniques are used by malware authors
to conceal malicious code and surpass the antivirus
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deep learning techniques are strong enough to
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deep learning model on obfuscated malware
detection is compared with conventional machine
learning models like Random Forest (RF),
Classification and Regression Trees (CART) and K
Nearest Neighbour (KNN). Both Static (hardware and
permission) and dynamic features (system calls) are
considered for evaluating the performance. The
models are evaluated using metrics which are
precision, recall, F1-score and accuracy. Obfuscation
transformation attribution is also addressed in this
work using association rule mining. Random forest
produced best outcome with F1-Score of 0.99 with
benign samples, 0.95 with malware and 0.94 with
obfuscated malware with system calls as features.
Deep learning network with feed forward architecture
is capable of identifying benign, malware, obfuscated
malware samples with F1-Score of 0.99, 0.96 and 0.97
respectively.
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Abstract:
In this paper, we focus at tracking down cyberbullies and categorize them based on their age and gender. The dataset
that we use to analyze this information is provided by the MySpace group data labeled for cyberbullying. Machine
learning classifiers are trained using this data to detect cyberbullies and later we analyze the age and gender patterns
of those cyberbullies. We look for features that are simple to extract as well as yield good outcomes. As appropriate
training data is often tough to obtain in machine learning-specially in the domain of cyberbullying detection - we also
examine to what extend does lesser amounts of training data would contribute to better outcomes by performing cross-
validation. Our findings show that employing a few yet expressive features has a significant benefit in detecting
cyberbullies, particularly when size of training data is small.
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I. Introduction
Social networking sites are the platforms where a person can interact with other users despite any
location and physical limitations. Billions of users are part of the ever-changing and ever-evolving
social media. Individuals have completely accepted the web for mingling and conveying.
Throughout the most recent decade, advancements in the internet have empowered everybody
across topographical partitions. Along with these technological improvements, the negative impact
of cyber activity has also received a lot of attention.
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Abstract

Low energy proximity sensing devices are being used in our daily life for
various purposes. The concept of making a dedicated hardware module for
measuring the distance arose from this concept, so as to provide reliable and
accurate measurements for various applications. Analysing the need and
severity of the present situation due to the spread of COVID-19, the proposed
hardware and software architecture can be tuned for the efficient practice of
social distancing. It also provides an effective measure to track the disease
spread by the integration of a secure database. NTSA—a cryptographic
algorithm that is specifically designed and developed to run on low energy
microcontrollers can protect the identity of every user. Since the encryption is
done by the embedded device, NTSA can ensure enhanced privacy protection
compared to any algorithm run on the server. This also ensures the reliability
of the collected data. The hardware module actively transmits and receives
signals from similar hardware modules. The proximity or distance between
the two modules is measured by analysing the signal strength received by
each module. To achieve disease spread tracking the users can track their
status or level of exposure on a scale of 4 and hence would provide a metric
for having external interactions like first-hand contact with COVID-19
patients, secondary contact, tertiary contact, and so on.
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Abstract:
Recent years have observed an exponential growth in the popularity of audio-based authentication systems. The
benefit of a voice-based authentication system is that the person need not be physically present. Voice biometric
system provides effective authentication in various domains like remote access control, authentication in mobile
applications, customer care centers for call attests. Most of the existing authentication systems that recognize speakers
formulate deep learning models for better classification. At the same time, research studies show that deep learning
models are highly vulnerable to adversarial inputs. A breach in security on authentication systems are not generally
acceptable. This paper exposes the vulnerabilities of audio-based authentication systems. Here, we propose a novel
downsampling attack to the speaker recognition system. This attack can effectively trick the speaker recognition
framework by causing inaccurate predictions. The proposed threat model achieved remarkable attack effectiveness of
75%. This system employs a custom human voice dataset recorded in real-time conditions to achieve real-time
effectiveness during classification. We compare the attack accuracy of the proposed attack against the adversarial
audios generated using the CleverHans toolbox. The proposed attack being a black box attack, is transferable to other
deep learning systems also.
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I. Introduction
Recent research trends witnessed tremendous advancement in the area of voice authentication.
Nowadays various applications such as smart speakers, personal digital assistants, biometric
frameworks, and forensics, enforce voice-based commands for authentication. Voice biometric
system is more convenient to use as it is a contactless means of authentication. Voice biometric
system incorporates identifying the human voice and finally verifying the speaker of the audio. As
the use of voice-command-based applications are increasingly rising, the need to endorse security
in such systems has become a demanding issue. The limitations in uniquely recognizing the owner
of the voice brings the possibility of malpractices. Any person who is aware of specific voice
commands can operate such systems. Hence these voice-command-based systems should also
incorporate a voice recognition system that identifies and verifies genuine speakers from voice.
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I. Introduction
Mobiles and handheld devices are becoming part and parcel of our day today life. More number of
applications have to be executed concurrently and the performance of the device cannot be
compromised at any level. Also, we are living in the era of machine learning where more
computation intensive tasks have to be performed. In all these scenarios the prior requirement is
that performance of the processor must be high enough to get the expected work done.
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Abstract:
The use of biometric authentication has seen an exponential increase in recent years ranging from smartphones to
even forensic analyses. Fingerprints are obtained and used in crime scenes, old monuments and excavated relics and
to the day-to-day authentication including attendance marking. Determination of age has always been an ardent task
as they experience virtually zero changes as a person ages. Also, with the increased attacks and bypassing on the
fingerprint authentication systems, it is also important to confirm the genuineness of the fingerprints. This brings forth a
need for a spoof detection for fingerprints. Since fingerprints have been used as an effective method for authentication,
their correlation with the age of a person is to be identified, if any. This paper aims in using Convolutional Neural
Networks and other machine learning techniques to estimate age of a person from fingerprints and also spoof
detection. The models we compare include three pre-trained CNNs which are fine-tuned with the fingerprint images,
and a classical Local Binary Pattern approach. It is found that pre-trained CNNs along with Dataset Augmentation can
produce good results with no need for any hyperparameter selection. NIST dataset was used for age detection and
LiveDet 2013 dataset was used for spoof detection. It was able to achieve a top accuracy of 84% for age detection and
94% for spoof detection. The paper also focuses on identifying the best scanner for our purposes and also the possible
materials used for spoofing.
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I. Introduction
Individuals can be identified and verified using their bio-metric characteristics such as the finger
prints, palm prints, vein, and iris and these traits have been widely used in the modern day to day
life. Fingerprints are generally used for the identification or verification of a person and for official
documentation. It is one of the most mature biometric technologies and is considered as a
legitimate proof of evidence for judiciary purposes. The demand for increased security and better
authentication techniques has pushed fingerprint biometrics to be developed into a key technology,
especially in this age of computerised access control systems. [13].
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Preface

W
orld have seen many calamities in the past but 
those all were natural phenomena. A calamity 
again struck the world in the end of year 2019. If 

media reports are to be believed this calamity aka Covid-19 
pandemic was man-made however the source of the 
pandemic is yet to be identified. Many of the commoners 
in current generation in India never even heard the word 
pandemic before the beginning of covid-19. The scale and 
magnitude of this pandemic was never thought by anyone. 
Media reports said that world is struck by pandemic in every 
hundred years however very few is living to tell the tale of last 
pandemic happened in year 1918.What current generation 
is facing could have not been imagined by anyone. The 
way a human think and act it is changed in the pandemic 
situation. Companies have to adapt in new situation to work 
and sell their products/services. Pandemic have affected the 
life of everyone. This book tried to explore this pandemic 
phenomenon.

First paper by Dr. Thimmaiah Bayavanda Chinnappa 
studied the best customer relationship management practices 
in tourism industry. Tourism industry is source of income 
for many people thus the paper tried to explore the best 
suited customer relationship practices to enhance revenue 
through tourism.

Second paper by Dr. Pradeepta Benerjee and Mr. 
Somnath Mukhuti studied the impact of covid-19 on 
Bank Nifty. Stock market is one of the indicators of any 
country’s GDP growth. Country like India where service 
sector contributes more than 50% to GDP banking needs to 
be strong thus studying Bank Nifty volatility analysis will 



show the direction Indian banking sector is heading.

Third paper by Dr. Sushma singh has tried to look into 
the impact of herd behaviour on financial risk tolerance 
after covid-19.Whenever individual investors make any 
investment; they want return on in it. Impact of human 
psychology through hearsay of other members in the herd 
can be seen on financial decision making. In this paper 
a research was conducted in five Different cities of Uttar 
Pradesh, India to look into the herd behaviour and financial 
risk tolerance by using GL-RTS scale.

Fourth paper by Dr. Nazia Sultan talked about business 
resilience during the covid-19.  It is said that when faced 
with the extreme condition human tend to show the strength 
even unknown to him. During the covid-19, when lockdown 
was imposed businesses were shut. Businesses were needed 
to think outside the box, they come up with the financial, 
operational, organizational and financial resilience to keep-
up their business running.  This paper tried to look into the 
business resilience shown during covid-19 by the businesses. 
The practices and strategies adopted by the businesses were 
discussed in this paper.

Fifth paper by Divya MS talked about work life balance 
in new normal. After the covid-19 situation everybody was 
forced to change his ways of Living. Companies wanted 
their employees to work from home, teachers were teaching 
students through online mode. During the lockdown period 
everybody was looked into their own houses. Daily life of 
everyone was affected. This paper talked about the work 
life balance in this new normal scenario where partial or 
full restrictions are imposed by government or by self for 
safeguard of everybody. 

Sixth paper by Dr. Periasamy P and Dr. Dinesh found 
about the data driven marketing strategic trends in 2020.  
A model called EPCMASQ of authors emphasized on how 
customer data helps in formulating marketing strategy to 
the sellers. Through this model authors discussed about 



customer’s ethical information, personalized marketing 
automation, better customer experience, multi-channel 
experience, artificial intelligence, Search Engine Optimisation 
and qualitative data. With this marketing concept any 
marketer can push his product to the customers easily and 
efficiently. 

Seventh paper by Dr. M. Sharmila Devi and Mrs. J. 
Manjula Devi talked about the impact of covid-19 on FMCG 
sector. Fast moving consumer goods (FMCG) is one of the 
largest sectors contributing to be Indian GDP. Use of FMCG 
goods were also impacted due to many factors such as labour 
moving to their native places, Logistic issues. This paper 
shares about the impact of covid-19 pandemic on FMCG 
sector in India.

Eighth paper by Mr. Manoj Kumar Dewtwal tried 
to explore the e-Learning dimensions during pandemic 
situation.  Teacher-student learning is impacted due to 
pandemic is looked upon in the paper. Every stakeholder in 
teaching-learning process is forced to learn through online 
mode and it impact is explored with this paper.

Ninth paper by Dr Ashima Garg, Mr. Amit Kumar &  
Dr. Veeralakshmi B. found out the organisational role stress 
among University teacher in Haryana state with respect to 
nature of job. The paper explored about the stress in university 
teaching staff in Haryana state.  Over 500 respondents were 
used as sample size in this study to determine how much 
organisational stress is faced by University teachers in 
Haryana state.

Tenth paper by Dr. D S Parihar tried to look into the 
impact of covid-19 on tourism industry in Himalayan state 
Uttarakhand India. During any pandemic such as covid-19 
tourism industry is bound to be impacted through this paper 
author looked into the impact, challenges and opportunities 
in tourism industry due to covid-19 pandemic in Himalayan 
state Uttarakhand, India. Uttarakhand is internationally 
known for beautiful glaciers, flower Valley, snow-capped 



mountains, and diversity in animals, vegetation as well as 
society and great cultures. Due to covid-19 the tourism was 
badly impacted. This paper tried to explain the impact of lock 
down due to covid-19 on tourism industry in Uttarakhand.

Eleventh paper by Mr. Ravindra Verma and Mr. Mohan 
Kumar investigates into the work from home culture in 
pandemic era. This paper tried to explore the change of work 
culture in person’s life due to pandemic situation. Employees 
were forced to work from home. How this have affected 
the behaviour of employees and how the work routine is 
changed has been tried to explored in this paper.

Twelth paper by Dr. Pulidindi Venugopal, Dr. S. Anjani 
Devi and S. Aswinipriya talked about the problem faced by 
GAP inc.GAP is clothing brand old and reputed company 
established in 1969 employing more than one lakh people in 
different countries under different brand names. This paper 
focused upon the problem faced by GAP INC. The solution 
and marketing strategies to overcome these problems 
bynGAP INC. are discussed in the paper.

Thirteenth paper by Mrs. Rajimol K P and Dr. Rajesh 
B, provides the overview of e- commerce industry in India 
and its evolution in India. Challenges faced by e-commerce 
and future prospects for e-commerce are also discussed in 
the paper.

Fourteenth paper by Dr. Sanjay Keshaorao Katait, talked 
about the impact of corona virus lockdown impact on health 
of women workers in construction industry in Maharashtra. 
In order to meet the growing infrastructure demand and 
developing economies women workers are bound to work 
in construction industry. When lockdown was imposed due 
to covid-19 these women workers were left stranded due to 
non-availability of work. Construction industry where health 
problems and unsatisfactory work conditions are common 
the women workers felt trapped. This paper talks about 
the situation of women workers in construction industry in 
Maharashtra during covid-19 lockdown.



Fifteenth paper by Mr. Ajay Yadav and Ms. Pooja 
Yadav looked into the digital marketing practices followed 
by the company.  During the unprecedented times of 
covid-19 businesses needed to make sure that they reach 
to their customer. Authors in this paper tried to look into 
the digital marketing practices followed by the companies 
by discussing how online media is a way to connect to 
the world? People can discuss their thoughts opinions by 
eliminating the barriers of any boundaries. With the help of 
internet any marketer can promote his product and services 
through digital medium.

Sixteenth paper by Dr. Thimmaiah Bayavanda 
Chinnappa and Dr. Basheer Garba talks about the HR 
initiatives in banks. Banking system is backbone of any 
country’s economic growth thus it needs to be robust and 
strong enough to serve its economic needs. With the changing 
scenario due to globalisation modern banking cannot have 
the same approach, what it used to have in 80’s or 90’s.Now 
a days due to competition banks are eager to serve customer 
at their doorstep thus their employees need to change their 
attitude. This paper talks about the HR initiatives in bank. 
The pragmatic approaches banks needs to follow in their HR 
policies is discussed in this paper.

Seventeenth paper by Mr. Ajay Yadav and Ms. 
Ramandeep Kaur talked about social media marketing.  
Social media has become integral part of one’s life. Now-a-
days social media is not only used for connecting with people 
online but also for sale and purchase of goods and services. 
Marketers are reaching to the customer through social media 
platforms. This paper explored the social media marketing 
on the basis of survey conducted on 400 respondents. 
Customer is influenced by social media in making purchase 
decision is discussed in the paper.

Eighteenth paper by Dr. R. Uma Devi and Dr. S. R. 
K.talks how covid-19 have disrupted business however 
human will to conquer those obstacles still pushes human to 
work harder. As discussed in paper entrepreneur also faced 



difficulty in the time of covid-19. The adverse impact was 
observed in businesses. worldwide and most of the newly 
formed businesses and start-ups were compelled to dismiss 
theire mployees, leading to issues such as widespread 
unemployment, lack of productivity, and the downturn of 
economies however despite difficulties entrepreneurship 
is facing the obstacles and emerge victorious. As per 
paper even in the time Covid-19 many new start-ups were 
started and human will to remain strong was observed 
in the entrepreneurs. Entrepreneurs turned disaster into 
opportunity and earned reward by doing same.

Nineteenth paper by Nistha Adhikari is an article 
on Corporate Social Responsibility practices in Indian 
industry:COVID-19impact and way forward.The purpose of 
the study is toexplore various definition and descriptions of 
CorporateSocial Responsibility; elaborating upon the scope of 
corporatesocial responsibility (CSR) by studying deployment 
of CSRpractices over the last few years specifically the CSR 
initiativeof corporate during the pandemic situation in India.

Twentieth paper by Shruti Balhara talks about the work 
life balance among the women during the covid-19 situation. 
In Indian scenario where women are supposed to manage 
home along with their job, this paper explored the working 
women work life balance situations during pandemic 
lockdown. How working women were managing their work 
from home scenario and their families while working from 
home, since they are the key figure in their families is looked 
upon in this paper. Findings of this paper suggested that 
organisation must come with some new work life balance 
approaches, policies and practices with special reference to 
women employee to manage their job and home.
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Work Life Balance in the New Normal

Divya M S*

Abstract

Life after the pandemic Covid 19, will not be the same as we have 
seen or experienced. The epidemic has caused significant social 
and economic disruption, including the largest global recession 
since the 1930s Great Depression. It has resulted in massive 
supply shortages caused by the intensified panic purchasing, 
agricultural disruption, food shortages. Many educational 
institutions and public areas have been partially or completely 
closed. The industry and educational sectors experienced major 
and significant changes. The unanticipated shift to work from 
home during Covid-19 is taking a toll on employee’s mental 
health with many unable to find breathing space, even in the 
comfort of their own homes. Most employees have experienced 
stress in their professional lives, personal finances, and family 
lives because of this predicament.

Keywords: Covid-19, Pandemic, Depression, Mental Health

Introduction

The pandemic Covid-19 has altered our entire way of life 
and work. Our life will not be the same as it was before the 
pandemic had struck on us. We have all become used to the 
new lifestyle, including small children and elderly parents. 
Changes prevailed in all fields and sectors, affecting every 
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corner of the globe. The epidemic has caused widespread 
social and economic disruption, including the worst global 
recession since the Great Depression of the 1930s. Increased 
panic buying, agricultural disruption, and food scarcity 
have resulted in massive supply shortages. Misinformation 
has been widely spread on social media alleviating political 
tensions all around the nation. Concerns about racial, 
geographic, and financial discrimination, unhealthiness, 
and the balance between public health imperatives and 
individual rights have increased because of the pandemic. 
Along the many draw backs caused by this, there are many 
take aways also.  The world has imposed curfew/lockdown 
measures to limit human mobility as the symptoms of 
the corona virus got worsened day by day. The restriction 
of quarantine halted all commercial activity that has a 
significant impact on the various important environmental 
parameters that are directly or indirectly related to human 
health. As all forms of social, economic, industrial, and urban 
activities had an abrupt cease, nature reaps the benefits, 
demonstrating improvements in air quality, cleaner rivers, 
less noise pollution, and undisturbed and calm wildlife. As 
we have seen during these two years the pollutant emissions 
were comparatively very less that what it was before. Our 
environment had reaped the major benefits out of this threat. 
Nature is what we should rely on as our future is dependent 
on it. 

The industry and educational sectors experienced 
major and significant changes. Many of the educational 
institutions have opted on a new term called as work from 
home, which was only familiar to IT companies till now. 
Schools and colleges have always followed on a conventional 
mode of teaching starting from the ancient Gurukul system 
onwards. Now both the students, teachers and also parents 
are struggling with the innovative mode of teaching and 
E-learning. The employees in industrial sector is also facing 
a major unbalanced shift in their career.  Balance between 
work and life became crucial and many failed to cope up 
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with maintaining a healthy balance between personal and 
professional life. Because your office is now at your house, 
remote working or working from home has become a part 
of our everyday routine life, which is no longer limited to 
the office but also includes our families. Employees find 
it difficult to maintain a pleasant working environment at 
home as they are struggling between official duties and 
homely chores. 

Employee well-being is critical, as good physical and 
mental health can only lead to happiness and job satisfaction. 
A healthy environment can only determine and motivate 
employees to be their best. It has become quite a normal 
phenomenon to think that working from home can make 
most of us feel like we are working all the time. It is not a 
good indication as extended working hours will impact the 
productivity of individuals, as employees will not be able to 
focus on tasks to be completed on a given deadline. If they are 
stressed up, then there will not be any consistent productive 
performance. Employees who are disorganised will be 
unable to fulfil their responsibilities, either professional or 
personal. Such behaviour does not go a long way and they will 
feel suffocated being surrounded by workload all the time. 
Working parents will always be stresses up as they need to 
focus on both the family and their work. When children and 
aged parents are at home, full time attention need to be given 
to them. This diversion of time and focus can badly affect 
anyone’s health. Work life balance is an important aspect in 
maintain a rhythm between personal and professional life. If 
that rhythm goes wrong, then its will be extremely difficult to 
rectify it.  Nearly every day, an increasing number of cases of 
frustration, stress, disinterest, hypertension, and depression 
are being reported. There is an urgent need to focus on such 
rising cases, and effective interventions must be identified 
to put a halt to this threating issues. Employees can focus 
on tasks and feel more accomplished at the end of the day if 
they have and follow a proper schedule. We need to recharge 
ourselves for the second half of the day by relaxing and using 
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simple but effective techniques. We cannot escape from our 
responsibilities but can handle it effectively. These simple 
techniques can reduce the intensity of stress and makes you 
feel better and refreshed for the next day.   

Literature Review

Work-life balance is a concept that describes how 
employees perceive their professional and personal lives in 
a balanced and amicable way by not affecting each other. 
An investigation into the effects of both the work stress and 
parental expectations, on job satisfaction, marital satisfaction, 
and overall life satisfaction among accounting professionals 
proves always to be on an increased rate. Both the working 
parents were messed up by childcare arrangements and shift-
based jobs, that was the prevalent concept before. Women 
becomes the prime victims even at workplace or with kids 
at home, as its their entire responsibility to run and balance 
with the two poles (Bedeian et al.,1988). Studies shows that 
stress will be immense on a single parent than others. Women 
especially had to endure more struggle than their male 
counterpart (Duxbury et al., 1994). A relevant study among 
U.K academics has observed there is more job satisfaction 
among high ranked female faculties than on IT sectors, their 
Job position and Job nature makes it more relax able to them 
(Oshagbemi, 2000). However, this study does not define a 
demarcation between job satisfaction and life satisfaction. 
Attention has been more focused on classifying types of HR 
strategy especially on existing models of corporate strategy. 
Miles and Snow (1984) cites a relevant example on earlier 
work on strategy and structure. They pronounce that each 
of their strategic types of human resource management will 
need to adopt a different set of human resource management 
policies and they are clearly precise with some variations. The 
notion is that those institutions, corporates or managements 
that have a definite demarcation and strategy between 
their business strategy, structure and human resource 
management policy and practice will always and definitely 
have superior performance. To sum up, those employers 
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Abstract. Rapid economic growth is leading to ubiquitous expansion in highway 
projects around the world. Utilization of natural aggregate resources for the con-
struction of flexible pavement has led to uncontrollable quarrying in the state of 
Kerala, India. The recent landslides in Kerala is the aftermath of extensive quar-
rying activities. Utilization of treated native soil in the subbase and base layers 
of flexible pavement can widely avert the danger associated with ecological im-
balance due to quarrying. In this study, engineering properties of mechanical-
cement stabilized laterite gravel were investigated for their effective utilization 
as a subbase course material in flexible pavements. The effects of cement content 
and the curing age on the resilient modulus and permanent strain of laterite 
gravel-stone chips-cement (LSC) mixes were investigated. A mix of 70% laterite 
gravel + 30% stone ships stabilized with 7% cement was obtained as the optimum 
mix. The optimum LSC mix with a 28-day curing period exhibited 55% higher 
resilient modulus and 78% lower permanent strain than the conventional granular 
subbase (GSB). On the basis of finite element analyses of flexible pavement, it 
was found that the pavement with optimum LSC mix in subbase exhibited a de-
sign life ratio of 1.29 and 1.13 with respect to that of pavement with conventional 
granular subbase corresponding to rutting and fatigue failure criteria. 

Keywords: Laterite soil, cement, unconfined compressive strength, resilient 
modulus, California bearing ratio. 

1 Introduction 

The depletion of natural aggregate resources triggered new technologies for the imple-
mentation of marginal materials in road construction. Use of native soil in the base and 
subbase layers of flexible pavement is an innovative technology to minimize the ex-
ploitation of the natural aggregate resources, especially in an environmentally fragile 
state like Kerala. Several researchers have done various studies on both the mechanical 
and chemical stabilization of laterite soil. 
 Joel and Agbede found that partial replacement with 45% sand significantly im-
proved the gradation of the laterite soil [1]. The 55% laterite and 45% sand mix when 
stabilized with 6% cement resulted to a stiff cemented mix of UCS value > 3 MPa. The 
compaction characteristics of laterite were significantly improved by the addition of 
cement [2]. In another study, 8% crushed steel slag were added to laterite for increasing 
the maximum dry density [3]. Laterite stabilized with 8% crushed steel slag gave a CBR 
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Vst = Vwφ + Vs (12) 

However, the void fraction cannot be measured directly and needs to be calculated 

using the following equation: 

φ = 
A 

p 
+ B.qs + C.q2 

f + D.e
−

(

dp 

dt

)2 

+ E (13) 

The unknown constants A, B, C, D, and E are assumed to be -1 each to determine 

the value of φ. Since, 
dp 

dt 
cannot be computed for t = 1, the initial guess for φ is 

taken as 0.5. The values of φ obtained from Eq. (13) are substituted in Eqs. (11) 

and (12). The values of Vwt and V st obtained from Eqs. (11), (12) are substituted 

in Eq. (10). This was followed by minimizing the sum of squares of errors between 

the LHS and RHS of Eq. (10). This minimization was performed using the SLSQP 

optimizer from the SciPy library in Python. 

Since the conditions inside a boiler vary rapidly, the predictive model needs to 

account for these variations. Such an adaptive model can be developed by performing 

regression on the newly fed data as well and changing the regression coefficients 

accordingly. To achieve this dynamism, the multivariate regression is performed on 

sets of 100 data samples. That is, the first set consists of samples from t = 1 to  

t = 100, the second set ranges from t = 2 to t = 101, and so on. The regression 

coefficients obtained after each iteration are used to obtain the void fraction at the 

last time step. Using this value, the apparent volume of water at the next time step is 

calculated and compared with the original value to determine the error. For example, 

after performing regression on the first set {t = 1 : 100}, the values of regression 

coefficients obtained are used to calculate Vw for the 101st time step. Using the Vwt 

and V st values obtained from this process were substituted in the energy balance Eqn. 

[1] of boiler which is expressed as follows: 

e1 × 
dVwt 

dt 
+ e2 × 

dp 

dt 
= qfhf − qshs + Q (14) 

where 

e1 = ρwhw − ρshs (15) 

e2 = Vst 

∂ρshs 

∂p 
− Vwt 

∂ρwhw 

∂p 
(16) 

Now, after determining the LHS, the only unknown in Eq. (14) is the heat of 

combustion, i.e., Q. Since Q cannot be measured, the amount of heat available at an 

instant is expressed as the sum of fractions of fuel consumptions over a certain period 

of time. Through trial and error this period was determined to be 25 min. Hence, the 

amount of heat available at an instant is expressed as:
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Table 1 Ergonomic methods for evaluating risk factors for MSDs associated with driving [24, 25] 

Types of methods Name of techniques Main features 

1. Self-reports 1. VIDAR-Self-evaluation of 

the driver using videos of the 

driving process 

2. Interview, category data, 

and visual analog scales 

3. Evaluation of possible 

ergonomic risks employing a 

web-based tracking system 

1. Driver load ratings and 

associated pain and discomfort 

estimations 

2. Identification of variables 

that increase a driver’s 

psychosocial risk for shoulder 

and neck pain 

3. List of comfortable 

ergonomic positions that might 

help prevent discomfort, 

workplace stress, and 

functional restrictions 

2. Observational methods 1. RULA 

2. REBA 

3. OWLS 

4. QEC 

5. LUBA 

6. Checklist 

7. NIOSH lifting equation 

1. Concepts like body postures 

and force, together with action 

levels for evaluation 

2. Elements of biomechanics 

include body postures and 

force, with activity levels for 

assessment 

3. Force and body posture 

evaluation 

4. Driver reactions to major 

body areas, as well as scores to 

suggest intervention 

5. Angular displacement of the 

joint from neutral and 

discomfort evaluation 

6. Displacement of neck, legs 

and trunk for repeated tasks 

7. Driving posture is associated 

with biomechanical stress 

2.a. Advanced observational 

methods 

1. Video analysis 

2. ROTA 

3. TRAC 

4. HARBO 

5. SIMI motion 

1. Hand/finger posture 

assessment, repetitiveness, 

force, velocity, and body 

postures are computed. Task 

evaluations, both static and 

dynamic 

2. Static and dynamic task 

evaluation 

3. Posture and activity analysis 

4. Observation of different 

driving activities over a long 

period 

5. Dynamic movements of the 

limbs and upper body are 

assessed

(continued)
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1 Introduction 

A space shuttle is a partially reusable rocket-launch vehicle meant to go into orbit 

about Earth, to transport people and cargo to and from orbiting spacecraft. Recent 

years have displayed increasing study and advancement in reusable and low-cost 

space travel with an uptick in the commercial space launch market. A considerable 

factor for the increase in the expense of space travel is the non-reusability of the 

space shuttle. During the re-entry of a space shuttle, a substantial amount of heat 

is generated as it reaches the atmosphere of the earth from space [1]. Temperatures 

exceeding 2000 K are produced due to the friction between vehicle and air. Since most 

metals and alloys cannot withstand these temperatures, a special class of materials 

known as ablators that act as heat shields are used. The ablator will be consumed in 

the heat, thus dissipating a large amount of heat. However, these conventional wing 

designs have numerous limitations. Due to the large number of forces acting on the 

wing during re-entry, the reusability is limited as the wing material gets consumed 

during re-entry [2]. Also, the wing can get damaged due to the same. 

To overcome this, we have developed a new retractable wing mechanism that 

resembles the Japanese hand-fan, such that the wings of the space shuttle will be 

completely ducked inside the fuselage during re-entry, thus minimizing the influence 

of forces (here, the forces of gravity, drag, lift, etc., are considered) acting on the 

wings, which can result in a safer and economic space journey. The aerodynamic 

force coefficients of drag and lift forces are estimated numerically using CFD tools for 

five different deploying phases to study the effectiveness of the novel design. Based 

on the above analysis, this paper studies the aerodynamic performance of a space 

shuttle equipped with deployable wings, with an expectation of proving theoretical 

foundation and technical base for conceptual space shuttle design. 

2 Materials and Methods 

2.1 Geometry Acquisition 

The conceptual modeling was performed in SOLIDWORKS 2016. The material 

selected for the model is a composite material using a heterogeneous composite mate-

rial bonded by adhesives for making the wing structure lighter [3, 4]. The dimensions 

of the model were inherited from the famous Russian space shuttle BURAN, and 

the wing cross-section was modeled based on NACA 4412 aerofoil profile. It has 

a maximum thickness of 12% at 30% chord and maximum camber of 4% at 40% 

chord length, and a side view of the wing profile is presented in Fig. 1. The wingspan 

is 23.9 m which is equivalent to the BURAN space shuttle wingspan.
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10.1 INTRODUCTION 

The term exfoliation represents a process during which the layered bulk materials are 
expanded through a chemical or physical method to overcome the weak inter-layer 
forces that hold the layers together. Generally, the stacked layered materials seized 
together by van der Waals forces can be easily intercalated or exfoliated by solution 
methods or simple physical means such as shear or ultrasonic vibrations to form 2D 
nanosheets. The exfoliated 2D nanosheets are often composed of single or few lay-
ers of atoms, and most importantly several of their properties are largely deviated 
from the bulk. Such materials fnd applications in electronics, photonics, catalysis, 
supercapacitors, fuel cells, batteries, etc. [1]. The success of graphene triggered the 
development of other 2D structured nanomaterials, especially by the exfoliation of 
layered bulk inorganic materials. Unlike bulk materials, 2D nanosheet counterparts 
exhibit unique electron and phonon transport characteristics, which leads to several 
fascinating properties such as thermal conductivity, ion transport, and charge carrier 
concentration, besides the structural and mechanical properties. 

Many of the 2D nanosheets are non-toxic and can be handled easily, and they can 
be cast to any substrate as a thin flm for device fabrication [2]. Over the years, exfo-
liated 2D nanolayers have become an essential part of electrochemistry, mainly in 
sensing, energy, and environmental applications. 2D carbon allotropes such as gra-
phene and 2D porous carbon are not electrochemically active by themselves; there-
fore, they are often doped/modifed by heteroatoms such as B, P, and N or transition 
metals. The high charge conductivity of the 2D carbon materials is highly favorable 
for several electrochemical applications such as batteries, supercapacitors, sensors, 
and catalysis. The stability of several inorganic 2D nanosheets in acidic and basic 
media makes them attractive for the aforesaid applications and they are considered as 
the immediate replacement for expensive noble metal electrocatalysts [3]. 

MXenes are 2D nanolayers of metal carbides, carbo-nitrides, and nitrides, an 
important class of electroactive 2D nanomaterials that are developed lately. Ti3C2Tx 

is the frst MXene discovered in 2011. So far about 50 different types of MXenes with 
wide chemical and structural variations are synthesized by exfoliating MAX phases by 
selective etching and mechanical shearing. MAX phases represent a family of ternary 
carbides and nitrides. MXenes are unstable in oxygen-containing environments. The 
hydrophilic nature and high surface charge of MXene nanosheets make them stable in 
polar solutions for device printing. The ability of MXenes to intercalate various cations 
including multivalent ions and polar organic molecules between its 2D layers makes 
them apt for non-lithium-ion batteries and supercapacitors [4]. Alike graphene, MXene 
exhibits excellent electronic conductivity and can be functionalized, hybridized, and 
doped for tuning the properties to meet the requirements of a specifc application. 

Many non-noble metal electrocatalysts are inactive and unstable in acidic mediums. 
The reaction in an acidic medium is highly effcient at a high current density. Transition 
metal dichalcogenides (TMDs) are highly active electrocatalysts for sensing, batteries, 
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supercapacitor, water splitting, etc., especially in acidic and harsh environments. TMDs 
have the general formula MX2, where M is the transition metal and X is the chalcogen 
(X =�S, Se, and Te), having a similar layered structure to those of graphene. Alike any 
other 2D layered nanosheets, TMDs can be doped, functionalized, and hybridized for 
improving various operating parameters such as selectivity, sensitivity, and affordabil-
ity in sensing and effciency, stability, and life span in catalysis. Additionally, TMDs 
have good electronic and mechanical properties favorable for electrode materials [5]. 

2D nanosheet of layered hydroxides (LDHs) and oxides are also an important class of 
electrochemical materials, starting from sensing to fuel cells. The presence of oxyl and 
hydroxyl groups allows the effcient transport of ions when they are used as electrodes in 
energy storage. The possibility of intercalation of ions other than Li+ makes them a prom-
ising candidate for non-lithium-ion batteries. The electronic conductivity of LDHs and 
oxides are poor, therefore these materials are often hybridized with carbon-containing 
conductive materials as an effective strategy to increase the intrinsic catalytic activity. 
In this chapter, the electrochemical applications of the exfoliated 2D nanosheets in bat-
teries, supercapacitors, biological sensing, and water splitting are discussed concisely. 
The underlying mechanism of electrochemical activity of different classes of 2D layered 
nanosheets is different. Such unique characteristics of different classes of 2D nanosheets 
favorable for the respective applications are also explored in this chapter. 

10.2 ELECTROCHEMICAL SENSORS 

A large number of sensors are used in our daily life to monitor and modify ourselves 
and our surroundings in a positive way. Electrochemical sensors have the largest share 
among all the chemical sensors, which use an electrochemical reaction (parameters such 
as a change in current and impedance) of the analyte to quantify the concentrations. 
Analytes electrochemically interact with the active material to produce signals and the 
sites on which such interactions happen are known as electrochemically active sites. 
Usually, the concentration of electrochemically active surface area increases with the 
surface area of the active material. Interestingly, exfoliation of 2D materials increases the 
surface area and exposes active sites, which may not be active otherwise. Often, exfoli-
ated materials take part in the electrochemical reaction or act as a host to molecules such 
as enzymes that catalyze the reaction. Exfoliation, being a top-down approach results in 
defects that can also have a positive infuence on the electrochemical reactions because 
of their very high activity. Apart from this, the extend of exfoliation, lateral size, etc. is 
also critical in deciding exfoliated material's electrochemical activity [6]. 

Graphene, which is a carbon allotrope, is the frst known material to be exfoliated 
into atomically thin layers from its bulk counterpart graphite. Graphite can be eas-
ily exfoliated by mechanical cleaving. This can be used as an advantage in sensing 
where the fouling of the electrode material is a serious concern. The detection of 
material like bisphenol-A involves the polymerization of the analyte molecules and 
results in the deposition of the material on the surface of the electrode, which results 
in the electrode fouling. Exfoliated graphite helps in tackling this issue wherein a 
mild polishing results in the removal of the polymerized products from the surface as 
described by Ndlovu et al. [7]. Figure 10.1 schematically represents how exfoliation 
acts as a tool to challenge the fouling issues in electrochemical sensing. 



 
 
 
 
 
 

 

 

  

178 2D Nanomaterials 

Graphite oxide samples are usually exfoliated using thermal shock to achieve high 
quality and are electrochemically active for the detection of hydrogen peroxide and this 
is extensively reported by many researchers. Moolayadukkam et al. in 2020, in detail, 
explained the effect of solar exfoliation on the H2O2 sensing performance. Exfoliated 
graphene sheet has more defect concentration, which acts as the electrocatalytically 
active sites by adsorbing the analyte molecules. These adsorbed analyte molecules are 
electrocatalytically oxidized and corresponding signals can be recorded with a tech-
nique such as chronoamperometry. Figure 10.2 schematically shows graphene layers 
with defects/pores and their activity in adsorbing H2O2 molecules (analyte) [8]. 

Non-carbonaceous materials are electrocatalytically more active and their exfo-
liation has revolutionized electrochemical sensing research and developments. 
Layered 2D TMDs offer a wide variety of materials that can be exfoliated and 
having electrical properties varying from metallic to semiconducting nature. The 
peculiar arrangement of each atomic layer in TMDs offers a variety of active sites 
for the analyte adsorption in each layer after the exfoliation process. This property 
is widely used in the effcient detection of biomolecules. MoS2 is one of the most 
widely used TMDs for sensing and other applications. Ashwathi et al. studied the 
relation between the analyte affnity and the active material by taking MoS2 and Hg 
(II) ions as an example. In this particular example, Hg (II) ions have a high affnity 
toward S-containing groups. Exfoliation leaves S on both the surfaces of nanosheets 
exposed while the Mo layer at the center acting as the backbone. This arrangement 
of atoms improves the sensitivity by many folds clearly showing exfoliation of 2D 
TMDs could be used as an effective method for fne-tuning sensing capabilities [9]. 

FIGURE 10.1 Shows how exfoliation of the material helps tackle the fouling issues in sensing. 

FIGURE 10.2 Schematic representation showing the importance of defects in adsorbing the 
analyte molecules on the graphene surface. 
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LDHs are another class of materials that can be exfoliated to form molecular lay-
ers with metal as the center layer. Compared to TMDs, LDHs have the advantage 
that there may be more than one metal in the metallic center layer, and varying 
the ratios of metals at the center and the metals themselves can tweak the sensing 
properties [10]. Sahoo et al. studied the sensing properties of ultrasonically exfoli-
ated Ni2Co-LDH with dopamine, an important biomolecule. The electron transfer 
rates are reported to be improved on moving from bulk to the monolayers of the 
LDH. Going from bulk to monolayers could help decrease the electron scattering 
at the active material, which can have a positive impact on the sensing properties 
[11]. Strong dependence of the exfoliation on the sensing properties is also reported 
by Chia et al., Authors explained the effect of exfoliation using enzymatic glucose 
sensing as a tool. Exfoliated 2D sheets show better sensing properties because of 
the high surface area and thin nature. Thinner sheets result in a decreased distance 
between adsorbed enzyme and the electrode, which facilitates effcient electron 
transfer. Polymeric 2D material, graphitic carbon nitride also shows similar sensing 
properties upon exfoliation. Kesavan et al. exfoliated graphitic carbon nitride using 
ultrasonication technique and demonstrated the futamide (FLT) sensing properties. 
With the help of impedance spectroscopic studies, they have shown that active sites 
and conductivity are increased as a result of exfoliation. Along with this, the affn-
ity of FLT and nitrogen on the graphitic carbon nitride played an important role in 
improving the sensing properties [12]. 

Irrespective of the layered material, exfoliation is observed to have a signifcant 
infuence on the sensing properties. Exfoliation results in exposing active sites and the 
reduction in thickness resulting in better absorption of the analyte molecules and better 
electron transfer characteristics. Apart from this, the method of exfoliation induces dif-
ferent types of defects on the 2D crystal, the electron density on these defects such as 
edges and pores have an impact on the electrocatalysis of the analyte molecule. Carefully 
altering the method of exfoliation, sensing capabilities of the materials could be extended. 

10.3 WATER SPLITTING AND FUEL CELLS 

Water is an abundant source of energy and splitting water in a most economic route is 
a serious research concern in recent years for the production of hydrogen and oxygen. 
Hydrogen is considered the most advantageous renewable source of energy and the 
availability of oxygen is critical for the treatment of patients affected with COVID 
19. Oxygen is also important for the complete combustion of any fuel, including 
hydrogen. The commercial electrocatalysts containing noble metals are currently 
used in fuel cells as hydrogen evolution reaction (HER), oxygen evolution reaction 
(OER), and oxygen reduction reaction (ORR) catalysts. The involvement of noble 
metals in crucial energy-related applications such as a fuel cell increase the installa-
tion and operation cost tremendously. Recently, several non-noble metal electrocata-
lysts are introduced as a replacement for noble metals and their derivatives. Several 
2D layered nanosheets prepared by intercalation/exfoliation are subjected to HER 
and OER/ORR. Many are identifed as potential replacements for noble metals in 
their respective applications. A list of widely studied exfoliated 2D materials as elec-
trocatalysts are discussed in this session. 
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10.3.1 HYDROGEN EVOLUTION REACTION (HER) 

The evolution of hydrogen by electrochemical water splitting can be a feasible way 
of storing hydrogen for energy-related applications, especially for fuel cells. Over 
the years, noble metals are broadly used as an effcient catalyst for HERs. However, 
the high cost of noble metals limits their extensive use as a catalyst at a large scale. 
To overcome the high cost of noble metal catalysts, electroactive materials that are 
available in abundance are proposed as catalysts. However, the major challenges of 
most non-noble materials used in HER are (1) the low effciency, well below the 
thermodynamic limits of the water-splitting reaction and (2) the short lifetime [13]. 
Materials containing transitions metals are very active for HER. Though HER can be 

+ − − −performed either in an acid (2H + 2e ↔ H2  or basic ( 2 + ↔ H2 +) 2H O 2e  2OH ) 
medium, a basic medium is commonly preferred due to the short-term stability of 
many materials in the acid medium. Similarly, due to stability issues, pure metals are 
avoided for HER reactions. To improve the performance of electroactive materials 
par to the noble metals several strategies are adopted. The suitability of a nanostruc-
tured material as an electrocatalyst depends on the surface area, presence of defects 
such as oxygen vacancies, availability of active sites on the surface, and dopants. The 
surface area plays an important role in HER since HER is a surface-active reaction. 

Materials with the layered structure are identifed as a suitable candidate for the 
HER since the layered materials are often characterized by the presence of multiva-
lent transition metals in their crystal structure and the synergic interaction of these 
elements can augment the catalysis by offering many active sites for catalyzing the 
reaction. Interestingly, the conductive fexible 2D nanosheets enable the easy access 
of the electron from the catalyst substrate to the surface through intimate contact. As a 
result, the interfacial electron transfer resistance can be reduced and electrons can cir-
culate through the external circuit effciently [14]. The most active sites of exfoliated 
2D materials for HER are located along the edges of the layers, but its performance is 
currently limited by the density and reactivity of active sites. The unprecedented HER 
activity of the layered materials is observed when they are exfoliated by intercalating 
a charged ion such as Li and Na, and thereby surface area is increased enormously 
in addition to the increased electrical conductivity. The overall HER activity is deter-
mined by how well hydrogen atoms can be adsorbed on the catalyst surface [14]. 

Among the layered materials, the introduction of exfoliated TMDs is a break-
through in the history of non-noble metal catalysts for HER. Chemically exfoliated 
layers of dichalcogenides such as MoS2, WS2, CoS2, VS2, and NiS2 are extensively 
studied as a promising electroactive HER catalyst. The above materials exhibit a 
low overpotential in the range of 100–250mV vs reversible hydrogen electrode in 
an acidic medium. Overpotential is the measure of the effciency of a material for a 
water-splitting reaction and it represents the loss of the applied voltage. The overpo-
tential of platinum/carbon commercial electrodes are ~30–50mV. The layered materi-
als without exfoliation or intercalation are often inactive as in the case of MoS2. The 
ultra-thinning and 2D nanosheet formation create an abundance of HER active sites at 
the edges [15]. Moreover, the planar mobility of electrons along the 2D layer guaran-
tees rapid electron transfer from the substrate to active sites. The exfoliated transition 
metal selenides and tellurides are also reported as electroactive materials for HERs. 
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For instance, exfoliated WSe2, MoSe2, MoS2(1−x)Se2x, MoTe2, WTe2, MoSe2/WSe2, 
VSe2, etc. 2D nanosheets exhibited a superior performance than the bulk counter-
parts. Doping noble metals such as Pt and Ru to the 2D chalcogenides can increase the 
catalytic activity tremendously. MoSe2 is an n-type semiconductor, converting MoSe2 

to a p-type semiconductor by Nb or Ta doping reduces its activity toward HER [16]. 
MXene (layered metal nitrides and carbides) is a new family of exfoliated mate-

rials and potential electrocatalyst for HER, MXene adopts a general formula of 
Mn+1XnTx (n =�1–3), where M is a transition metal such as Mo, V, or Ti, X is C and/ 
or N, and Tx represents surface functional groups such as H or OH. Despite the high 
surface area, MXenes are characterized by excellent hydrophilicity and conductiv-
ity. Interestingly, the active HER sites for MXene are located on the O* basal plane, 
which makes them ideal for HER [17]. The HER activity of MXene is enhanced by 
modifying the transition metal, during which the Gibbs free energy for hydrogen 
adsorption is improved, subsequently, one can obtain a decreased barrier energy for 
hydrogen production [18]. MXene combined with nanostructured platinum is widely 
used as the electrocatalyst. Mo2TiC2Tx, Ti3C2Tx, V4C3Tx, Mo2TiC2Tx, etc. are some 
representative MXene electrocatalysts for HER. 

Layered carbon allotropes such as graphene and its oxide exhibit poor adsorp-
tion toward hydrogen; therefore, they are not effcient catalysts for HER. However, 
these materials are extensively used as supporting materials for electroactive ele-
ments and nanostructures. The graphene decorated with electroactive nanostructures 
of Pt, Ni-Mo-N, Ni, CoP, MoS2, ReSe2, WS2, etc. is identifed as excellent catalysts 
for HER in a basic medium. In addition to the large surface area, the high conduc-
tivity of the graphene/graphene oxide signifcantly reduces the interfacial electron 
transfer resistance between the catalyst support and the active sites, which ultimately 
improves the effciency toward HER. 

10.3.2 OXYGEN EVOLUTION REACTION (OER) AND 

OXYGEN REDUCTION REACTION (ORR) 

The electrochemical generation of oxygen through water splitting is critical in metal-
air batteries and fuel cells. The electrochemical OER (2H2O → O2 +�4H+ 

+�4e−) and 
ORR (O2 +�4H+ 

+�4e− 
→ 2H2O) are four-electron transfer reactions. Due to the com-

plicated multi-electron transfer steps, the ORR/OER suffers from sluggish kinetics. 
Similar to HER, noble metals and their derivatives exhibit low overpotential for both 
ORR (e.g., Pt) and OER (e.g., IrO2 and RuO2) applications. 2D nanolayers are unique 
due to a large number of surface atoms as compared to the internal atoms, which makes 
them highly electroactive for a variety of applications. Exfoliated 2D materials like 
graphene and graphene oxide, inorganic monolayer materials such as metal oxides, 
TMDs, LDHs, MXenes, diatomic hexagonal boron nitride, and black phosphorous 
(BP or phosphorene) are studied as potential candidates for OER and ORR applica-
tions. In addition to the planar strength, exfoliated 2D materials are fexible with an 
atomic or few-layer thickness. Interestingly, the most single or few layers of graphene, 
carbon nanosheets (CNS), TMDs, LDHs, and MXenes are exfoliated from their bulk, 
and these are the most extensively studied 2D materials for OER application. 
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To overcome the scarcity of OER electrocatalysts for acid medium the transition 
metal dichalcogenides (TMD) are proposed. The exfoliated 2D nanosheets of MoS2, 
TaS2, WS2, MoSe2, etc. either in 1T and 2H polymorphic forms are the common elec-
troactive catalysts for OER. The performance of the above materials for OER is par 
to stable IrO2. Liquid phase and ion intercalation are the most common routes for the 
exfoliation of TMDs nanosheets from the bulk by overcoming the weak van der Waals 
interaction among layers. The step-by-step exfoliation of bulk TMDs using Isopropyl 
alcohol and the preparation of electrodes using exfoliated nanolayers are shown in 
Figure 10.3. Alike HER, the dominant active sites of TMDs for OER are on the edges 
rather than the surface [19]. The dichalcogenides of noble metals such as Rhenium-, 
Ruthenium-, and Iridium- exhibit exceptional activity toward OER and ORR. 

Unlike in the HER, MXenes themselves are not directly active for ORR or OER 
electrocatalysis; however, they serve as excellent supports for various electroactive 
materials. MXenes are better catalyst support for Pt nanoparticles or Pt/Pd atoms 
than carbon as in the commercial Pt/C electrode for OER due to the strong inter-
action between Pt and the respective MXene layers. Likewise, other electroactive 
materials such as metal-organic frameworks, carbon nitride, LDHs, oxides, borate, 
sulfdes, and metals bound to the surface of MXenes also exhibited superior OER 
activity par to the commercial noble metal catalysts. Hybrid TMD–MXene-like 
materials are recently introduced as OER catalysts. The heterostructure of the above 
hybrids allows the synergistic interactions between TMDs and MXenes and one can 
achieve a signifcant improvement in the OER activity. 

Carbon allotropes themselves are not active for OER or ORR, though when doped 
with heteroatoms (B, S, N, P, F, and O) or transition metals (Ni, Co, Fe, etc.), they 
become excellent ORR and OER catalysts. The conductivity of graphene, 2D porous 

FIGURE 10.3 Schematic representation of step-by-step electrode fabrication process using 
exfoliated TMDs. (a) Starting TMD, (b) Insertion water and IPA, (c) Sonication and exfolia-
tions, and (d) application for OER (Wu et al. 2016). Reprinted with permission from © 2016 
John Wiley and Sons. 
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carbon, and graphitic carbon nitride (g-C3N4) layers can significantly reduce the 

interfacial resistance between the electroactive materials or the active sites and the 

current-carrying substrate. Additionally, as discussed in the case MXenes, the exfo-

liated 2D carbon layers are commonly used as a support for nanosized or atomic 

catalytic materials. MoS2, Fe3O4, FeP, Ni2P, CoP2, CoOx, NiO, etc. are some represen-

tative nanoparticles grown on 2D carbon materials for OER. Nevertheless, the long-

term stability of carbon-based electrocatalysts is inferior to MXenes. Both MXenes 

and 2D carbon allotropes are mostly sought for OER and ORR in a basic medium.

Among the OER catalysts, layered double hydroxides (LDHs) are extensively stud-

ied as a potential replacement for noble metal catalysts due to their compositional and 

structural flexibility in addition to the simple preparation routes. Often LDHs adopt 

a formula either M M2+ 3+ −
x x1− ( )OH

2 ( )A .n
x   Hy 2O or M M1+ 4+ −

x x1− ( )OH
2 ( )A .n

x   Hy 2O; 
n n

where M is a metal and A is the intercalating anion. In LDHs, every single layer is 

composed of edge-sharing octahedral MO6 moieties (M stands for metal) as shown in 

Figure 10.4. The color code used in the figure are: purple for metals, red for oxygen, and 

grey for inter-layer anions and water molecules. If d1 is the inter-layer distance before 

intercalation, the inter-layer distance increases after intercalation to d2 and d2 > d1. 

One can observe the change in interlayer spacing under an electron microscope and 

the subsequent change in the crystal structure from X-ray diffraction. The transition 

metal oxides (TMOs) with d-orbitals can effectively bind oxygen species on its surface, 

which is an essential requirement for OER/ORR catalyst. The substitution of elements 

in M2+ and M3+ sites can fine-tune the electronic as well as the catalytic properties of 

LDHs. Exfoliated LDHs formed by a combination of the transition metals, Ni-Co, 

Ni-Fe, Co-Fe, Co-Co, Ni-Mn, Co-Mn, etc. are some representative low overpotential 

electrocatalysts for OER in a basic medium among the non-noble metal catalysts.

Exfoliated layered perovskite with the general formula ABO3 (A and B can be 

occupied by a large number of elements in the periodic table) and delafossite with 

the general formula AMO2 is also studied as potential OER catalysts [20]. The 

above oxides with transition metals such as Co, Ni, and Fe at one of the sites are 

excellent OER catalysts. Such oxides are stable than the carbon-containing catalysts 

under oxidative environments and offer a competitive catalytic property compa-

rable to noble metals.

FIGURE 10.4 (a) Structure of layered hydroxides, (b) LDHs intercalated with a layer of 

anions and water molecules, and (c) exfoliated LDH monolayers in a colloidal solution (Song 

and Hu 2014). Reprinted with permission from © 2014 Springer Nature.
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10.4 SUPERCAPACITORS 

Supercapacitors bridge the gap between rechargeable batteries and conventional 
capacitors. But one of the major restrictions of supercapacitors is their lower energy 
density than the rechargeable batteries. There are several reported attempts to 
improve and enhance the energy density of supercapacitors. Supercapacitors mainly 
consist of electrodes, electrolytes, current collectors, sealants, and separators. The 
selection and design of the electrode materials have a major role in the overall perfor-
mance of a supercapacitor as it determines the ionic conductivity, surface area, and 
chemical and thermal stability [21]. 

Supercapacitors are categorized mainly into two, based on their charge storage 
mechanism, one is electric double-layer (EDLC) or faradaic capacitor where energy 
is stored via non-Faradaic electrostatic interaction and the other one is pseudocapaci-
tor where the energy storage is accomplished through Faradaic redox charge trans-
fer reactions [22]. When 2D layered nanomaterials are used as electrodes in both 
Faradaic and non-Faradaic storage systems, the charge is mainly stored at the basal 
plane of the layered nanosheet, i.e., with the larger planar area. Additionally, the 
presence of active edge sites and the weak van der Waals gap between the nanosheet 
layers of 2D nanomaterials offer enhanced and suitable electrochemical perfor-
mance in supercapacitors. Here in this section, the most commonly used exfoliated 
2D nanosheets of both carbon-based and non-carbon-based are discussed in detail. 

Graphene is one of the most common 2D layered carbon sheets with a hexagonal 
lattice structure, widely investigated for supercapacitor applications. The kinetics of 
an electrode material mainly depends on the transportation and diffusion of electro-
lyte ions. Due to the lack of enough edge planes and surface charges, monolayer gra-
phene is considered one of the most chemically and electrochemically inert materials 
[23]. During the charge storage process, graphene acts as a superior active material as 
the electrolyte ions like Na+, K+, etc., can be stored electrostatically on the electrode. 
But the agglomeration of graphene nanosheets due to the strong van der Waals inter-
action limits the full utilization of graphene surface for ion adsorption. The agglomer-
ated structure extremely limits the direct access to the charge-storage surfaces, which 
fnally leads to the increase in ionic resistance at the electrode [24]. Higher agglom-
eration, hydrophobicity, and the random orientation of graphene nanosheets restrict 
the availability of ions on the active surface. Thus, the morphology of the electrode 
materials plays a vital role in the charge storage mechanism of supercapacitors. 

Stoller et al. developed chemically modifed graphene (CMG) electrodes with 
good electrical conductivity and a specifc surface area of 705m2g−1, by chemical 
functionalization of monolayer graphene. The CMG electrode materials exhibited 
a specifc capacitance of 135 F g−1 in aqueous electrolyte (5.5 M KOH) and 99 F g−1 

in the organic electrolyte [25]. Most reported graphene-derived electrode materials 
exhibited lower specifc surface area than their theoretical value (2,630 m2g−1). But 
the Ruoff group reported KOH-activated thermally exfoliated graphene oxide and 
microwave exfoliated graphene oxide (MEGO) electrode material, which exhibited 
an ultrahigh specifc surface area value of 3,100m2g−1, a high electrical conductivity 
(~500 S.m−1), high content of sp2-bonded carbon, and low hydrogen content. The KOH-
activated MEGO electrode exhibited a notable high energy density (~70 Wh kg−1) 
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and power density (~250kW kg−1) at a current density of 5.7 A g−1 [26]. El-Kady et al. 
fabricated a graphene-based supercapacitor via laser irradiation of a graphene oxide 
flm coated on a fexible substrate mounted in a LightScribe DVD optical drive. The 
graphene oxide sheets stacked in the flm were reduced and exfoliated simultane-
ously upon laser irradiation and this structure restricts the agglomeration of graphene 
sheets and also the open pores in them facilitate the easy accessibility of electrolyte 
on the electrode surface. The resultant laser-scribed graphene sheets exhibited a high 
specifc surface area of 1,520m2g−1, good mechanical fexibility, and high electrical 
conductivity (1,738 S.m−1) [27]. Miller and his group fabricated supercapacitor elec-
trodes using radio frequency plasma-enhanced chemical vapor deposition in which 
vertically oriented graphene nanosheets were deposited on a heated Ni-substrate. 
They showed a specifc surface area of ~�1,100m2g−1 and effective fltering of 120Hz 
current with a resistance-capacitance time constant value less than 0.2 ms. With the 
exposed edge planes the vertically aligned graphene nanosheets showed enhanced 
charge storage as compared to the fat graphene nanosheets [28]. The exceptional 
properties and promising application of graphene in energy storage devices have trig-
gered a remarkable interest in exploring other non-carbon 2D layered nanostructures 
with versatile properties. 

Non-carbon-based 2D layered nanomaterials have been considered as a poten-
tial candidate for supercapacitor electrodes owing to their unique physical and 
chemical properties such as high electronic conductivity, tunable surface chem-
istry, more surface-active sites, dual non-faradaic and faradaic electrochemical 
performances, and larger mechanical strength. 2D non-CNSs include TMDs 
(MoS2, WS2, TiS2, ZrS2, MoSe2, WSe2, etc.), layered metal-oxides, hexagonal 
boron nitride (h-BN), LDHs, graphitic carbon nitride (g-C3N4), and MXenes 
(Ti3C2, V2C, Ti2AlC, TiAlC, Ti3CN) [29]. Among TMDs, 2D MoS2 nanosheets 
are a potential supercapacitor electrode material that exhibits large electrical 
double layer capacitance (EDLC) owing to their stacked sheet-like structure, and 
large pseudocapacitance due to the different Mo oxidation states (+2 to +6). Tour 
and his co-workers developed vertically aligned/edge-oriented MoS2 nanosheets 
that offer a high capacitive property with more van der Waals gaps and rendered 
reactive dangling bonds sites for the electrolyte ions. Areal Capacitance of 12.5 
mF cm−2 was obtained for sponge-like vertically aligned MoS2 electrodes [30]. 
Layered 2D TMOs exhibit exceptionally high surface area and high conductivity 
as they are capable of holding charged ions on their surface without intermix-
ing. Supercapacitors based on layered TMOs feature superior cyclic stability, high 
energy density, and high discharge currents. Commonly used 2D layered TMOs 
include MnO2, NiO, Co3O4, and RuO2. MnO2 possesses low conductivity and thus 
they require a conductive matrix of graphene or metal foam. Peng et al. fabricated 
a supercapacitor electrode integrating 2D graphene and 2D MnO2 into a planar 
capacitor design that was highly fexible [31]. 

2D LDH sheets are a class of multi-metal clay materials that consist of metal 
cations brucite layers octahedrally surrounded by hydroxyls forming M2+(OH)6/M3+/ 
M4+(OH)6 octahedra. Their high redox activities can be attributed to their unique 
properties like cations, easy tenability in their host layers and they are capable of 
exchanging anions without disturbing the structure. In NiAl-LDH, its electrochemical 
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property is due to a mixed mechanism comprising of ‘electron hopping’ along with 
the layers of LDH and the migration of protons from the host layer to the solution 
[32]. MXenes have become a widely accepted supercapacitor electrode material with 
their impressive electrochemical properties due to their unique 2D structure and 
well-defned geometry. MXenes are one of the fast-growing materials among 2D 
materials, which include metal carbides, nitrides, and carbonitrides. One of the prom-
ising features of MXene is the exceptionally large interlayer spacing, which helps 
in the de/intercalation of ions like Na+, Li+, etc. Mainly hydrogen bonding and van 
der Waals bonding interactions act between the MXene layers. To produce MXene 
single fake suspensions, water, cations, tetrabutylammonium hydroxide (TBAOH), 
dimethylsulfoxide (DMSO), etc. are intercalated into the MXene interlayer spacing 
followed by the sonication process. In the H2SO4 electrolyte, Ti3C2Tx shows a high 
volumetric capacitance of ~1,500 F cm−3 (380 F g−1), and the conductive, transparent 
Ti3C2Tx flms are used to fabricate solid-state transparent supercapacitors [33]. 

10.5 LITHIUM-ION BATTERY 

Lithium-ion batteries (LIBs) are the answer to many of the energy storage-related 
challenges. LIBs become an essential part of everyday life. LIBs work by the rocking 
chair mechanism wherein the lithium ions are moved between the anodes and cath-
odes. The electrodes play an important role in storing the lithium ions by the inter-
calation and deintercalation reactions. Historically, layered materials have played an 
important role in the development of LIBs by allowing the layered structures of the 
electrodes like graphite to intercalate lithium ions. Currently, LIBs use a wide variety 
of electrodes having mechanisms such as insertion, alloying, and conversion reac-
tions [34]. Electrodes with higher rate capability, higher charge capacity, and (for 
cathodes) suffciently high voltage can improve the energy and power densities of Li 
batteries and make them smaller and cheaper. The fast-paced life around the globe 
is forcing researchers to focus on materials that can be charged faster and hold more 
energy per volume and weight. Layered materials are often helpful in achieving faster 
lithium-ion diffusion and have a higher capacitive contribution. Owing to compelling 
electrochemical and mechanical properties, exfoliated 2D nanomaterials have been 
propelled to the forefront in investigations of electrode materials in recent years. 

Exfoliated 2D nanomaterials are exceedingly desirable as anodes and cathodes. 
As anodes, the famous candidates are graphene and graphene-based composite mate-
rials, including carbon nanotubes/graphene, nonmetal/graphene, TMOs/graphene, 
sulfde/graphene, and salts/graphene. As cathodes, exfoliated 2D nanomaterials have 
remarkable electron transport velocity, high theoretical capacity, and excellent struc-
tural stability. The exfoliation of bulk material and Li+ insertion was represented in 
Figure 10.5, which shows easier paths for lithium-ion storage. 

Graphite is the most traditionally used anode in LIBs, which is a layered material. 
Expansion and exfoliation of the graphite are well reported by various researchers. 
Graphite as such shows a theoretical capacity of 372 mAh g−1. Due to good electri-
cal conductivity, high surface area, and greater mechanical fexibility, graphite exfo-
liation has attracted the most attention for fabricating high-performance electrode 
material for LIB. Lithium may bond both graphene sheet sides as well as edges and 
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FIGURE 10.5 Sketch of the exfoliated layered material as a cathode for Li+ insertion in LIBs. 

covalent sites. Recent studies demonstrated that the small lateral sizes of narrow gra-
phene nano-ribbons can accommodate Li+ ions at the edges sites more effciently than 
basal sites, thus leading to maximum Li-storage in the form of Li4C6. The probable 
defects formed during the exfoliation process become an advantage in such cases. 
Apart from this, graphene nanosheets are widely used to make composites with other 
electrode materials. In materials like silicon, graphene sheets are also used to give 
cushioning effect to accommodate the high volume change during the lithium uptake. 

Exfoliated carbons are trustable electrodes for lithium battery electrodes but lack 
high capacity, which restricts the overall capacity of the batteries. Exfoliated 2D 
group V nano-crystals have a greater theoretical capacity than graphite. Exfoliation 
of these metallic electrodes is challenging because of the stability issues. Among 
them, layered 2D antimony has the potential as electrode material for LIBs, owing to 
their large interlayer distance in their layered structure, high capacity, long mean free 
path, and environmental friendliness. The theoretical capacity of antimony is mod-
erate therefore other 2D materials are also explored as LIB electrodes. The layered 
transition metal oxides (LTMOs) require a special mention in LIBs. The exceptional 
feature of these materials is the presence of an interlayer region that serves as the host 
for ion intercalation. The extensive interlayer spacing and weak interlayer bonding 
of LTMOs permit the intercalation of an enormous variety of guest species, like cat-
ions, polymers, and anions. LTMO has excellent electronic and ionic conductivity, the 
attainability of interlayer sites for the intercalation of cations from the electrolyte, and 
the ability to undergo redox reaction property for high energy density LIB. Several 
mechanisms are possible when LTMO is in contact with an electrolyte like intercala-
tion, conversion, double layer capacitance, conversion, and pseudocapacitance [35]. 
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2D TMDs consist of greater specifc capacity and larger interlayer spacing, which 
permit a quick Li+ insertion/extraction process without persuading noteworthy volume 
changes [36]. Exfoliated layers of chalcogenides such as MoS2, NbSe2, WS2, MoSe2, 
TaSe2, and MoTe2 nanosheets are widely used for the LIB. Among them, MoS2 is an 
exciting electrode material for LIBs due to its high theoretical capacity. MoS2 nano-
layers allow intercalation of Li+ ions into the structure without noteworthy volume 
change and charging and discharging prevent the disintegration of active material. 
Based on the reaction MoS2 +�4Li+ 

+�4e− 
↔ 2Li2S +�Mo, the electrochemical reaction 

of Li with MoS2 involves 4 moles of Li per mole of MoS2. The main concern of MoS2 

layered nanomaterial is low electronic conductivity and poor cyclic stability [37]. 
Another class of materials that is gaining recent attention is MXenes, which pos-

sess 2D layered structure. The main advantage of MXene as electrode material for the 
energy storage device is the separation between MXene layers that can be controlled 
systematically. MXenes usage as anode for LIBs was frst reported by Naguib et al. 
[38]. The MXenes prepared by Naguib showed improved surface area by ~10-fold as 
compared with graphene since MXenes exhibit improved specifc capacity. Layered 
morphology of the electrodes always had a positive impact on LIBs by facilitating the 
rocking chair mechanism. Fast charging and higher capacities are repeatedly reported 
as a result of exfoliation. Structural changes during the exfoliation are usually acting 
in favor of the intercalation of more lithium ions to the electrodes. Therefore, exfoli-
ated 2D materials are going to have a large impact on the future development of LIBs. 

10.6 CONCLUSIONS 

Exfoliated 2D nanosheets have gained considerable attention from the research com-
munity in recent years. The development of various 2D nanosheets of different ori-
gins allows the researchers to resolve numerous bottlenecks associated with many 
electrochemical devices, especially in sensors, fuels cells, supercapacitors, and bat-
teries. Though exfoliation is a top-down approach, it can produce reasonably good 
quality nanosheets in large quantities, which is essential for device fabrication at a 
large scale. Interestingly the defects generated during exfoliation favor electrochemi-
cal activity than the ones prepared by chemical vapor deposition with fewer defects. 
The exfoliated 2D materials are expected to play an important role in the further 
advancements in electrochemical devices in the coming years. 
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I. Introduction
Personality refers to an individual's distinctive patterns of thoughts, feelings, and behaviours.
Personality tests can cover a wide range of topics. Its goal is to figure out what your talents,
limitations, temperament, and leadership style are.
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I. Introduction
Today, recording someone’s presence through their attendance is crucial for every organization.
Being present in an organization is evidence that a person is honoring their commitment to that
agency or organization. Attendance is typically taken by hand. It may be signed or referred to
individually. To be able to accelerate and give time efficiency in this digital age, a change from this
lack is necessary. Face recognition allows us to keep track of attendance for every person present
in a company.
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I. Introduction
Amidst the evolution of the digital world, the internet has become the ultimate information hub. New
data keeps getting added on a regular account. Moreover, the addition of all human languages and
the digitalization of all data calls for the need for sentence similarity.
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Speech emotion popularity is one of the quite promising and thrilling issues in the area of human computer interaction.
It has been studied and analysed over several decades. It’s miles the technique of classifying or identifying emotions
embedded inside the speech signal.Current challenges related to the speech emotion recognition when a single
estimator is used is difficult to build and train using HMM and neural networks,Low detection accuracy,High
computational power and time.In this work we executed emotion category on corpora — the berlin emodb, and the
ryerson audio-visible database of emotional speech and track (Ravdess). A mixture of spectral capabilities was
extracted from them which changed into further processed and reduced to the specified function set. When compared
to single estimators, ensemble learning has been shown to provide superior overall performance. We endorse a
bagged ensemble model which consist of support vector machines with a gaussian kernel as a possible set of rules for
the hassle handy. Inside the paper, ensemble studying algorithms constitute a dominant and state-of-the-art approach
for acquiring maximum overall performance.
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I. Introduction
Speech is a very natural way for humans to express themselves. As a result, it’s only logical for you
to extend this communication to computer programs. Speech recognition systems (SER) are a set
of processes that operate together to classify and detect embedded emotions in audio files. The
SER has been attracting attention for more than two decades. These unique studies make use of
improvements in all areas of computer and technology, necessitating the need to update the current
methodologies and procedures that enable the SER.
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Abstract:
Global cybersecurity threats have grown as a result of the evolving digital transformation. Cybercriminals have more
opportunities as a result of digitization. Initially, cyberthreats take the form of phishing in order to gain confidential user
credentials.As cyber-attacks get more sophisticated and sophisticated, the cybersecurity industry is faced with the
problem of utilising cutting-edge technology and techniques to combat the ever-present hostile threats. Hackers use
phishing to persuade customers to grant them access to a company’s digital assets and networks. As technology
progressed, phishing attempts became more sophisticated, necessitating the development of tools to detect
phishing.Machine learning is unsupervised one of the most powerful weapons in the fight against terrorist threats. The
features used for phishing detection, as well as the approaches employed with machine learning, are discussed in this
study.In this light, the study’s major goal is to propose a unique, robust ensemble machine learning model architecture
that gives the highest prediction accuracy with the lowest error rate, while also recommending a few alternative robust
machine learning models.Finally, the Random forest algorithm attained a maximum accuracy of 96.454 percent. But by
implementing a hybrid model including the 3 classifiers- Decision Trees,Random forest, Gradient boosting classifiers,
the accuracy increases to 98.4 percent.
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I. Introduction
Since approximately a decade, internet usage has exploded, and consumers have utilised it to find
and fulfil a variety of needs such as communication, shopping, money transactions, and more by
using the web instead of time-consuming traditional methods [1]. The internet facilitates a variety of
activities and makes life easier. Despite this, it has flaws and flaws of its own. Cybercriminals take
use of the internet’s flaws and exploit them to scam unsuspecting users [2]. In a recent work [3] an
adaptive time-based approach was proposed for predicting the possibility of harmful assaults with
great accuracy by hackers to obtain sensitive information such as account credentials, bank
account information, and even social networking information by fooling and misleading the user into
paying into the hacker’s account, among other things. Every year, Internet users lose billions of
dollars due to phishing.Phishing is one of the most known threats on gullible people, in which their
private details is revealed through bogus websites. These URLs are used to pilfer the sensitive
information of the users like banking and credit card details, and passwords.Those websites that
look akin to those of actual websites are the ones used by the phishers. Phishing is one of the most
important online security concerns. The Internet has evolved into a critical infrastructure that
provides enormous benefits to human society. However, there are many issues with Internet
security, such as phishing, malicious software, and data leakage, which have already affected
users’ finances severely.To get beyond anti-phishing software and approaches, phishers use new
and hybrid techniques.Phishing is a criminal activity that uses social engineering and technical
deception to obtain a consumer’s personal information and bank account credentials.It is defined by
the Anti-Phishing Working Group (APWG) as the act based on obtaining consumers’ financial and
personal information through deception such as fraud.[1]. Cyberattacks such as phishing are
common strategies used to hack into networks, steal information, and damage property. According
to Kaspersky Lab statistics, over the course of the year, 29.4 percent of user computers were
exposed to at least one Malware-class web assault, and web antivirus components identified 199
455 606 distinct URLs as malicious [2]. In addition, the percentage of financial phishing detections
grew from 47.5 percent to nearly 54 percent in 2017 [2]. Phishing has evolved into one of the most
serious Internet security risks. The most unsafe criminal exercise in cyberspace is Phishing.
Phishing comes under social engineering, which uses email or malicious websites to trick people for
stealing their personal information.The phishers attack the vulnerable users by sending the fake
email, which appears to come from a legitimate organization, asking to enter personal credentials
like online banking details, login details and other sensitive personal data.These malicious website
imitates their legitimate websites reassuring the users. Phishing messages mostly propagate over
instant messengers, email, VoIP, social networking sites,short message service and so forth[2].
When users respond to these messages, they get easily trapped by the perpetrator.To prevent
phishing attacks, many researches are done by different communities around the world. Some
prevention methods include detecting the fake websites by implementing machine learning
algorithms such as Logistic Regression, Linear Regression, SVM(support vector machine), KNN,
Naive Bayes, Random Forest, K-Means and providing awareness workshops to pinpoint legitimate
websites[3].

Sign in to Continue Reading

Josna Philomina
Computer Science and Engineering SCMS School Of Engineering And Technology, Ernakulam, India

 Contents



More
Like
This

Detecting Phishing of Short Uniform Resource Locators using classification techniques

2021 12th International Conference on Computing Communication and Networking Technologies (ICCCNT)

Published: 2021

Phishing Web Page Detection Using N-gram Features Extracted From URLs

2021 3rd International Congress on Human-Computer Interaction, Optimization and Robotic Applications (HORA)

Published: 2021

Show
More

Figures 

References 

Citations 

Keywords 

Metrics 

K A Fahim Fathima
Computer Science and Engineering SCMS School Of Engineering And Technology, Ernakulam, India

S Gayathri
Computer Science and Engineering SCMS School Of Engineering And Technology, Ernakulam, India

Glory Elizabeth Elias
Computer Science and Engineering SCMS School Of Engineering And Technology, Ernakulam, India

Abhinaya A Menon
Computer Science and Engineering SCMS School Of Engineering And Technology, Ernakulam, India



IEEE Personal Account

CHANGE
USERNAME/PASSWORD

Purchase Details

PAYMENT OPTIONS

VIEW PURCHASED
DOCUMENTS

Profile Information

COMMUNICATIONS
PREFERENCES

PROFESSION AND
EDUCATION

TECHNICAL INTERESTS

Need Help?

US & CANADA: +1 800
678 4333

WORLDWIDE: +1 732
981 0060

CONTACT & SUPPORT

Follow

   

About IEEE Xplore | Contact Us | Help | Accessibility | Terms of Use | Nondiscrimination Policy | IEEE Ethics Reporting | Sitemap |
IEEE Privacy Policy
A not-for-profit organization, IEEE is the world's largest technical professional organization dedicated to advancing technology for the benefit of
humanity.

© Copyright 2024 IEEE - All rights reserved.

IEEE Account

» Change Username/Password

» Update Address

Purchase Details

» Payment Options

» Order History

» View Purchased Documents

Profile Information

» Communications Preferences

» Profession and Education

» Technical Interests

Need Help?

» US & Canada: +1 800 678 4333

» Worldwide: +1 732 981 0060



» Contact & Support

       

A not-for-profit organization, IEEE is the world's largest technical professional organization dedicated to advancing technology for the benefit of humanity.
© Copyright 2024 IEEE - All rights reserved. Use of this web site signifies your agreement to the terms and conditions.

About IEEE Xplore Contact Us| Help| Accessibility| Terms of Use| Nondiscrimination Policy| Sitemap| Privacy & Opting Out of Cookies|



IEEE.org IEEE Xplore IEEE SA IEEE Spectrum More Sites Subscribe

Conferences  > ICC 2022 - IEEE International... 

Performance of Hybrid Satellite-UAV NOMA Systems
Publisher: IEEE Cite This  PDF

Christina Gamal ; Kang An ; Xingwang Li ; Varun G. Menon ; G. K. Ragesh ; Mostafa M. Fouda ; Basem M. ElHalawany All Authors 

6
Cites in
Papers

583
Full
Text Views

Subscribe Cart


Create
Account

   

Alerts
Manage Content Alerts 

Add to Citation Alerts 



Abstract

Document Sections

I. Introduction

II. System Model and
Channel Statistics

III. Outage probability
Analysis

IV. Optimization algorithm
for power allocation

V. Results and Discussions

Show Full Outline 

Authors

Figures

References

Citations

Keywords

Metrics

More Like This


Downl

PDF

Abstract:This paper investigates the performance of non-orthogonal multiple access (NOMA) based hybrid satellite-
unmanned aerial vehicle (UAV) systems, where a low Earth orbit (LE... View more

Metadata
Abstract:
This paper investigates the performance of non-orthogonal multiple access (NOMA) based hybrid satellite-unmanned
aerial vehicle (UAV) systems, where a low Earth orbit (LEO) satellite communicates with the ground users via a decode
and forward (DF) UAV relay. We investigate a two NOMA users system, where a far user (FU) and a near user (NU)
are served by the UAV which is located at a certain height above the origin of the coverage circle. The channel
between satellite and UAV is assumed to follow a Shadowed-Rician fading and the channels between UAV and users
are assumed to follow a Nakagami-m fading. New closed-form expressions of the outage probabilities for the two users
and the system are derived. Different from other work in literature, we take into consideration different parameters
affecting the total link budget. Additionally, we propose an algorithm for minimizing the system outage probability. The
mathematical analysis is verified by extensive representative Monte-Carlo (MC) simulations. Finally, simulations are
provided to demonstrate the impact of important parameters on the considered system as well as the superiority of the
NOMA scheme the over reference scheme.
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I. Introduction
Recently, satellite communication (SatCom) has withdrawn an increasing research interest due to
the several advantages offering over conventional terrestrial communication such as wide coverage
area, covering harsh and isolated geographical regions where conventional wired or wireless
communication can’t reach including maritime, deserts, and jungles. Moreover, SatCom serves well
in disaster areas where the terrestrial networks are compromised. Additionally, SatCom can provide
a wide range of flexible applications in the field of navigation, TV and Radio broadcasting services,
Weather prediction and climate monitoring, Internet access, and satellite telephony [1]. On the other
hand, SatCom networks face several challenges including operation cost [2], propagation delay [3],
and signal degradation due to rain and atmospheric disturbances. Additionally, antenna-pointing
errors angle caused by satellite perturbation or by the other side’s mobility may lead to
communication outage [4]. Furthermore, the line-of-sight (LOS) link may be blocked by heavy
shadowing or obstacles that retard communication between the satellite and terrestrial users [5]. To
combat such issues, hybrid satellite-terrestrial networks (HSTNs) based on relaying have been
proposed in many literature [2], [5]– [7] to increase efficiency, and enhance the performance of the
user whose direct link is unavailable or deteriorated. Satellites can be stationed in a variety of orbits
including Low Earth orbit (LEO), medium Earth orbit (MEO), highly elliptical orbit (HEO), and
geosynchronous orbit (GEO) [8]. Recently, LEO satellites constellation networks have withdrawn a
great interest due to their small propagation delay, high data rate, and lower transmit power [9].
Consequently, we consider a LEO satellite setup in this work.
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Recent heterogeneous computing facilities and data explosion introduce challenges in network traffic

analysis and demand intelligence-based approaches to ensure cyber security and the protection of

online digital services. Researchers have been proposing various machine and deep learning

approaches for network traffic analysis in different problem domains. However, it is also crucial to

understand how these algorithms perform across the different domains. Hence in this research work we

extend an analysis of diverse machine learning and deep learning techniques across three different

problem domains: DDoS attack detection, Malicious URL detection and Tor traffic classification. We

employ three publicly available datasets to train eight different machine learning and six deep learning

models for both multi-class and binary classification in our comparative study. Our experiments show

that Random Forest achieved superior performance compared to other machine learning models with
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F-measure of 92% for multi-class traffic classification and 100% for binary classification problems. For

the deep learning models, Autoencoder with Random Forest achieved superior performance with an F-

measure of 89% and 100% for multi-class and binary problems respectively.
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Adhering to the requirements of Fifth Generation (5G) communication for seamless data gathering,

especially from underwater resources, Unmanned Aerial Vehicles (UAVs)-assisted 5G Internet of

Underwater Things (IoUT) have been leaving an everlasting impression. However, the resource-

constrained underwater sensor nodes limit the potential of IoUT for reliable data dissemination due to

their shorter operational period. To extenuate this concern, in this paper we present an Energy-Efficient

Unmanned Aerial Vehicle (UAV)-assisted Routing Architecture (EEURA) for 5G IoUT. The Cluster Head

(CH) is selected using Improved-Tunicate Swarm Algorithm (I-TSA). We use Energy-Harvesting (EH)-

enabled nodes and a single UAV for data collection from the underwater deployed sensor nodes to

extenuate hot-spot problem. It is evident from the simulation investigation that EEURA performs

exclusively better than the state-of-the-art routing methods in IoUT.
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Abstract:
Smartphones include multiple sensors to track a device’s movement. This research investigated the capability of
smartphone motion sensors to determine the user’s gender and age in different contexts. A subject’s context is an
action they engage in, such as sitting or standing. This paper is based on the differences in behavior between male and
female smartphone users, precisely, how they hold and manage their devices. To build our approach, we use the
MotionSense Dataset. This dataset contains data from accelerometer and gyroscope sensors over time (attitude,
gravity, acceleration, and rotationRate). In this study, we consider multiple contexts such as walking, sitting, standing,
and jogging. Our method proposes to use smartphone sensors to detect an individual’s age and gender with an
accuracy of 99.89% if they are seated.
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I. Introduction
Smartphones today are multi functional, with the majority of functions being utilized for a variety of
reasons. Our daily lives have become heavily dependent on smartphones. But they are particularly
vulnerable to being lost, stolen, or easily accessible by non-owners due to their size. Once an
intruder has physical access to a device, he or she may be able to mimic the device’s original
owner for financial or non-monetary gain and mischief. Most modern smartphones feature built-in
sensors that can detect motion as well as the ambient and positional conditions in which they are
used.
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Abstract

Underwater image enhancement is an effective
method for improving the captured underwater
images that have been damaged owing to medium
dispersion and absorption. Based on the principles
of fusion, this method derives the inputs and the
weight maps from the image’s degraded version.
Two inputs representing color-corrected and
contrast-enhanced versions of the original
underwater image and three weight maps that seek
to increase the visibility of degraded objects due to
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the medium dispersion and absorption are specified
here to overcome the limitations of the underwater
medium. This method is a single image approach
that does not need specialized hardware or
underwater conditions or scene expertise. In order
to facilitate the transfer of edges and color contrast
to the output image, the two fusion images, as well
as their associated weight maps, are identified. The
detailed qualitative and quantitative assessment
show that the enhanced images are distinguished
by improved illumination of the dark areas,
enhanced global contrast, and sharpness of the
edges.
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Abstract

This paper describes an application framework which
uses Li-Fi (Light Fidelity) technology to reduce the time
delay and congestion caused at the toll system. The Li-
Fi is a disruptive technology driven by the visible light
spectrum that makes the data transmission process
much faster and enhances the system efficiency. In Li-
Fi, there is no interference as in radio waves and it
provides higher bandwidth. It is a bidirectional wireless
data carrier medium that uses only visible light and
photodiodes. Everything happens very fast in this world,
including transportation. In the present scenario,
spending a long time in traffic is irritating. Even after the
introduction of FASTag, there is not much change in toll
booth queues. It is at this point where we start to think
about a different plan to avoid unwanted blocks at toll
booths. Hence, we introduce the concept of Li-Fi where
vehicles can move through the toll booths without any
pause. All that we are using here is DRL (Daytime
Running Lights). This will have a corresponding
receiver section which will accept the signals from the
DRL. This method also has certain extra perks which
will provide an interdisciplinary help to many major
fields.KeywordsLi-FiLight-emitting diode (LED)TollIoT
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Abstract— Several undrained static triaxial tests were 
performed on soil combinations to study the effect of initial 
conditions, fines content and plasticity on the undrained 
response and liquefaction behaviour of sand and soil mixtures. 
Soils are more liquefiable if they possess less dilation (or 
contraction) and low levels of stress ratios at failure strain levels. 
The results are displayed in the form of stress-strain relations, 
pore pressure developments, stress paths and liquefaction 
susceptibility of different soil mixtures is evaluated. Findings 
show that the stress ratios decrease with the decrease of relative 
densities and increase of consolidation pressures. Non-plastic 
silty sands behave as less dilative than fine sands due to the rise 
of pore pressure ratios with fines content. Stress ratios decrease 
with increase in the plasticity up to 5, and beyond that, increase 
with plasticity indices up to 15. The decrease or increase of stress 
ratios is due to the increase or decrease of pore pressures with 
plasticity indices. 

 

Keywords—low plastic fines, liquefaction, undrained response 

I. INTRODUCTION 

The term soil liquefaction was initially coined by Terzaghi 
and Peck (1948). The subject is much older than that; 
however, Dutch engineers have been engineering against 
liquefaction for centuries in their efforts to protect their 
country from the sea. Koppejan et al. (1948) brought the 
problem of coastal flow slides to the soil mechanics fraternity 
at the 2nd International Conference in Rotterdam. Soil 
liquefaction is defined as the transformation of granular 
material from solid to liquid state as a consequence of 
increased pore water pressure and reduced effective stress 
(Marcuson, 1978). In general, the liquefaction susceptibility 
of soils is determined after conducting laboratory triaxial 
compression tests under static or cyclic loading conditions. 
Triaxial compression tests have more advantage in 
controlling all types of drainage conditions.  
 
Monotonically increasing shear stress has to reach the yield 
shear strength to trigger static liquefaction and strain 
softening (Fourie et al., 2001; Kramer and Seed, 1988; 
Wanatowski and Chu, 2008). Strain-softening subsequently 
follows the initiation of liquefaction until a reduced post-
liquefaction strength is mobilised at large shear strains 
(Terzaghi et al., 1996).  After conducting the laboratory tests, 
Kramer and Seed (1988) demonstrated that there is a marked 
increase in static liquefaction susceptibility with an increase 
in principal effective stress ratios. Lade & Yamamuro (2011) 
explained the mechanism of instability inside the failure 
surface and showed that in most cases, static liquefaction 
occurs in loose silty sands. Sina & Siavash (2014) have 
conducted triaxial tests in Babolsar sand and experienced the 
possible states of liquefaction of soil.  The  investigators 
(Koppejan et al., 1948; Fourie et al., 2001; Bjerrum, 1971; 

Castro, 1969; Hazen, 1918; Muhammad, 2012; Olson, 2001) 
described several cases of liquefaction flow failures.  
 
However, the accuracy of test results is affected by various 
factors like specimen preparation, initial conditions, 
saturation of soil, type of fines, fines content, plasticity, etc. 
Among those, specimen preparation is one of the critical 
factors that influence the test property. It is mandatory to 
choose the method of specimen preparation to represent the 
actual field deposit. Previous studies have shown that 
different specimen preparation methods result in different 
soil fabrics and stress-strain response at small to moderate 
strain levels. Various methods used to reconstitute the soil 
specimens in the triaxial testing are moist tamping, slurry 
deposition, water sedimentation, air pluviation, dry funnel 
deposition, under compaction, etc. 
 

The present study deals with the effect of fine content and 
plasticity on the undrained response and liquefaction 
susceptibility of sand under static loading. Liquefaction 
susceptibility under static load is expressed in terms of stress 
ratios and excess pore pressure ratios. 

II. MATERIALS USED 

To process non-plastic and low plastic soil mixtures for 
the present study, soil materials of fine sand, crushed stone 
dust, kaolinite and natural clay were collected from various 
locations of Kerala state in India. Totally 17 soil 
combinations were made after blending the non-plastic fines 
and clay fractions into the fine sand. The silty sands contain 
up to 40% non-plastic fines and low plastic soil mixtures 
contains 5 - 40% clay fraction by varying the plasticity 
indices of 5, 10 and 15. The details regarding materials and 
their basic properties are explained in Rangaswamy et al. 
(2020).  

III. TRIAXIAL TESTING 

The liquefaction susceptibility of soils can be determined 
after conducting laboratory triaxial compression tests under 
static or cyclic loading conditions. Triaxial compression tests 
have more advantage in controlling all types of drainage 
conditions. The static triaxial tests in undrained conditions 
were carried out to investigate the liquefaction susceptibility 
of non-plastic and low plastic soil mixtures. The stages 
involved in carrying out the triaxial tests, including test 
equipment, are discussed below.  
 
An automated digital type of static triaxial testing facility 
(Mfd. by Heico, India) with a computer display of 
measurements was used to carry out the experiments.  It has 
the features of cell and back pressure control devices, volume 
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change, LVDT, load cell and pore pressure indicators. All the 
digital instrumentations of measurement units are connected 
to data control and acquisition system. Sophisticated software 
is also provided to monitor the various parameters on the 
computer screen. Several triaxial tests were performed on 
cylindrical specimens of sand, non-plastic and low plastic soil 
combinations. The testing involves the following stages:- 
specimen preparation, saturation, isotropic consolidation and 
shearing under undrained conditions. The cylindrical soil 
specimens were prepared with 50 mm in diameter and 100 
mm in height at 50% relative density. The method of moist 
tamping with the under-compaction procedure suggested by 
Ladd (1978) has been used for specimen preparation. The 
saturation of the specimens has accomplished by following 
the cell and back pressure incremental process until it reaches 
the pore pressure coefficient B of 0.98 or more. More details 
on the soil specimen preparation, saturation and 
consolidation are explained in Akhila et al. (2018).   
 
After consolidating the saturated cylindrical soil specimen 
with required effective pressure, shearing of the soil 
specimen is performed according to the standard testing 
procedure recommended by Bishop and Henkal (1969). The 
strain rate of 0.625 mm/min was maintained throughout the 
test. During shearing of the specimen, continuous records of 
the excess pore water pressure and axial strains were 
obtained. Each experiment was continued until it reaches the 
residual strain level.  

IV. RESULTS AND DISCUSSION 

A. Undrained response of fine sand 

This section begins with a study of the effects of initial 
conditions, i.e., density and consolidation pressure, on the 
undrained static triaxial response of fine sand. Further, it 
discusses the effects of fines content and plasticities on the 
undrained behaviour of fine sand. Liquefaction susceptibility 
of soil combinations has to be addressed qualitatively based 
on the behaviour of soil as either contractive or dilative under 
undrained static triaxial loading.  

In general, liquefaction susceptibility of soil specimens is 
evaluated in terms of static stress ratios and pore pressure 
ratios causing failure strain of 20%. Hence the effect of both 
the relative densities and consolidation pressures on 
liquefaction susceptibility of sand is explored in terms of 
stress and pore pressure ratios at 20% strain, as shown in Fig. 
1. Herein, deviator stresses and excess pore pressures at 20% 
axial failure strain are normalised with the corresponding 
consolidation pressures to obtain the static stress ratios and 
pore pressure ratios respectively. 
 
The results show that the stress ratios decrease with a 
decrease in relative densities and increase in consolidation 
pressures. At low levels of relative densities, Fig. 1(a) 
indicates that the reduction in stress ratios with consolidation 
pressures is less significant; however, it is more predominant 
at higher relative densities. The decrease in stress ratios is due 
to the increase in pore pressures with consolidation pressures 
as shown in Fig. 1(b).  At low consolidation pressures, the 
reduction of stress ratios is very high due to the increase of 
pore pressure ratios with a decrease of relative densities. The 
results illustrate that the soils consolidated at low pressures 

have high static stress ratios and more resistance to 
liquefaction. The dense soil specimens are more resistant to 
liquefaction due to high-stress ratios. Table 1 shows the 
quantitative increase in stress ratios causing liquefaction with 
the decrease of consolidation pressures. The increase in stress 
ratios with the decrease in the pressures from 150 to 50 kPa 
was found to about 37 - 95%. The quantitative increase in 
stress ratios causing liquefaction with relative densities are 
reported in Table 2. The increase in stress ratios with increase 
in the relative densities from 25 to 75% was found to about 
562 - 719%. 
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Fig. 1: Effect of consolidation pressure with the denseness 

of sand  
Table 1: Percentage increase in stress ratios with pressures 

Consolidation 
pressures, 

kPa 

Percentage increase (at 
difference Dr) 

25% 50%  75% 

150 -- -- -- 

100 16.72 5.71 9.34 

50 67.79 37.5 94.6 

 
Table 2: Percentage increase in stress ratios with densities 

Relative 
densities, % 

Percentage increase (at 
different pressures) 

150 100 50 

25 -- -- -- 

50 236 204 175 

75 606 562 719 
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B. Effect of fines  

Several undrained static triaxial tests were performed on 
sand-silt mixtures (with the fines content of 10, 20, 30 and 
40% constituted at different relative densities) to study the 
effect of fines content on the undrained response of fine sand.  
Effect of fines content on liquefaction susceptibility of sand 
is mentioned in terms of stress ratios and pore pressure ratios 
causing 20% strain. The results illustrate that the silty sands 
with high fines content have low static stress ratios and are 
more susceptible to liquefaction. It is observed from Fig. 3(a) 
that, at higher relative densities, decrease in stress ratios with 
fines content is clearly visible; however, the stress ratios of 
silty sands are almost identical at a low relative density of 
25%. It indicates that the effect of fines on liquefaction 
strength of sand at loose condition is virtually insignificant. 
It is evident that the trend of the pore pressure build-up during 
shearing is same in all the silty sands as shown in Fig. 3(b). 
 
The quantitative decrease in stress ratios causing liquefaction 
with the increase in the fines content is shown in table 3. The 
reduction in stress ratios with increase in the fines content 
from 0 to 40% was found to about 34.5 - 50.4% depending 
upon the applied consolidation pressures. At a relative 
density of 75%, the maximum reduction of stress ratio with 
fines content was found to be 55%. However, loose silty 
sands with 25% relative density have almost similar stress 
ratios within a maximum of 5% variation. 
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Fig. 2: Effect of non-plastic fines with consolidation 

pressures on (a) stress ratios and (b) pore pressure ratios at 
20% strain level 
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Fig. 3: Effect of non-plastic fines with the denseness of soils 
on (a) stress ratios and (b) pore pressure ratios at 20% strain 

level 
 

 
Table 3: Percentage decrease in stress ratios at 20% strain 

level with fines content 

Fines 
content 

(%) 

Percentage decrease in stress ratios at a particular 
density of 

Rd=50% Rd=25% Rd=75% 

3=150 
kPa 

3=100 
kPa  

3=50 
kPa 

3=100 
kPa 

3=100 
kPa 

0 -- -- -- -- -- 

10 8.3 11.8 16.4 4 19 

20 20.8 23.9 40.5 1 34 

30 28 38.3 46.4 3 42 

40 34.5 47.4 50.4 5 55 

 

C. Effect of plasticity 

Undrained static triaxial tests were performed on soil 
mixtures possessing plasticity indices of 0, 5, 10 and 15 to 
study the effect of plasticity on the undrained response of fine 
sand.  
 

Effect of plasticity on liquefaction susceptibility of soil 
mixtures with fines content is explored in terms of stress 
ratios and pore pressure ratios causing  20% strain as shown 
in Fig. 4(a) and Fig. 4(b) respectively. Results show that the 
stress ratios decrease with the increase of plasticity index up 
to 5 and beyond that, it increases with plasticity index up to 
15. The decrease or increase of stress ratios is due to the 
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increase or decrease of pore pressures with plasticity indices, 
as shown in Fig. 4(b).  
 
Table 4 shows the quantitative decrease or increase in stress 
ratios at 20% axial strain with the increase of plasticity 
indices. The reduction in stress ratios with an increase in the 
plasticity from 0 to 5 was found to be about 11 - 31% 
depending upon the fines content. Further, the increase in 
stress ratios with an increase in plasticity from 5 to 15 was 
found to be about 3.7 - 50.1 %.  
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Fig. 4: Effect of plasticity on (a) stress ratios and (b) pore 

pressure ratios at 20% strain level 
 

Table 4: Percentage decrease or increase in stress ratios at 
20% strain level with plasticity indices 

PI Percentage decrease or increase in stress 
ratios of soil mixtures with 

FC=10% FC=20% FC=30% FC=40% 

0 -- -- -- -- 

5 -11 -31 -24 -23.1 

10 +3.7 +12.6 +37.8 +27.5 

15 +8.7 +22.8 +39.5 +50.1 

 

V. CONCLUSIONS 

 

i. Stress ratios decrease with the decrease in the relative 
densities and an increase in the consolidation pressures. 
However, the reduction in stress ratios with the increase 
of consolidation pressures or decrease of relative 
densities is less significant at low relative densities and 
high pressures respectively. The decline in stress ratios 
is due to the increase of pore pressures. Soils confined 

at low normal pressures exhibit as more dilative and 
highly resistant to liquefaction. 

ii. The reduction in stress ratios with an increase in the 
fines content from 0 to 40% has found to about 34.5 - 
50.4% by decreasing the application of consolidation 
pressures from 150 to 50 kPa. At a relative density of 
75%, the maximum reduction of stress ratio with fines 
content has found to 55%. However, loose silty sands 
with 25% relative density have stress ratios within a 
maximum of 5% variation. 

iii. Stress ratios decrease with increase in the plasticity up 
to 5 and beyond that, it increases with plasticity indices 
up to 15. The decrease or increase of stress ratios is due 
to the increase or decrease of pore pressures with 
plasticity indices. The reduction in stress ratios with 
increase in the plasticity from 0 to 5 has found to about 
11 - 31% depending upon the fines content. Further, the 
increase in stress ratios with increase in the plasticity 
from 5 to 15 has found to about 8.7 - 50.1 %. 
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9.1 INTRODUCTION

Additive manufacturing (AM) or 3D printing has become one of the emerg-
ing fields for the manufacture of 3D and complex components [1]. The addi-
tive manufacturing (AM) process involves the deposition of powder metals or 
liquid polymers in layer-by-layer method to obtain the finished object [2,3]. 
This method is most widely used for the production of complex shapes which 
is very difficult to manufacture using conventional manufacturing process.

In additive manufacturing the powder materials or polymer wires are 
melted using laser or electron beam sources and deposited layer by layer as 
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per the 3D design which is fed into the system [4,5]. Hence the main advan-
tage of AM when compared with other traditional manufacturing processes 
are obvious; the foremost advantage is the ability to produce most complex 
components along with very minimal material wastage. The other major 
advantage is less production time for complex shapes compared to conven-
tional process. Because of the abovementioned advantages the AM process 
is widely used for the production of complex aerospace components [6]. In 
the recent past, additive manufacturing (AM) process has improved a lot 
and a variety of alloys can be developed using AM process. However, it is 
necessary to explore the different properties of AM manufactured alloys 
such as mechanical, tribological and corrosion-resistant properties [7,8]. 
Even though there are more studies which help us understand the mechani-
cal properties of AM manufactured metals and alloys, there are very few 
studies which let us know about the corrosion behaviour of alloys devel-
oped using additive manufacturing process.

The additive manufacturing of metals and its alloys is classified into two 
main categories, namely powder bed fusion systems and powder-fed sys-
tems. The powder-fed systems are also known as direct laser deposition 
(DLD) technique. In the DLD method metal powders and heating will be 
supplied to the substrate simultaneously [9–13]. The powder bed fusion sys-
tems are further classified into selective laser melting (SLM), selective laser 
sintering (SLS) and electron beam melting (EBM) [14,15].

Selective laser melting works in a bed in which metal powders are fed 
through the powder dispenser. The high-energy laser is rastered on to the 
powder bed as per the computer-aided design (CAD) so as to produce the 
components layer by layer. Figure 9.1 shows the schematic representation of 
SLM machine setup. Here the powders are fed into the building platform 
using recoater arm and then high-energy laser is used to raster the layer 
for consolidation. After successful consolidation of one layer, this process 
is repeated to form another layer. The approximate thickness of layers is 
80 μm [16]. The entire process was carried out inside the vacuum chamber 
under argon or nitrogen atmosphere so as to avoid oxidation [17]. The alloys 
obtained through SLM techniques exhibit fine and smooth microstructure 
as the result of high cooling rates, which are greater than 6 × 106°C/s. The 
cooling rates also play a vital role in achieving good surface roughness (Ra) 
which is in the range of 9–16 μm in SLM produced alloys [18,19].

The electron beam machining (EBM) process is similar to LM process 
but utilizes electron beam as the source of heating as shown in Figure 9.2. 
The production of electron beams requires very high vacuum up to 10–6 
torr. The vacuum chamber also helps in reduction of oxidation of metals 
and alloys [21]. It is to be noted that in all types of additive manufactur-
ing process, the microstructures of the alloys obtained depend upon the 
different production parameters. Thereby the microstructure of the alloys 
controls the important properties such as mechanical, tribological and cor-
rosion-resistant properties [22,23].
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In powder bed fusion such as SLM, EBM, and SLS the major parameters 
are the intensity of laser or electron beans, laser/electron spot size and speed 
of transverse motion. Other important factors which affect the alloy ther-
mal properties are pattern of scanning, thickness of different layers and the 
temperature of the powder bed. On the other hand, in direct laser deposi-
tion powders of size 50–150 μm are fed into the built substrate along with 
heating through laser source. Also argon gas is passed into the vacuum 

Figure 9.1  Pictorial representation of selective laser melting (SLM) process [20].

Figure 9.2  Schematic representation of electron beam machining (EBM) process [24].
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chamber so as to maintain inert atmosphere [25,26]. The important param-
eters which control the microstructure of the DLD alloys are laser energy, 
powder size and the amount of powder injected through the nozzle. The 
raster speed of laser scan and laser spot size also play a vital role in refining 
the microstructure of the DLD alloys [27,28]. Figure 9.3 shows the pictorial 
representation of DLD process. It is also to be noted that SLM technique 
is used to machine stainless steels, titanium-based alloys, aluminium-based 
alloys, whereas the DLD and EBM methods are widely used to machine 
titanium-based alloys and stainless steels [29–32].

9.2  EFFECT OF DIFFERENT PROCESS PARAMETERS 

ON THE REFINEMENT OF MICROSTRUCTURES 

AND CORROSION-RESISTANT PROPERTIES

As discussed earlier the AM processed alloys possess a different and refined 
microstructure compared to other conventional manufacturing process 
because of the influence of different parameters involved in the AM pro-
cess. In the case of SLM method, the metal powders fed into the powder 
bed undergo intensive heating normally greater than 2,000°C which is then 
followed by very fast-paced solidification process [34]. Due to this heating 
many thermal cycles are involved as the result of heat transfer between pow-
der particles as well as with the surrounding. Due to the high-temperature 
exposure and very fast cooling rate along with the heat transfer, thermal 
cycles result in improved and refined microstructures. But as the result of 

Figure 9.3  Pictorial representation of direct laser deposition (DLD) process [33].
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this rapid heating and cooling there may be formation of few defects such as 
cracks, surface roughness and porosity [35,36]. Hence these defects might 
play a vital role in determining mechanical, tribological and corrosion resis-
tance properties of AM manufactured alloys.

9.2.1 Porosity of AM Manufactured alloys

There are few studies which explain the effect of laser energy and scanning 
rate on the porosity of alloys developed through AM process. Selective laser 
melting (SLM) method was employed by Shang et al. [37] to study the effect 
of laser scanning rate on the porosity of 316L stainless steel specimens. In 
this study the laser energy was kept constant at 195 W, whereas the scanning 
rate of laser beam is varied in the order between 700 and 1,082 mm/s. The 
results show that porosity is directly proportional to the scanning rate. The 
increase in scanning rate results in improper melting which in turn affects the 
porosity of the alloys. The porosity which occurs in AM manufactured alloys 
may influence the corrosion-resistant properties of the metals and alloys [38]. 
The porosity of the additive manufactured alloys, especially Selective Laser 
Melting method, is classified into two types. One type of porosity can be 
found at the surrounding of improperly melted powders and another type of 
porosity is due to the presence of gases in between powder particles during 
atomization (gas) process, therefore by controlling the machining parameters 
we can reduce the porosity of additive manufactured alloys which in turn can 
reduce the corrosion behaviours of the additive manufactured alloys [39–41]. 
Another more accurate way to study the influence of machining parameters 
on porosity of additive manufactured    of powders, also known as volumetric 
energy density (EV) which is calculated by equation (9.1).

 
=E

e

rdt
V

 (9.1)

where e is the energy of laser,
r is scanning rate,
d is hatch diameter,
t is thickness of powder layer.

The energy density of laser plays a vital role in controlling the porosity of 
additive manufactured alloys [42,43]. The Ti6Al4V alloys were produced 
with porosity less than 0.1% by Hang et al. at an energy density of 120 J/mm3. 
The laser density of 105 J/mm3 was enough to produce 316L stainless steels 
with porosity of approximately 0.3% using Selective Laser Melting (SLM) 
process [36]. It is also to be noted that laser energy density is not the only  
factor reducing the porosity of additive manufactured alloys. Other param-
eters such as diameter of laser, scanning rate and hatch style are also very 
important in controlling the porosity of the additive manufactured (AM) 
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alloys as shown in Figure 9.4. Hence more studies should be carried out to 
find out the exact relationship between process parameters and porosity.

Porosity is one of the major causes for pitting corrosion in additive manu-
factured components, especially in selective laser melting (SLM) of 316L 
stainless steel in acidic media. The corrosion normally initiates at the loca-
tion of pores [38]. Schaller et al. [46] employed electrochemical corrosion 
analysis to study the corrosion behaviour of 17-4 PH stainless steel manufac-
tured using SLM process. The results showed that the porosity larger than 
50 μm results in pitting corrosion, whereas when the porosity was around 
10 μm there is no pitting corrosion. But when the normality of acids was 
increased and also when highly acidic acids such as sulphuric acid was uti-
lized there is evidence of pitting corrosion in 316L stainless steels [45]. The 
size and shape of the pores also have a significant effect on the pitting cor-
rosion performance; moreover, the pores which are irregular in shape will 
corrode easily due to the accumulation of ions at the edges and the corners. 
However, there are very few studies based on size distribution of pores, and 
hence more studies are required to be carried out to understand the effect of 
porosity, which includes size of the pores and l/d (aspect ratio) of the pores, 
on the corrosion behaviour of additive manufactured components.

9.2.2 Surface roughness of AM processed alloys

The selective laser melting (SLM) manufactured components have very high 
surface roughness (Ra). Wang et al. [47] reported that surface roughness 
(Ra) of the metals and its alloys are in the range of 10–30 μm, which is 

Figure 9.4  Graphical representation (a) porosity vs laser scanning speed [44] (b) porosity 
vs laser energy density of various SLM manufactured 316L stainless steel [45].
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very much higher than that of surface roughness produced by conventional 
process such as milling. He also found that the energy density of laser (ω) 
plays a very important role in deciding the surface roughness of SLM manu-
factured components. He reported that when the ω value is around 100–160 
J/mm3, the surface roughness is low around 10 μm, but when the ω values is 
reduced to 70 J/mm3, the surface roughness increases up to 15 μm.

The main reasons for high surface roughness in SLM process are the 
evaporation and Marangoni force that exists because of melting of pow-
ders. The expansion of entrapped gases stops the flow of melt and thereby 
increases the melt pool which is highly unstable. This melt pool increases 
the surface roughness (Ra). When the layers of powders are thick, more 
gas expansion takes place. Hence the surface roughness can be reduced 
by decreasing the powder layer thickness [45,48]. However, by decreas-
ing the layer thickness, the overall time for completing the machining 
increases rapidly. The improper melting of powders and formation of 
metal droplets also known as balling effect are the major reason for 
increase in surface roughness [49]. When the power of laser is very low 
the metallic powders are not completely melted and few solid particles 
stick on to the surface of the solidified components. Hence the increase 
in laser power can increase the melt rate and thereby increase wettability 
which in turn reduces the balling phenomenon [50]. Thus surface rough-
ness can be reduced when the energy density of laser is high enough to 
melt the powder particles as shown in Figure 9.5. It is also to be noted 
that if the laser intensity is very high it can also reduce the surface finish 
of the components.

Normally the morphology of the surface is very important for the cor-
rosion resistance properties. The corrosion rate increases with increase in 
surface roughness of the additive manufactured alloys such as copper, Mg 
and Al-based alloys [51,52]. Therefore, improving the surface finish by 
overcoming all defects was the major challenge for 3D printed or additive 
manufactured components. Thus many research works should be carried 
out to study the effects of post-processing surface treatments on additive 
manufactured components.

Figure 9.5  The relationship between surface roughness and (a) laser scanning speed, (b) 
powder layer thickness [44] and (c) heat input [45].

9781032392776_C009.indd   127 10/06/23   12:05 AM



128 Mechanical Properties and Characterization of Additively

9.3  CORROSION BEHAVIOUR OF ADDITIVE 

MANUFACTURED ALLOYS

In this section various types of alloys manufactured through additive 
manufacturing technique are summarized and their corrosion behaviour is 
explored so as to provide an insight for young researchers who are trying 
to study the corrosion behaviour of additive manufactured alloys. Recent 
developments in additive manufacturing (AM) processes have made it ver-
satile and a wide variety of metal alloys can be now prepared using additive 
manufacturing methods. The common types of alloys are titanium-based 
alloys, iron-based alloys and aluminium-based alloys.

9.3.1 Titanium-based additive manufactured alloys

Titanium-based alloys have very large industrial applications because of 
their properties. But a major disadvantage is their machining cost and a 
very large machining time when machined using conventional manufac-
turing processes. Hence titanium and its alloys are widely considered for 
manufacturing through additive manufacturing (AM) process [53–56]. 
Dehoff et al. [57] reported nearly 50% reduction in production cost for 
the titanium alloy-based engine bracket manufactured using AM process. 
Ti6Al4V alloy was one of the titanium alloys which was widely utilized 
for the production of biomedical, dental and automobile applications. It is 
also reported that Ti6Al4V alloys fabricated using Selective Laser Melting 
(SLM) have very minimal pitting corrosion, approximately around 150 mV, 
in sodium chloride solution. It also exhibits passivation curves which is the 
measure of corrosion resistance [58]. This improvement in corrosion resis-
tance is due to the presence of aʹ-martensite as shown in Figure 9.6. The 
rapid cooling process was the reason for the formation of aʹ-martensite and 
it also possesses β-grains. Normally in SLM manufactured Ti6Al4V alloys 

Figure 9.6  (a) Potentiodynamic polarization curves (tafel curves) of SLM manufactured 
Ti6Al4V alloy and Grade 5 alloy in NaCl solution (3.5 wt.%) [58]. (b) TEM 
image of SLM manufactured Ti6Al4V alloy [61].
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the β-phase contains more vanadium presence along with oxides; hence, the 
β-phase is more stable compared to the α-phase. The stable β-phase plays a 
vital role in increasing the corrosion resistance of Ti6Al4V alloys [59]. But 
the percentage of β-phase present in additive manufactured Ti6Al4V alloys 
is very less compared to conventional manufacturing process. So it can be 
concluded that the SLM manufactured titanium alloys show very poor cor-
rosion resistance [60].

9.3.2 Aluminium-based AM alloys

The selective laser melting (SLM) technique was broadly utilized for the 
manufacture of various aluminium-based alloys such as Al-Zn, Al-12Si, 
Al-50Si, Al-Cu and Al-10Si-M alloys [62–64]. Among these alloys 
Al-10Si-Mg alloys were widely studied by the researchers [65,66]. It is also 
noted as shown in Figure 9.7a and b. The corrosion potential of Al and Si 
particles differs, that is, Si has higher corrosion potential compared to that 
of Al which has low corrosion potential. This difference in corrosion poten-
tial leads to galvanic corrosion as shown in Figure 9.7c. Hence to overcome 

Figure 9.7  (a)STEM image of SLM manufactured Al-10Si-Mg alloy, (b) EDS mapping of Al 
and Si [68], (c) SEM image of corroded surface [45].
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this galvanic corrosion the SLM manufactured Al-10Si-Mg alloys are sub-
jected to heat treatment so as to improve the bonding of alloys and also to 
enable the formation of intermetallics, which thereby improve corrosion 
resistance [67]. 

9.3.3 Iron-based AM alloys

Stainless steels (austenitic) such as 316L and 304L will have austenitic phase 
when machined using SLM process, whereas only α-phase is formed if it is 
machined using Direct Laser Deposition (DLD) process [69–71]. The dis-
location in grains also plays an important role in improvement of hardness 
of the alloy steel. It is also to be noted that nanoscale oxide formation has 
influence in deciding the mechanical and corrosion resistance of iron-based 
alloys [72]. Some studies also show that there is not much impact of poros-
ity in corrosion behaviour of 316L stainless steel manufactured using SLM 
process as shown in Figure 9.8. Sander et al. [39] reported the corrosion 
behaviour of SLM-fabricated 316L stainless steel. They fabricated the 316L 
specimens at different scan rates and laser energies. The results exhibit that 
the scan rate and laser energy do not have any effect on corrosion resistance 
of 316L stainless steel, whereas the increase in porosity due to the faster 
scan rate and improper melting resulted in reduction in passivation poten-
tial, and hence increase in corrosion rate of 316L stainless steel samples as 
shown in Figure 9.9. The corrosion analysis of normal 316L SS samples and 

Figure 9.8  Relationship between Vol % of porosity and corrosion potential (Ecorr), repas-
sivation potential (Er), breakdown potential (Eb) and corrosion current den-
sity (iCorr) of SLM manufactured alloys [74].
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heat-treated SLM manufactured 316L SS was carried out by Hemmasian 
Ettefagh et al. [73] who reported that the heat treatment process has elimi-
nated the residual stress, thereby increasing the corrosion potential. The cor-
rosion behaviour of Laser Powder Bed Fusion (LPBF) manufactured 316L 
samples in 0.1 M HCl solution was studied by Trelewicz et al. [4]. Corrosion 
current density of LPBF manufactured 316L SS samples was much higher 
compared to wrought samples, when studied using potentiodynamic polar-
ization test. The main reason for the decrease in corrosion resistance was the 
microstructure of LPBF manufactured 316L SS.

9.4 SCOPE FOR FUTURE WORKS

• The review gives an insight into the corrosion behaviour of AM alloys, 
many research articles are explored and their findings are reported. 
Most of the studies are not systematic and concentrate on one specific 
area and lack in-depth analysis of corrosion phenomena. Hence based 
on the studies, the following gaps have been identified:

• Corrosion analysis of additive manufactured alloys was carried out in 
different acidic and brine media and also with various concentration 
and pH levels, and hence it is very difficult to compare studies on one 
alloy with other.

• In the same way, corrosion analysis of additive manufactured alloys 
was carried out using different corrosion studies such as weight loss 
method, potentiodynamic polarization method, electrochemical 

Figure 9.9  Porosity vs corrosion potential (Ecorr) and corrosion current density (iCorr) [39].
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impedance analysis etc.; hence, it is very difficult to compare studies 
on one alloy with other.

• The lack of standards for carrying out corrosion test was also one 
of the important factors to be addressed. Many studies compared 
wrought or cast irons with AM counterparts but few studies show 
the difference in properties between cast and AM alloys. Similarly, 
few studies compared only the different types of alloys produced by 
AM process but not discussed the alloys prepared by other methods. 
Hence the conclusions derived from the study may not be conclusive.

• There are very few studies on the exposure of AM alloys to nuclear 
radiation and also there are very minimal studies on the effect of gases 
especially hydrogen in AM manufactured alloys. 

• Similarly, the corrosion analysis of AM manufactured alloys is limited 
to materials such as titanium alloys, aluminium alloys and iron-based 
alloys. But AM process can be utilized to even wide range of metals 
and their alloys.

• The work has a deficiency in parting the variables, i.e., it is very 
tedious to show trends from changes in porosity and also chemical 
factors simultaneously.

9.5 CONCLUSION

An outline of the recent status of some metal matrix alloys manufactured 
employing additive manufacturing was presented with a focus on corre-
lating the relationship between the defects caused due to the microstruc-
ture and their effects on corrosion resistance properties. We can conclude 
that the high temperature evolved during manufacturing using SLM results 
in high dislocation densities and refinement of grain size, which in turn 
improves the tensile strength. Corrosion properties depend on the forma-
tion of alpha and beta phases and their structure compared to that of alloys 
fabricated using conventional methods. In the coming days, many materi-
als can be manufactured using AM process, and hence the optimization 
of various parameters involved such as laser density, raster velocity and 
size of powder particles is very important in reducing the surface rough-
ness, porosity and also to increase the strength of the alloys. However, the 
intrinsic relationship between the microstructural characteristics and the 
corrosion behaviour of the AM-fabricated components should be actively 
focused as well. The qualities of the input powder material and their effects 
on the fabrication process should be the first focus of research. It is critical 
to include the following three major components when describing a powder: 
particle microstructure, particle morphology and particle chemistry [75]. 
The focus of the current research is on the morphological characterization 
of powders and their impact on the characteristics of manufactured parts. 
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The mechanical and anti-corrosive qualities of the final consolidated com-
ponents may be impacted by whether the feedstock powders are argon or 
nitrogen atomized, and whether the construction chambers are in argon 
or nitrogen atmosphere [76]. Figure 9.10 is a pictorial representation of 
AM-produced component powder, microstructure and related corro-
sion behaviour. The relationship between important structural properties 
and corrosion resistance must be established. For instance, typical MnS 
additions formed in wrought 316L SS were exchanged by Mn-Si oxides 
of nano regime in the SLM manufactured components, which reduces 
the vulnerability to pitting [77] and also the microstructural irregulari-
ties in the SLM manufactured components which otherwise lead to diverse 
growth rates (SCC) [78]. For the corrosion testing methodologies, there’s 
an egregious lack of norms for which standardized experimentations are 
enforced, and presently, a wide range of distinct corrosion experimenta-
tion techniques (weight loss method, impedance analysis, potentiodynamic 
polarization) are indeed very difficult to compare. The standardization of 
testing methods and procedures as formulated by some professional bodies 
will be a solution for standardization problems. In general, the defects in 
the SLMed parts (such as pores and MPBs) usually comprise the corrosion 
resistance; therefore, a heat treatment process combining the hot isostatic 
pressing should be carried out to homogenize the composition and refine 
the microstructure, thereby reducing the porosity of the alloys. Thus, fur-
ther exploration in this area is also warranted. Another post-processing 
method involves surface treatment, but surface treatment has lot of chal-
lenges which have to be addressed with the SLM manufactured metals. The 
various other techniques such as alkali-acid heat treatment, sandblasting, 
electrochemical etching and electrochemical deposition can be considered 
according to the properties of the raw material used. Conversely, the porous 

Figure 9.10  Pictorial representation of relationship between powder, microstructure 
and corrosion properties of AM manufactured alloys.
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materials manufactured using AM process cannot be easily surface modi-
fied compared to solid materials. Therefore, we have very little choice for 
selecting the methods of manufacture. Therefore, additional exploitation in 
this area is also required.
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In the modern era, smart devices play an important role in day-to-day life, and their
widespread applications are getting huge demand globally. Innovation in the field of
the Internet of Things paves new possibilities for future endeavors of mankind.
Printed electronics is a sustainable way for achieving the widespread popularity of
smart devices around the world and this technology is in its nascent stage. In the
current scenario, massive amounts of e-waste generated due to the digital revolution
and its disposal become a greater challenge for sustainability. Printed electronics are
composed in a process of registering thin functional material (ink) layer combina-
tions on a low-cost substrate that will degrade naturally. This article discusses the
possibilities of printed electronics and its ability to hurdle the limitations of
traditional high-cost electronics, based on rigid silicon, and the production of
different devices on flexible substrates. Efficient use of materials, optimized energy
consumption both in production and utilization, reduction in hazardous substances,
and enhanced recyclability are the several benefits associated with printed electronics
technology. The additive manufacturing method is used in printed electronics
technology and the rate of production is much improved as compared with other
processes. The materials used for printed electronics like ink and substrates are
derived from synthetic or natural polymers. The above-stated reasons make printed
electronics a technology for the future digital revolution. Q1This article discusses
various fabrication techniques like Q2lithographic process for the production of printed
electronics and its application in a sustainable manner. Q3

5.1 Introduction

Printed or wearable electronics have good potential to be utilized as eco-friendly and
biodegradable electronics so as to reduce electronic wastes, which is also known as
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e-waste. Electronic wastes are due to the large number of electronic devices, which
are disposed of every day [1, 2]. Another advantage of printed or wearable
electronics is that it can be used in complex surfaces. Wearable devices thus help
in improving the country’s economic growth because of the sudden surge in printed
or stretchable electronic devices. Now due to the advancement of artificial
intelligence, electronic devices with artificial intelligence assistance have a great
impact on the electronics industry. There are many conventional manufacturing
processes to manufacture printed or wearable electronic devices. But due to the
wastage of materials, and in order to avoid secondary operations such as etching and
masking, the additive manufacturing process is most preferred in recent times. The
printing process is also known as the additive method of manufacturing electronic
applications by depositing electronic materials using functional inks along with the
normal printing process [3]. As discussed earlier, this process thus eliminates the
need for etching and masking and thereby involves environmentally friendly cleaner
production compared to that of other traditional methods [4].

Nowadays a lot of sports and fitness equipment utilizes these wearable technol-
ogies in monitoring exercise and detecting the glucose level of diabetics [5]. Also,
recently many printed and wearable devices have been made up of flexible or
stretchable materials, which are used as sensors, that have close contact with human
skin [6, 7].

The printing of electronic devices is classified into two types, one is contact type
and the other is non-contact type. In the contact printing method, the die or pattern
is immersed in a functional ink, and it is transferred onto the substrate by means of
physical transfer. Screen printing, offset printing, flexography, and pad printing are
the few types of contact printing [8].

On the other hand, in the non-contact printing process, the functional ink is
sprayed via a nozzle onto the target substrate. There are two common types of non-
contact printing processes, (i) inkjet printing and (ii) aerosol printing [9]. Normally
the printing process is characterized by three steps or stages:

(i) Selection of materials
(ii) Printing process
(iii) Sintering/drying process

After transferring ink onto the substrate either by contact or non-contact mode, it is
very important to sinter the printed surface so as to achieve the desired properties of
ink and the substrate. Figure 5.1 shows the steps involved in printed electronics
manufacturing. Even though producing flexible electronic devices with required
properties and specification is difficult for mass production, current technology and
materials development has shown a positive trend in both performance and
biodegradable properties. Because of this development, printed or wearable devices
are developed for varying applications such as Radio Frequency Identification
devices (RFID), organic light emitting diodes, thin-film transistors (TFT), photo-
voltaic cells, energy devices such as batteries, and different types of sensor devices
[10–12].
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In this chapter, we provide the basic principle of various printing or fabrication
techniques used for the development of wearable electronics. Further, this chapter
will give clear insight into different materials and substrates employed.

5.2 Different types of flexible and printed electronic materials

In this part, we will explore the different types of materials used in flexible or printed
electronics.

5.2.1 Inks used in printed electronics

In the production of wearable/printed electronics, inks play a vital role in creating
structures or skeleton, which has a particular function. For printing of very complex
electronic parts, different types of inks are used such as insulator/dielectric inks,
semiconductor inks, and conducting inks. An important property of functional inks
is the compatibility with other inks for simultaneous application, and it should be
able to form uniform homogenous layers over the substrate. The inks used for
wearable devices contain solvents, polymers, or resins. The inks can be made up of
either organic or inorganic materials. Sometimes some additives will be added to
improve the properties of the inks and avoid clogging of inks [13, 14].

5.2.1.1 Conducting ink materials

There are different types of conductive inks that are synthesized as nanoparticles.
The nanoparticle inks are then dissolved onto the conductive polymer matrix [15].
Mostly metal nanoparticles are used as conductive ink material. Even though metal
nanoparticle–dispersed inks have better properties, the synthesis of metal nano-
particles is very difficult and requires more time and labor. Moreover, stabilizers are
necessary to prevent agglomeration in functional inks. The sintering process, which
is the post-printing process, requires heating above 100 °C so as to cure macro
particle–dispersed inks, whereas, for nanoparticle-dispersed inks, the sintering
temperature can be less than 100 °C [16]. Silver nanoparticle inks are one type of
conducting inks. The silver nanoparticle–dispersed inks are toxic due to the
evolution of silver ions; hence, the application of nanosilver inks is limited [17].
On the other hand, metal-organic decomposition inks use metal particles as
precursors and evaporable alcohols as solvents. Thus, the agglomeration of nano-
particles is prevented. But due to the evaporation of the solvents, there may be non-

Figure 5.1. The steps involved in printed electronics manufacturing.
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uniformity in the deposited patterns. This non-uniformity will result in a decrease in
conductivity [18]. Nonetheless, this drawback can be overcome by applying or
printing successive layers one over another using the same ink [19].

The most widely used conductive inks are aluminum, copper, gold, and silver
metal-dispersed inks. When talking about properties, silver-based conductive inks
have better conductivity compared to that of copper-based inks. The silver-based
inks have a good ability to resist oxidation. However, with the increase in oxidation,
the conductivity decreases. The oxidation of metal nanoparticle–dispersed inks can
be prevented by coating antioxidants over the nanoparticles or in situ synthesis in an
organic solvent with a protective layer. Whereas the above-said methods are
temporary solutions to control oxidation, new methods such as forming a bio-
metallic core-shell or formation of a thick shell are made up of non-oxidizing
conductive materials [15]. Gold is also one of the important conductive ink
materials, which is eco-friendly and can be cured at very low temperatures.
Whereas gold conductive inks are costly compared to other conductive inks.
Another ink is aluminum-based ink, which can be synthesized using organic
solvents, but aluminum inks are reactive in nature and tend to oxidize very quickly.

Apart from metal-dispersed inks, carbon-based inks such as carbon nanotubes
(CNTs), graphene, and C60 can be altered and modified for applications such as
conductive inks. The CNT’s reinforced metallic conductive inks exhibit better
stability, conductivity, and flexibility. The conductivity of CNT’s reinforced metallic
inks increases with the increase in thickness. The graphene and C60 also exhibit
good light transmittance, flexibility, and conductivity. The light transmittance
decreases when the number of graphene layers increases, whereas the conductivity
increases with an increase in graphene layers [16, 20].

The recent development in conductive inks is the conducting polymers-based inks.
They are very cheap, very light in weight, flexible in nature, and can be used in
aqueous solvents as well as organic solvents. The main disadvantage of conductive
polymer inks is their poor conductivity compared to metal inks, and production of
conductive polymer inks is very difficult due to their processing difficulties, stability,
and lesser solubility compared to metals. The polymer-based conductive inks are
classified into the following types:

(i) Organic metal chelates
(ii) Conjugated polymers
(iii) Polymer electrolytes

The poly(3,4-ethylenedioxythiophene) polystyrene sulfonate is one type of con-
ductive polymer that has good conductivity and decent temperature stability. There
are a few other conductive polymers for the application of functional inks such as
polypyrrole, polyacetylene, and polyacene [21]. Apart from the above materials,
there are conducting ceramics, which are doped to improve conducting properties of
ceramics. For example, aluminum-coated zinc oxide, indium-coated tin oxide (ITO),
and gallium-coated zinc oxide. Among these, the ITO is most widely used for
electronics applications, owing to its enhanced conductivity. But it should be noted
that indium is a rare earth material, and hence, it is very costly [22]. Normally there
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are two types of ITO conductive inks. One type of ink is in situ sol–gel-based inks,
and another type is nanoparticle-dispersed conductive ink. The sol–gel-derived ITO
conductive inks have better conductivity compared to nanoparticle-dispersed ITO
inks.

5.2.1.2 Dielectric ink materials

In printed or wearable electronics, the capacitor and insulator layers are made up of
dielectric materials. In order to be a good insulator, the layers of dielectric materials
should be thick and uniform. However, it is difficult to print dielectric materials as
compared to conductive materials. There are some substrate materials that are
dielectric in nature such as silk, gelatine, cellulose, etc [2]. There are many dielectric
materials based on polymers, with less density, less toughness, and less curing
temperature. The most widely used dielectric polymers are polydimethylsiloxane
(PDMS), polylactic acid (PLA), polymethyl methacrylate (PMMA), and polyvinyl
alcohol [22].

5.2.1.3 Semiconducting ink materials

The semiconducting material is most commonly used as an active layer. There are
many semiconducting materials such as silicon, CNTs, and different derivatives of
graphene owing to their mechanical and semiconducting properties. The multiple
layers of graphene can improve the semiconducting properties of wearable devices.
There are few ceramic materials that can be used as semiconductors. But semi-
conducting ceramic materials are very rare and expensive. They also require high
sintering temperatures for curing the printed layers [23, 24].

In flexible and printed electronic applications, the semiconducting functional inks
can also be prepared by dissolving polymers in specific solvents. Hence, these types
of polymer-based semiconducting inks can be used either as p-type or n-type
materials. Polymers like polyfluorenes are most widely used as semiconducting
polymers. Poly(3-alkyl thiophene) is an example of a p-type semiconducting
material that uses holes for charge transfer, whereas n-type conducting polymers
such as poly(9,9-dioctyl-fluorene-co-bithiophene) (F8T2) uses electrons for charge
transfer [2].

5.2.2 Substrate materials for printed electronics

The substrate forms the base for any printed electronic devices. This substrate can
also act as an insulator. The conventional substrate materials are strong and can
remain rigid for quite a long period. Even though these materials possess good
rigidity, conventional substrates are more brittle; hence, it is very difficult to
machine conventional substrates for flexible or wearable devices. However, the
development of flexible, biodegradable, and light polymer substrates has resulted in
the rapid improvement of wearable devices with a long service life [25]. The substrate
can be made up of natural or synthetic materials. These substrates are highly
flexible, heat resistant, thin, low weight, and low cost [21]. Another important step in
printed electronics is post-treatment, also known as the sintering process.
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This sintering process might damage the surface of the substrate. So, materials with
good thermal resistance should be considered for substrates.

5.2.2.1 Biodegradable polymeric substrates

Nowadays paper-based substrates are replacing conventional printed electronics
because of their flexibility, biodegradability, and low cost [26]. However, the paper
substrates have disadvantages such as porosity, surface roughness, and poor
resistance to moisture. But the properties of paper-based substrates can be improved
by metallic or ceramic coating as per the application [27]. Nano cellulose is another
important contender for substrates because of its heat resistance, better surface
smoothness, transparent nature, and good mechanical properties [21, 28]. Similarly,
starch, silk, and shellac were also considered for the fabrication of substrates. Silk
is a biodegradable material with better properties. Shellac is also a naturally
available resin that can be used for preparing substrates in printed electronics.
These materials have good surface smoothness, and further, these materials are
relatively cheaper [28].

5.2.2.2 Synthetic polymer substrates

Polymer-based substrates are most widely used for printed electronic substrates.
Polyethylene terephthalate (PET), polycarbonate, polyethylene naphthalate (PEN),
and polyimide are the most commonly uses synthetic polymers in flexible electronic
applications [2]. Because of its high flexibility, transparency, and resistance to
solvent, PET is the most preferable and commonly used substrate material in flexible
electronic devices. Polycarbonate substrates have high rigidity, are light in weight,
and possess good mechanical properties. Although PEN has good transparency, it is
very costly [29].

There are a few synthetic biodegradable polymers such as PLA, polyvinyl
alcohol, PDMS, and polyethylene glycol, which can be utilized for the fabrication
of substrates. The PLA is stiff in nature but possesses very poor heat resistance.
Whereas PDMS can be used as substrates in flexible or stretchable electronic
applications owing to their elastic nature. The need for producing flexible devices
increases day by day. The research based on the direct printing of flexible or
wearable electronics on polymer and fabric substrates is getting widespread
acceptance.

5.3 Fabrication methods for printed electronics

Figure 5.2 shows the different types of fabrication methods in developing printed or
wearable electronic devices. It Includes inkjet printing, offset printing, gravure
printing, screen printing, and flexography. These methods are also classified into two
types: contact and non-contact printing processes [8]. The inkjet printing and aerosol
printing are contactless printing processes. There are some methods that involve
both printing and deposition or coating techniques. The basic purpose of this
printing or deposition is to develop multiple layers of structures that can be a
conductive layer, semiconducting structure, or insulating structure for printed
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electronic devices. After the coating or deposition process, the functional inks will
change their phase and orientation. This change in phase and flow rate on the coated
substrate are mainly due to the viscosity of the ink material. It is also to be noted
that the higher the viscosity, the higher the efficiency. The density of the ink is also
important property for developing effective wearable devices. The surface tension is
the property by which the ink can stick to the surface of the substrate. The
evaporation rate and sintering temperature of the ink also play a vital role in the
quality of flexible electronic devices [30]. The most commonly available printed
electronic device is RFID stickers or flexible antennae, where antennas can be
printed. The printing of RFID on flexible or printed substrates is a very efficient
method, since it is a lighter, smaller, and cheaper device compared to conventional
RFID antennas. The high-volume production techniques for printed electronics are
offset printing, gravure method, and flexographic method. These techniques are
utilized for the mass production of solar cells, sensors, etc. The organic or inorganic
conducting materials can be printed using flexography and offset methods. The
organic semiconductors and insulators are coated using the gravure printing
method.

Recently, many new novel printing methods are identified and employed in the
manufacturing of flexible or wearable devices. Devaraj et al developed a method
known as the form-fuse method. In this method, silver nanoparticles are coated on
polymer films by using an aerosol jet with mask and without mask. The entire
process is carried out in a vacuum to develop desired shape and pattern. The
sintering process is carried out to reduce the resistivity of printed materials [31].
Constante et al [32] also developed a new 4D coating method employing a 3D
extrusion process along with melt-electro writing, which proves to be a good
potential method for the development of flexible devices. Table 5.1 shows the
important parameters of different printing methods. The inkjet method is more
suited for high-quality research applications. The screen printing method is most
useful for printing multiple layers, whereas the flexographic and gravure methods

Figure 5.2. The different types of fabrication methods in developing printed or wearable electronic devices.
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are useful for mass production. The output rate of the inkjet printing method is
0.5 m2 s−1, which is much less compared to other methods.

5.3.1 Contact printing of flexible electronics

In contact printing, the functional ink is transferred onto the substrate directly. This
method is also known as roll-to-roll printing or transfer printing. The roll is used to
transfer the ink to the substrate. The major disadvantage of this method is the large
time consumption and high initial cost of the equipment. But the production cost is
low and has good reproducibility, which makes them favorites for mass production
[33, 34].

5.3.1.1 Gravure printing method

Gravure printing is the process in which the design to be printed on the substrate is
first engraved on the printing cylinder, also known as the gravure cylinder. The
doctor blade, which is made of steel, is used to remove the excess ink present in the
printing cylinder before the ink is transferred to the impression cylinder from where
the design is transferred onto the surface of the substrate as shown in figure 5.3. The
printing cylinder is made up of rubber. The printing or gravure cylinder is made up
of steel coated with copper. This process utilizes inks with low viscosity and
possesses good efficiency. This method of printing proved to be more economical
with good-quality printing. The quality of printing can be improved by using
electrostatic forces for transferring ink onto the substrate [9].

It is to be noted that many devices such as antennas, TFTs, pressure sensors,
surface-enhanced Raman scattering (SERS), and electrochemical sensors are
developed using the gravure printing method [35]. Recently a wrinkle-structured
solvent-excluded surface substrate developed for the detection of drugs like cocaine
was fabricated by Maddipatla et al as shown in figure 5.4(A). In this study, the
wrinkle-shaped structures were developed on the thermoplastic polyurethane (TPU)
substrates by varying the proportions and printing silver ink of 150 nm particle size
onto the TPU substrate using the gravure process [36]. Another recent study also
utilizes the gravure printing process for fabricating a novel RFID antenna made up
of paper substrate as shown in figure 5.4(B). In this work, Zhu et al manufactured a

Table 5.1. Parameters of different printing methods.

S.
No. Printing methods

Throughputs m2

s−1
Resolution lines
cm−1

Operating speed m
min−1

1 Gravure printing process 3–60 20–400 100–1000
2 Screen printing process 2–3 50 10–15
3 Offset printing process 3–30 100–200 100–900
4 Flexography printing

process
3–30 60 100–700

5 Inkjet printing process 0.01–0.5 60–250 15–500
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nano-structured paper by employing cellulose nanofibers and UHIF RFID tag, also
known as squiggle, fabricated by depositing silver ink onto the paper substrate [37].
Bariya et al developed electrochemical sensors using PET for the detection of heavy
metals, ions, and metabolites as shown in figure 5.4(C). Here the working and
counter electrode is the carbon electrode, and silver is used as the reference electrode
[38]. Lau et al fabricated CNT-based TFTs through the gravure printing process as
shown in figure 5.4(D). In this work, silver ink is deposited as drain, gate, and source
electrodes on WCNT-coated PET substrates. The nano barium titanate is printed as
insulator layers. This gated TFT exhibits better performance, high flexibility, and
minimal hysteresis [39]. In the process of gravure printing, the gravure cylinder, also

Figure 5.3. The Schematic representation of the Gravure printing process, reprinted from [13] with permission

from MDPI, Copyright (2021).

Figure 5.4. (A) Wrinkle SERS substrate, reprinted from [36] with permission from Elsevier, Copyright (2019).
(B) RFID antenna made up of nano-paper, reprinted from [37] with permission from RSC, Copyright (2014).
(C) PET-based electrochemical sensors for the detection of heavy metals, ions, and metabolites, reprinted from

[38] with permission from ACS, Copyright (2018). (D) High-performance TFT made up of CNTs, reprinted
from [39] with permission from ACS, Copyright (2013).
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known as the printing cylinder, contains patterns that are very expensive, and
further during the process of printing, a small percentage of the inks gets clogged due
to evaporation and dries out in the printing cylinder, thereby reducing the quality of
succeeding printings. The availability of functional ink is very low in the case of both
gravure and flexography printing processes. These two processes are widely adopted
in all graphics and packaging applications because of their ability for mass
production. The major disadvantage or task involved in these two printing processes
is that the development of functional ink, which requires hours of research and
development, incurs more cost. Owing to the above details, the research undertaken
based on the gravure and flexography printing process is very minimal when
compared to that of the inkjet and screen printing process.

5.3.1.2 Screen printing

The screen printing process is also known as push-through method, which uses an
ink of sticky nature. The ink is transferred onto the substrate through a screen,
which may be made up of wire, plastic, and metals. This method can be done using
bare hands or by using fully or semi-automatic systems. The coating machine
consists of the following parts: (i) stencil, (ii) squeegee, and (iii) screen as shown in
figure 5.5. The squeegee is the material that is made up of rubber. The design to be
printed on the substrate is engraved on the screen, and the ink is allowed to pass
through the screen either by means of pushing or squeezing the screen. Thus, the ink
is transferred onto the substrate [40].

In this process, the quality of printing depends on wire diameter, the thickness of
the emulsion, the mesh count of the screen, offset height, and screen deflection angle.
This process has a good output rate at a low cost, and there is very minimal wastage
of materials. The screen printing is very famous for its flexibility. There are many
flexible or wearable electronics such as wearable sensors fabricated using a screen
printing process and exhibiting similar properties to that of conventionally manu-
factured electronic devices. A piezoelectric touch sensor was fabricated using screen
printing by Emamian et al [41]. They fabricated the sensor using polyvinylidene
fluoride–based piezoelectric layer covered at the top and bottom by silver layers.

Figure 5.5. Schematic representation of screen printing Q4, reprinted from [13] with permission from MDPI,
Copyright (2021).
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These layers are coated using a screen printing process on PET and paper substrate
as shown in figure 5.6(A). This PET substrate sensor has an observed sensitivity of
1.2 V N−1, and the paper substrate sensors exhibit 0.3 V N−1 sensitivity. Hence, these
sensors have good potential in applications such as robotics and sensors in
automobiles. A sensor for temperature detection was developed by Turkani et al.
They fabricated Ni-coated polyimide substrate sensors for detecting a wide range of
resistance temperatures starting from −60 °C to 180 °C. This flexible resistance
temperature detector (RTD) exhibits good repeatability and stability at all temper-
atures [42]. Figure 5.6(B) represents the RTD sensors. A flexible and stretchable
sensor was fabricated by Bose et al using the screen printing process. The ink used
for printing is silver ink, and the substrate is made up of TPU. The outcomes of the
above work are that 20% of strain was detected by the wavy configured sensor, and
they also exhibited excellent flexibility compared to conventional sensors. There are
many studies that show that the screen printing process is the most viable and cost
efficient [43–46]. This process can be utilized for the fabrication of flexible, wearable,
and stretchable electronics [47, 48].

5.3.1.3 Offset printing process

This method is also known as the indirect printing method, because the ink is
transferred from the initial or printing cylinder to the intermediate or blanket
cylinder. From the blanket cylinder, the ink is transferred onto the substrate as
shown in figure 5.7. The water roller will apply a small amount of water to the
undesired part of the pattern so as to remove the ink. Surface engineering is an
important aspect of offset printing. The image or desired areas accept the presence of
ink but reject water, whereas undesired or non-image areas repel ink and accept
water. The spreading of ink can be controlled by the surface energy. The ink is
transferred to the paper substrate at pressure. In this process, the multiple layers of
inks are coated simultaneously without an intermediate drying process; hence, this
process is also called a wet-on-wet printing process. The coated inks are dried due to
evaporation, absorption, and polymerization [49, 50].

Figure 5.6. (A) Touch sensor based on polyvinylidene fluoride on PED and paper substrates, reprinted from
[41] with permission from Elsevier, Copyright (2017). (B) Schematic representation of the RTD sensor,
reprinted from [42] with permission from IEEE, Copyright (2019).
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5.3.1.4 Flexography printing process

The flexographic printing process is a kind of roll-to-roll printing process that has
high throughput. Flexographic printing is also known as the rotational printing
process. This method is an indirect contact-based printing method that has the
ability to print ink of varying thicknesses with good resolution. As shown in
figure 5.8, the flexography printing machine consists of the following parts [40]:

(i) Printing cylinder
(ii) Anilox cylinder

Figure 5.7. Schematic representation of the offset printing process, reprinted from [13] with permission from
MDPI, Copyright (2021).

Figure 5.8. Schematic representation of the flexography printing process, reprinted from [13] with permission
from MDPI, Copyright (2021).
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(iii) Impression cylinder
(iv) Ink reservoir
(v) Doctor blade

A cylinder made of steel, which is otherwise called an anilox cylinder is used to
transfer ink from the reservoir. The cylinder is engraved with a design on its surface,
normally the anilox cylinder is made up of ceramics or chromium. Then the ink is
transferred onto the printing cylinder, which is also known as a printing plate. Then
from the printing plate, the ink is transferred to the target substrate. When compared
to screen printing and inkjet printing, the flexographic process has high processing
speed. This method is most widely used in printing graphics and in printing
operations in packaging industries. There are only very few studies in flexible
electronics manufacturing through the flexographic printing process [51, 52]. CNT-
based flexible TFTs were developed by Higuchi et al as shown in figures 5.9(A) and
(B). They deposited nano silver ink, resist ink, and polyimide ink as source, gate and
drain gates electrodes, CNT patterner, and insulator over a thin film made up of
PEN fabricated through a flexographic printing process. The CNTs synthesized
using chemical vapor deposition were coated out of the TFT electrodes. The TFT
developed using flexographic printing has exhibited good stability and mobility. A
paper-based sensor (strain) was developed by Maddipatla et al. They developed
silver ink–coated strain gauges through a flexographic printing process. The strain
gauges are of different lengths. This sensor has the ability to detect even small
displacements of the order of 1 mm with good repeatability [53].

5.3.1.5 Pad printing process

Pad printing is a method in which a 2D pattern or cliche is printed on a 3D substrate or
object, as shown in figure 5.10. This process utilizes an indirect offset printing method,
in which the ink is transferred from the cliché or a stereotype using a silicon pad. This
process is widely used as a replacement for the screen printing process. The products
such as transistor electrodes are manufactured using this printing process [55].

Figure 5.9. (A) TFT sensor based on CNTs fabricated on PEN substrate using flexography process. (B)

Scanning electron microscopy image of CNT film [54], reprinted from [54] with permission from IOP
Publishing, Copyright (2013).
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5.3.2 Non-contact printing methods

The non-contact printing process is one in which the nozzles are utilized to spray the
ink onto the substrate without any contact with the substrate. The advantage of non-
contact printing is that the life of the nozzle is longer because of less contamination,
although the non-contact printing process is slow compared to the roll-to-roll
manufacturing process. However, the efficiency of the non-contact mode is higher
compared to the contact printing process, and it is possible to print computer-aided
design (CAD) models, which is not feasible in the contact printing process. Hence,
contact printing can be used to manufacture prototypes or used for highly demanded
products [56].

5.3.2.1 Inkjet printing process

The inkjet printing process is a type of additive manufacturing process, which
transfers ink onto the substrate based on digital CADs and does not utilize any
physical patterns. Normally, the inkjet printing process uses inks with low viscosities
so that deposition on ink will be easily compared to highly viscous ink. The inkjet
printing process is of two types: (i) drop-on-demand and (ii) continuous printing. A
voltage source is used to maintain a continuous flow of ink on the substrate. The
inkjet printers, which use a thermal source, are very widely used in the packaging
and graphic designing industries. In drop-on-demand inject printing, the inks are
forced toward the substrate based on the digital signal received from the computers
[40, 57]. The droplets can be generated either by means of piezoelectric or thermal
methods, which is shown in figures 5.11(A) and (B). In thermal energy–based inkjet
printers, the inks are enforced out of the printer nozzle by means of vaporization of
ink. The volume of the printer nozzle is compressed or decompressed based on the
digital input from the computers and the inks are dispersed out of the nozzle in
piezoelectric printers. However, the drop-on-demand–based inkjet printing process
was most widely used in flexible or wearable electronic fabrication processes owing

Figure 5.10. Schematic representation of the pad printing process, reprinted from [13] with permission from

MDPI, Copyright (2021).
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to its advantages such as cost efficiency, high resolution, and easy fabrication
without masks [58].

There are various types of flexible or wearable devices that are manufactured
through inkjet printing methods. A paper-based oxygen-sensing and delivery sensor
in bandage form was fabricated using an inkjet printing process by Ochea et al. This
bandage was intended to treat chronic wounds as shown in figure 5.12(A). In this
work, parchment paper was employed as the substrate over which manganese oxide

Figure 5.11. Schematic representation of (A) continuous printing and (B) drop-on-demand printing, reprinted

from [13] with permission from MDPI, Copyright (2021).

Figure 5.12. (A) Represents the bandage made up of flexible paper for sensing and delivery of oxygen in the
treatment of chronic wounds, reprinted from [59] with permission from SPIE, Copyright (2018).
(B) Supercapacitors based on graphene used as electrodes, reprinted from [65] with permission from ACS,

Copyright (2017). (C) Metal–insulator–metal capacitor fabricated using inkjet printing, reprinted from [61]
with permission from Nature, Copyright (2019).
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and ruthenium inks are deposited, which has the ability to generate and measure
oxygen in the wounded area. It is also reported that by varying the thickness of the
manganese oxide layer, the oxygen concentration was controlled. The ruthenium
coated on the substrate facilitates contactless measuring of oxygen at the wounded
region owing to the fluorescence nature of ruthenium ink. These smart bandages also
possess good mechanical properties and flexibility compared to that of conventional
bandages but also possess additional properties such as oxygen generation, delivery,
and therapeutics [59].

The wounds are not the same in nature; it varies according to the type of injuries,
location of injuries, and the depth of injuries. Hence, the different concentration of
oxygen generation and different therapeutics is necessary. The fabrication of smart
bandages that should be done using the inkjet printing process is very important to
carry out further research and to customize bandages for mass production. Hence,
the importance of this work is in the treatment of wounds [60].

A graphene based super micro capacitors manufactured using exfoliation of
graphene using electrochemical process for the application of electrodes and
collectors of current and poly(4-styrenesulfonic acid) as ink. The image of the
supercapacitors is shown in figure 5.12(B). A metal–insulator–metal capacitor
fabricated by Mikolajek et al using inkjet printers as shown in figure 5.12(C). The
silver ink is coated as metal electrodes and the PMMA/BST is coated as an insulator
on PET substrate using inkjet printing process. By using this process, thin,
homogeneous, and smooth layers along with better resolution and fewer defects. Q5

This PMMA/BST composite insulator layer shows a better dielectric constant when
compared to that of pure PMMA [61]. A flexible microfluidic sensor was designed
and fabricated by Narakathu et al using inkjet printing. This silver-coated sensor has
the capacity to detect different hazardous chemicals such as cadmium sulfide,
molybdenum disulphate, and mercury sulfide by electrochemical impedance spec-
troscopy [62]. Because of the attractive characteristics of the inkjet printing process,
which includes high resolution and ease of fabrication, a lot of researchers are
attracted to develop devices such as SERS substrate sensors for detecting gases,
antennas, and bandages [63]. In the inkjet printing process, the clogging of nozzles
happens due to the faster rate of evaporation and agglomeration of ink particles,
which in turn reduces the efficiency of inkjet printing. Hence, frequent cleaning of
the nozzle is a big challenge. Also, the nozzle cartridges for one-time use are usually
expensive, owing to the inkjet printing process speed, which is very slow, and the use
of the nozzle increases the production time compared to other contact printing
processes [64].

5.3.2.2 Aerosol printing process

In the aerosol printing process, the ink is atomized so as to reduce the size of the ink
droplets in the range of 1–5 μm in diameter as shown in figure 5.13. The ultrasonic
technique or pneumatic method can be utilized to atomize the ink droplets. This
system is entirely maintained in vacuum condition, and the ink is directed toward the
ceramic nozzle by means of nitrogen gas and transferred onto the substrate under
high pressure. It is possible to print on conformal as well as plane surfaces. However,
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in order to print complex designs, it is necessary to control the beam. Thus, by
varying the size of the nozzle, it is possible to control the beam. It is also to be noted
that the distance between the nozzle and the substrate should be less than 10 mm or
above 1 mm so as to achieve good accuracy because if these boundary conditions are
crossed, then there is a possibility of overspray defects in the pattern printed on the
substrate. The aerosol printing process also does not need any physical pattern,
digital models can be printed using this technique. The following are the advantages
of the aerosol printing process: (i) there is no contamination or clogging of the
nozzle, and (ii) even small sizes such as 10 μm can be fabricated with high resolution
using this process. Conversely, the main shortcoming of the aerosol printing process
is the speed. The machining rate is 12 m min−1, which is slow compared to other
processes. Hence, this process is not considered for mass production [56, 66, 67].

5.4 Conclusions

The advancement of flexible or wearable electronic devices via different additive
manufacturing or printing processes is rising exponentially owing to apparent
reasons such as low cost, fast fabrication, light weight, and need for thin devices.
In this chapter, the importance of flexible or wearable electronics and the processes
to be carried out before and after printing, along with many recently developed
flexible electronic devices utilizing different processes, is explored. It is to be noted
that there are many scientific difficulties that still exist in manufacturing flexible or
wearable electronic devices, which needs to be focused to perform research in a
better way, and in adopting suitable advanced printing methods for the fabrication
of flexible or wearable devices. One such challenge is the wet film thickness from the
screen printing process, which results in more spreading of ink, and the resolution of
the printing will be less if the wet ink is not sintered immediately.

Additionally, the evaporation of solvent present in the ink leads to a reduction in
the quality of the mesh. This is due to the exposure of the printed surface to the
atmosphere for a longer duration during the printing process [68].

Figure 5.13. Schematic representation of (A) pneumatic aerosol printing and (B) ultrasonic aerosol printing,
reprinted from [13] with permission from MDPI, Copyright (2021).
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In addition, the drawbacks like drying of inks, the viscosity of inks, the quantity
of inks, an incorrect volume of anilox roller, and the working speed of the printers
result in a squashed ink look at the exterior edges of the patterns printed using the
flexographic printing process.

Because of many different issues in fabrication processes, there are enormous
inconsistencies in the development of flexible or wearable devices, which leads to
unreliability and unsteady performance. To overcome the above-said drawbacks in
flexible or wearable devices, the improvisation and standardization of various
printing parameters are necessary to develop devices with better reliability, stability,
and repeatability. So as to maintain standards and to improve flexible and wearable
electronics research to the next level, standardization of all parameters that have a
great impact on flexible electronics fabrication is necessary. The parameters include
CAD designs, characterization, printing parameters such as deposition time,
humidity, and temperatures, post-printing processes such as sintering, mechanical
testing, etc. Researchers around the world are working to develop advanced
manufacturing systems to develop the research area of flexible or wearable devices
to the next level. Hence, implementing these new additive printing methods for
flexible or wearable electronic applications would possibly lead to cost-efficient and
reliable production. Thus, it is possible to revolutionize the application of flexible or
wearable devices in many areas such as agriculture, health, automobile, defense, and
food industries.
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Abstract— Thermal management of high-heat-flux dissipation-

rate micro-electro-mechanical systems (MEMS) using micro heat 

pipes is an exciting new field. Desktop computers are cooled using 

heavy metal sinks and fans. Wire sandwiched micro heat pipes are 

analysed computationally; they are a novel type of micro heat pipe 

that uses an array of wires sandwiched between two metallic plates 

to create the flow channels. Work fluid is carried through the 

system by the sharp corners between the wires and plates, which 

serve as liquid arteries. The temperature distribution in the micro 

heat pipes is obtained by solving the numerical model with a finite 

difference approach. By calculating effective thermal conductivity 

values from the temperature profiles, we can compare the heat 

pipe's performance using acetone and water as the working fluid. 

With an effective thermal conductivity of 168.83 kW/m2K, acetone 

shows substantial improvement over water in heat pipes. 

 

Keywords- acetone, effective thermal conductivity, micro heat 

pipe, water 

Nomenclature 

 

 A =  area of cross-section in m2 

 k = thermal conductivity in W/m K 

 L = length of the heat pipe in m 

 Q = heat in W 

 q = heat flow rate in W/m2 

 T = temperature in K 

 ∆T = temperature difference, T-Tamb in K 

 

     Subscripts 

            c        =     cross-section 

      eff     =     effective 

I. INTRODUCTION 

Progress in modern technology is often driven by 

innovations in microelectronics, aims at progress in the ability 

of computing with improvement in speed of processing, and 

reduction in the size of components and devices. The challenges 

in the miniaturization of silicon components and the 

enhancement of their performance have led to the development 

of high-power electronic devices and CPUs with high packing 

densities. This has opened the way for the advancement of 

electronic devices with very high levels of heat generation rates, 

for a variety of industrial applications. As modern electronics 

demands very rigid specifications regarding miniaturization, 

reliability and power-component density, optimal thermal 

management of microelectronics has become a key issue for the 

designer and the engineer in recent times. 

In general, for cooling electronic devices, there are 

many existing conventional methods. Passive air cooling is one 

basic way of cooling electronic devices, where the convective 

currents occur without the support of external power. The 

difference in temperature and subsequent changes in the density 

of the medium causes the flow. Forced air cooling systems are 

used as a common method for cooling in CPUs, where a fan 

will enhance the flow over the heat sinks for effective cooling. 

Liquids like water are used in forced liquid systems which are 

another set of cooling techniques used in electronic cooling. Of 

all the three methods, the second one has a prominent usage in 

electronic cooling due to its simplicity in design and 

manufacturing and cost-effective nature. Though the method is 

common and simple, bulky heat sinks utilize more material for 

manufacturing. The fan also increases the dust deposit over the 

components which in turn forms to be an insulator as the 

thickness of the deposit increases. 

To remove heat from the source with smaller 

dimensions to a remote location, micro heat pipes are the best 

options. The micro heat pipe, as defined by Cotter (1984) has 

‘channels which are so small, that the mean curvature of the 

vapour–liquid interface is comparable in magnitude to the 

reciprocal of the hydraulic radius of the flow channel’ [1].  Even 

though micro heat pipes poses evaporator, adiabatic and 

condenser sections and rely on the thermal phenomenon similar 

to that in conventional heat pipe [2], [3], they are physically 

distinct and compact from the former due to the absence of 

wick. In micro heat pipes, liquid arteries formed by the non-

circular cross sections enables the transfer of working fluid 

from the condenser to evaporator sections. [7]. Micro heat pipes 

and heat spreaders continue to be the optimal solution for heat 

sinks and miniature equipments and devices respectively, 
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owing to their effective heat transport capability with trivial 

temperature gradient in the flow direction (high thermal 

conductance). 

 

The wire-sandwiched micro heat pipe essentially 

consists of an array of channels, developed from sandwiching 

an array of wires within the metal plates. The ease in its 

construction, simple structure and adaptability to many heat-

generating surfaces, made the micro heat pipes with wire bonds, 

a favorable option for cooling electronic devices. Each channel 

in the array acts as an individual micro heat pipe as depicted in 

Fig. 1. It comprises of an evaporator which is externally heated, 

an adiabatic segment devoid of any heat transfer and a 

condenser experiencing convective cooling. The area of cross-

section of the liquid and the vapour change longitudinally from 

the evaporator end to the condenser end is displayed in Fig 1(c). 

 

 The conceptual wire-bonded micro heat pipes were initially 

presented by Wang and Peterson [4] as a one-dimensional 

analytical-steady-state model. The liquid-vapour phase 

interactions were analysed in the model and found the highest 

heat transfer performance. The fabrication easiness, better 

integration capability with electronic devices, and suitability 

for spacecraft applications were major attractions of the new 

model. The experimental validation in the studies proved the 

feasibility of the design and determined the optimum values for 

the design. The combination of aluminium - fluid acetone was 

used in the proposed design. 

 The performance investigation of a wire-bonded micro heat 

pipe array was done by Launay et al. [5]. A copper-water 

system was used to determine the capillary limitations in the 

temperature field and experimentally compare the charged 

micro heat pipes with empty channels.  A numerical model was 

also used for predicting the effects of angle of contact, quantity 

of charge and fluid distribution.  

 To evaluate the efficiency of wire-bonded micro heat pipes, 

Rag and Sobhan [6] created a transient one-dimensional model. 

In order to derive the velocity, pressure, and temperature 

distributions, a fully implicit finite difference approach was 

used to solve the mass, momentum, and energy conservation 

equations. The efficiency of the wire-bonded micro heat pipe 

was determined by computing its effective thermal 

conductivity. Using the working fluid's constant thermo-

physical properties, the equations accounted for longitudinal 

area fluctuations, phase shift, and frictional effects. Rag and 

Sobhan [7] used the same one-dimensional transient model to 

analyse the effects of operational and geometrical variables on 

effective thermal conductivity. Maximum values of effective 

thermal conductivity were achieved by optimising these 

parameters within the usable range. The transient variation of 

thermo-physical parameters was incorporated into a numerical 

model and quantitative measures of thermal conductivity were 

obtained by varying the input heat flux at the evaporator and 

condenser heat transfer coefficient by Rag et al. [8]. More 

realistic operational and performance characteristics were 

obtained when it comes to a wide variety of operational 

parameters.  

 

  In the present analysis, the temperature profiles are 

predicted computationally using an in-house code and 

evaluated the efficacy of a wire-bonded micro heat pipe which 

can be used for replacing the existing heat sink in a desktop 

computer. The already developed transient one-dimensional 

model is modified to accommodate two different working 

fluids, water and acetone, compatible with copper as the 

material of the micro heat pipes [2].  An experiment using 

acetone-aluminum system was used in a previous study [4] for 

validation of results in another study [6], acetone is considered 

as the second fluid for the present analysis.  The dimension 

details of the micro heat pipes were listed in Table 1.  

 

Fig.  1.    Schematic of a wire sandwiched micro heat pipe 

TABLE I.  PHYSICAL PROBLEM DETAILS 

Parameter Value 

Solid Material Copper 

Working Fluids 
Acetone/ 

Water 

Heat Pipe length 125 mm  

Wire radius 0.8 mm  

Wire-pitch 2 mm  

Evaporator length 20 mm 

Adiabatic section length 85 mm 

 

II. FORMULATION 

Line connections are only present at either end of the 

wires wedged between the parallel plates. Any two such wires 
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form a miniature heat pipe, with vapour flowing along the 

middle and liquid moving around the edges of the plate and 

wires. The wire-bonded micro heat pipe can be broken down 

into an evaporator section that takes in heat and releases it to 

the surroundings, an adiabatic section that does not exchange 

heat with anything else, and a condenser section that releases 

heat to the surroundings or the cooling media that is circulating 

around it. The analysis takes into account the fact that the 

vapour and liquid cross-sectional areas will change along the 

length. A one-dimensional numerical model is employed for 

transient analysis since the most significant changes in flow 

characteristics occur along the flow's longitudinal axis. These 

presumptions constitute the basis for the formulation of the 

governing equations: 

1. Vapor and liquid laminar flow. 

2. No-slip liquid and vapour boundary conditions. 

3. Vapor saturation. 

4. Meniscus radius of curvature consistency. 

                                                                                                                                    

For a quasi-steady state, the Laplace Young equation 

can be used to connect the pressure differential between the 

liquid and vapour phases to the meniscus radius at a given axial 

point. Pressure, velocity, and temperature profiles are analysed 

to determine the micro heat pipes' efficiency by solving the 

equations for mass, momentum, and energy in differential form 

for the liquid and vapour phases. As a function of the radius of 

the meniscus, the longitudinal area of the liquid and vapour 

phases are accounted for in their respective governing 

equations. The equation of state establishes a connection 

between the vapour pressure and temperature, which is then 

restated in terms of vapour momentum to ensure convergence. 

The liquid pressure is approximated using the Hagan-

Poisseuille equation, but for more converged results, the 

numbers are re-entered into the liquid momentum equation. 

Although triangle-shaped micro heat pipes [5, 9] use the same 

approach and mathematical formulation, the calculations must 

account for unique area characteristics. Previous papers contain 

the area parameters and the governing equations. 

III. SOLUTION PROCEDURE 

A custom FORTRAN programme is used to 

implement a Finite Difference technique to solve the governing 

equations. The first and second-order derivatives in the finite 

difference formulation were calculated using central 

differences. The thermo-physical qualities that vary with 

temperature are accounted for in the programme. In addition to 

the conventional solution procedure's [6]-[8] phases, a new 

function is introduced to define the working fluid's 

characteristics. Choosing the working fluid allowed the code to 

make use of the fluid's temperature-dependent thermophysical 

features and produce more accurate predictions. The heat 

balance test and the grid independent test of the code were 

conducted and shown in the previous publications extensively 

[6]. 

IV. THE TEMPERATURE PROFILE 

In this analysis for acetone and water as working fluid, 

the input heat flux supplied is taken as 2.4 W/cm2 and the 

coefficient of heat transfer in the condenser is taken as 

650W/m2K, which are reasonable values in electronic devices 

generating heat [6]–[8]. From Fig. 2 it is clear that the 

temperature profiles are as anticipated based on the previous 

literature [6]–[8]. The influence of the evaporator is observed 

in the smooth behaviour of temperature distribution at the 

evaporator-adiabatic junction and that of the condenser is seen 

at the adiabatic-condenser junction. Since the state equation is 

used to approximate vapour pressure, both vapour temperature 

and vapour pressure exhibit a consistent longitudinal 

fluctuation. Micro heat pipe performance is analysed by 

determining the effective thermal conductivity using the vapour 

temperature distributions. 

V. PERFORMANCE EVALUATION 

To evaluate the relative performance of different micro heat 

pipe designs, researchers use effective thermal conductivity [6] 

–[8]. According to Fourier's rule of thermal conduction, it is 

defined as follows: 

L

T
A

Q
k

c

eff
∆

=                             (1) 

Wire-bonded micro heat pipes using acetone as the working 
fluid are shown to have an effective thermal conductivity of 
168.83 kW/mK, while water only has an effective thermal 
conductivity of 127.27 kW/mK. Acetone is showing better 
effective thermal conductivity in the selected heat flux input  and 
heat transfer coefficient of a condenser. 

 

 
Fig.  2.    Temperature profile for 2.4 W/cm2 input heat flux and 650 W/m2K 

condenser heat transfer coefficient 
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VI. CONCLUSIONS 

In order to compare the efficiency of wire-bonded micro heat 

pipes using acetone and water as working fluid and copper as 

material, a computational analysis is carried out. 

Using a fully implicit finite difference approach, the 

mathematical model is solved to obtain the temperature profiles 

for both working fluids. With an effective thermal conductivity 

of 168.83 kW/mK, acetone proves to be a great medium for a 

heat pipe, outperforming even water. 
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Abstract—Navy uses a harmonic filter to extract the propel sounds in ships. Usually, Sonar 

processing uses the harmonic filter to remove unwanted harmonics. The proposed system is 

used for filtering unwanted noise from lower frequency noise using the machine learning 

technique. Some sonar may have higher frequency sounds, which can be difficult to hear. Using 

this sound frequency humans can identify their target by experience. Automate these sounds 

and using a trained neural network, Classify the sounds. Retrieve non-frequency voice and 

avoid harmonics using a neural network.  

 

Index Terms— MFCC, MLP, High pass filter, Discrete cosine transform. 

I. INTRODUCTION 

Currently, there is no specialized machine learning technique for the classification of the frequency of sonar: 
higher frequency and lower frequency. The word "sonar"[1] (short for "sound navigation ranging") refers to a 

technique for using sound waves to locate and measure the size and location of submerged objects. Sonar 
equipment detects sound waves emitted by or reflected from the item and analyses them to determine what 
information is contained.   
The main objective of this topic is to classify the frequency of sound, and then remove the noise in high-
frequency sonar. This problem was very difficult to deal with because the research on sonar classification and 
filtering of sonar is processed by normal techniques, in this work using deep learning method is used to process 
the classification and filtering of sonar sound. The extraction of the needed signal from background noise is one 
of the most serious issues in many application fields. Background noise is random, as is the appearance and 
behavior of signals. Basically in navy use a harmonic filter to remove unwanted noises. It is a time-consuming 

process. In this work, the Classification of sonar sound is done by a Multilayer perceptron algorithm and a high 
pass filter is used to remove the unwanted noises from high-frequency sonar sound.  
Classification of the frequency of sonar and removing noises from sonar sound is helpful to detect the target. 
Sonar is a method that employs sound propagation to navigate, measure distances, communicate with, or detect 
objects on or below the water's surface, such as other boats. classification of sonar sound in normal ways returns 
a time-consuming process, using trained neural network got a better accuracy result of classification. Normally 
harmonic  filter  is  used  for  filtering  unwanted  noise  from  high-frequency  sonar sound, which is also a time- 
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consuming process, high pass filter is better to use for a filtering process.    

II. METHODOLOGY 

The classification of frequency of sonar sound using multi-layer perceptron and filtering of high sonar sound is 
time reducing process. In normal audio, there is a signal and so many noises. first, take input as a wav file with 
noises and get output as filtered audio only without any spurious signal. Humans can identify their target by 
experience utilizing sonar that has a higher frequency that can be challenging to hear.  

A. MFCC  

Mel-frequency cepstrum (MFC)[2], which are employed in sound processing, are representations of a sound's 

short-term power spectrum that are based on a linear cosine transform of a log power spectrum on a nonlinear 
Mel scale of frequency. Several coefficients collectively referred to as Mel-frequency cepstral coefficients make 
up an MFC (MFCCs).  
MFCCs are frequently employed as features in speech recognition systems, including those[3] that can 
automatically identify telephone number pronunciations. Applications for music information retrieval such as 
genre categorization, auditory similarity measurements, etc. are also increasingly using MFCCs. 

 

Fig 1:Mel-frequency Cepstrum 

B. MLP  

The term "Multilayer Perceptron"[4] refers to a fully connected multi-layer neural network (MLP). It contains 

three levels, one of which is buried. It is referred to as a deep ANN if it has more than one hidden layer. A 
common illustration of a feedforward artificial neural network is an MLP. MLP is used for [5]a number of 
applications, including stock analysis, image identification, spam detection, and election voting 11 predictions. 
Basically, add more parameters to the model by adding more hidden layers and neurons per layer. Then permit 
the model to fit intricate functions. 

C. High pass filter 

A high pass filter is a[6] straightforward, efficient EQ curve that removes unwanted low frequencies from any 
audio source. When used properly to fix sloppy signals and tighten up arrangements, they are great. Low pass 
filter: The image is smoothed using this particular style of frequency-domain filter. The low-frequency[7] 
components are preserved while the high-frequency components are attenuated. High pass filter: A high pass 
frequency-domain filter is used to enhance the sharpness of the image.  

III. IMPLEMENTATION 

Filtering of spurious sonar signals consists of the following steps: 

 Padding of given wav file dataset. 

 Feature extraction of audios. 

 Classification of frequency of sonar sounds.  

 Removal of unwanted harmonics from an audio file. 
Sonar sound can be classified by the neural network, in this work, MLP is used for classification purposes. 
First, take all datasets; the dataset contains two folders high-frequency sound and low-frequency sound. The 
dataset contains 250 audios within each folder. categorize and label this dataset into two. 
Padding each audio with respect to a fixed sample rate, so get the dataset containing each audio with the same 
length. In this work, each audio has a size of 5. The dataset is a wav file and Audio padding is necessary for 
classification. Librosa library[8] is used for padding. This is also a pre-processing step of the dataset. For feature 
extraction, the MFCC algorithm is used. In this work, the extracted feature is frequencies by the MFCC 

algorithm.  Find  the  MFCC  value  of  each  audio  file  after  padding.  The  main steps in the MFCC[9] feature  
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Fig 2: High-Level_Architecture 

TABLE I: LIST OF SOUND FREQUENCY 

Labels categories 

0 High-frequency sound 

1 Low-frequency sound 

extraction method are windowing the signal, running the DFT, getting the log of the magnitude, warping the 
frequencies on a Mel scale, and finally running the inverse DCT. 

 

Fig 3: Diagram of MFCC 

Building a proper network architecture is required to acquire a trained model immediately after receiving a clean 
database. Build a model using a multi-layer perceptron algorithm and having  2 hidden layers with 4 neurons. 
To train the built model, the training dataset was split into patches, and the training loop sent each batch through 
an optimizer to train our model, with training accuracy being evaluated for each batch. Then the model is now 
ready to be tested with new audio after completing the training stage. 
After classification, if it is a high-frequency sound remove the noises using a High pass filter. An easy-to-use, 
efficient EQ curve that removes undesired low frequencies from any audio source is a high pass filter. When 
properly applied, they are wonderful for cleaning up errant signals and tightening up arrangements. 

IV. RESULT AND DISCUSSION 

The project was able to build filtering of spurious sonar signals using machine learning techniques, which will 
classify the sonar sounds as high-frequency sounds and low-frequency sounds using multilayer perceptron and 
remove unwanted harmonics using a high pass filter. MLP algorithm used was able to classify the sonar sounds. 
The experimental findings are acquired by training with a number of audios. The sonar sound dataset is used for 

training purposes, which consists of 2 folders high-frequency sound and low-frequency sound and contains 300 
audios within each folder. The classification accuracy is 84%, which is also a good result, it also works properly 
and very well. 
The accuracy is more feasible when optimum iterations are performed. Test an audio file with a trained model, 
which gives output as 0 as High-frequency sound or 1 as Low-frequency sound. Passing a high pass filter to 
remove the unwanted noises from High-frequency sound, which save an audio signal without noises. 
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V. CONCLUSION AND FUTURE SCOPE 

Filtering of spurious sonar signals using machine learning techniques shows a wide range of applications in 

NAVY. The main objective of this project is the classification of the frequency of sonar sounds and the filtering 
of noises from high-frequency sonar sounds. Deep learning is the most powerful science in working with 
pictures by completing feature extractions to categorize what this image includes, according to studies. Related 
work surveys are conducted by reading several papers written by earlier scientists and developers that attempted 
to address the classification of sonars and target detection of sonar, some of which used the Fast Fourier 
transform algorithm and Artificial neural network. Python is utilized to implement this project since it is the 
most popular language for Artificial Intelligence and Deep Learning. The project has some limitations; because 
the availability of frequency of sonar sounds and removal of unwanted harmonics from a lower frequency audio 

file take more time, which is called LOFAR processing. Hence this process is done on high-frequency sonar 
sounds only. Here the best classification algorithm convolutional neural network (CNN) failed to perform the 
expected task because of the limited access to the dataset. Later it was executed well using MLP and it was 
successful. 
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System-on-Chips (SoCs) began containing third party Intellectual Property (IP) blocks to lower the
overall cost of microprocessors used in embedded systems and the Internet of Things. Several chip
manufacturing firms outsource the automated integrated circuit design, production, and testing due
to the high design costs [1]. The logical and operational security of such devices are at danger
because suspicious third parties were involved at different stages of chip manufacture. During the
SoC’s verification and testing process, malicious circuits known as Hardware Trojans (HT)
concealed inside a trustworthy blueprint design may go undetected [2]. HTs may modify the
system’s behaviour in order to launch attacks including data breaches, unauthorised access,
functional defects, and service delays [3]. Because these intermittent HTs are only active for a brief
period of time, HT identification is difficult [4].
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Since cameras are so widely available, taking
pictures has become more and more common. In
order to gain more information, it is frequently
necessary to enhance photographs, which are
crucial in our daily lives as memories or sources of
wealth of information. There are many tools
accessible to enhance the quality of photos;
however, some of them are also widely used to alter
images, leading to the dissemination of false
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information. This makes picture forgeries more
severe and frequent, which is now a major cause of
concern. To identify fake images, many conventional
methods have been developed over time.
Convolutional neural networks (CNNs) have drawn
a lot of interest recently, and they have had an
impact on the area of picture fraud detection as
well. However, the majority of CNN-based picture
forgery detection methods currently used in the
literature are restricted to identifying a certain kind
of fraud (either image splicing or copymove). As a
result, a method that can quickly and precisely
identify any hidden forgeries in a picture is needed.
We present a powerful deep learning-based
approach for detecting picture forgeries in this
study. The RGB format images converted to error
level analysis (ELA) are used to train our model. The
suggested model is compact, and its effectiveness
shows that it outperforms cutting-edge methods in
terms of speed. The experiment's findings are
promising, with a 91.37% total validation accuracy.
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infertility (PreFI). The researchers use 26 variables for the early diagnosis and determine a
subset of these 26 variables as biomarkers. These biomarkers contribute significantly to a
better prediction of the problem. The researchers designed PreFI using ensemble methods
with biomarkers and improved the performance of the predictive system.
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Abstract—Malware detection is an indispensable factor in the
security of internet-oriented machines. The number of threats
have been increased day by day. Malware analysis is a process of
performing analysis and a study of the components and behavior
of malware. The use of dynamic analysis will help the system
to classify malware more accurately and to detect any malware
samples. Dynamic analysis is a method in which the malware runs
in a Sandbox environment, and artifacts are collected. The system
uses Cuckoo Sandbox for executing the malware samples in a
controlled environment. The system compares bidirectional long
short-term memory and convolutional neural network models
for machine learning algorithms to detect and classify the
malware samples. Unlike a typical signature-based detection,
where patterns are checked in the source file, a type of static
detection, here, dynamic analysis is used to extract necessary
reports, which are then preprocessed to get features like dynamic
link library (dlls), kernel module names, services used, etc. to
try creating a list of text, which can explain the behaviour of
the executable file. These are tokenized and embedded to obtain
numerical data, which is passed to the models. The accuracy of
trained models is compared, which describes the performance of
the models on the dataset. Thus providing grounds for testing
future models and later building a better detection system based
on it.

Index Terms—malware analysis, cuckoo sandbox, bidirectional
long short-term memory, dynamic analysis

I. INTRODUCTION

Malware is malicious software distributed over a network

that infects, steals, examines, or performs any function an

attacker desires. Nowadays, malware detection is important as

it serves as an essential alert system for the computer’s security

against cyber threats. It is the process of identifying malware

on a host system and determining whether the particular

software is harmful or not. It prevents hackers from gaining

access to the computer, and avoids risking sensitive data,

altering system settings or contents, or propagating through

the network. The best measures against malware are antivirus

monitoring and firewall software. The number of malware has

expanded at an unprecedented rate due to the extensive use of

computer systems and networks. With the expanding usage of

susceptible online systems and various operating systems, a

growing variety of dangers is emerging. As a result, the issue

is to locate and identify risks that can be generalized to avoid

future attacks on computer systems.

According to the Symantec threat report [1], 4818 unique

websites were victims of form jacking code. Every month,

stolen credit card data is sold for up to $2.2 million to cyber

criminals. Similarly, McAfee Labs reported that the DarkSide

ransomware has resulted in a policy issue between the US

and Russia [2]. In 2022, the Trellix company reported that the

cyber attackers used the Log4shell flaw, a software vulnerabil-

ity, and attacked Ukrainian Infrastructure. There were several

campaigns conducted for the cyber threats in the region of

Eurasia against Ukraine and identified HermeticWiper. This

malware steals digital certificates and gains write access to

various low-level data structures on the organizations [3].

In the research carried out, the main contributions of this

paper are as follows:

• We develop a malware detection system using Convo-

lutional Neural Network over two benchmark malware

datasets namely Malware Bazaar and VirusShare.

• We conduct experiments on images using BiLSTMs to

classify malware. and show significant improvement in

the performance of deep learning models.

• We compare our proposed system with the state-of-the-

art approaches and found that a combination of CNN and

BiLSTM achieved better classification results.

The paper is organized as follows. Section II discusses

related work on static and dynamic analysis. Section III covers

the motivation, methodology used including the BiLSTM

architecture. In Section IV, we present our dataset used with

the experimental results obtained. Finally, Section V concludes

the paper, and we mention future work.

II. RELATED WORK

In today’s world, the vulnerabilities of computer systems are

well exploited by cybercriminals. There are several types of

malware detection methods [4–7]. They are (a) static detection

(b) dynamic detection (c) hybrid (d) ML-based detection (e)

DL-based detection and (f) visualization.

In the static malware detection method, a malware file is

examined without running the program. The main advantage

of the static feature extraction method is that it reduces the

feature size by considering the entire binary content, thereby

detecting the invariants before runtime [8]. Dynamic analysis

involves running the malware executable file and analyzing its

behavior to eliminate the infection or prevent it from spreading

to other systems [9].
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Zhang [10] proposes a deep learning architecture that in-

cludes both a CNN layer and an LSTM layer where API

call sequences are used to train the model. The CNN model

consists of filters, LSTM layer, a dropout layer, and lastly

fully connected layer for classification. The proposed model

achieved an accuracy of nearly 100%.
Mishra et al. [11] proposed a BiLSTM based model to

classify malware in a cloud-based system. CNN layer is

the basic block and the model is trained on system call

sequences. An accuracy of 90% was achieved. They also made

a comparison by substituting the BiLSTM for a normal LSTM

layer which resulted in a worse case of detection.
Mcdole et al. [12] records and analyzes the behavior of

malware executables using dynamic analysis. The information

collected during execution is the memory access, API calls,

and network communications.
Usman et al. [13] proposed a novel cyber security tech-

niques on hybrid approach based on dynamic malware analysis

that can identify malicious Internet Protocol addresses before

communication. Huang et al. [14] propose a malware detection

method based on malware visualization and deep learning. The

static visualization images are generated by Cuckoo Sandbox.

It is used to generate dynamic visualization images. Then

form hybrid images that merge the static and dynamic images.

Finally, the model train the hybrid images yielding a test

accuracy of 92.50% for the hybrid approach.
A novel method for detecting malware by deep learning-

based analysis was proposed by Liu et al. [15] on API

calls. They used cuckoo sandbox and Filtering techniques

were employed to extract the API calls sequence of malicious

programs. A comparison on the experimental results with

standard models were done. The proposed LSTM has the best

performance for malware detection, reaching the accuracy of

97.85%.
Wu et al. [16] proposed an architecture with CNN integrated

with attention block used to extract effective features of the

load impact factors. Then prediction is forecasted by the

LSTM combined with BiLSTM layers and found that the

proposed method has better forecasting performance than the

state-of-art approaches. Peng et al. [17] proposed a deep learn-

ing model based on Bi-directional long short-term memory,

sine cosine algorithm, and complete ensemble empirical mode

decomposition with adaptive noise for forecasting and found

that the model obtained higher prediction accuracy than the

existing models.

III. PROPOSED METHOD

The overall method consists of five different modules

namely, input data preprocessing, feature representation, fea-

ture encoding, feature extraction, and classification.

A. Motivation

The motivation of this paper is that the traditional classifica-

tion methods have to be improved as there is various limitation

in static and dynamic methods. Dynamic malware analysis of

new samples is highly time-consuming and requires proper

tuning to achieve good performance with an acceptable result.

Fig. 1. Flow diagram of proposed system

B. Methodology

Digital security is an important aspect of our daily life. This

paper aims to contribute in the direction of classifying malware

as accurately as possible. The proposed system is a malware

classification system that uses BiLSTM and CNN model to

analyse the behavior of malware samples in a controlled

sandbox environment and have the model learn to properly

identify a malware sample from a benign one. This system

being dynamic, can actively classify malware that have not

been classified before unlike current antivirus software. The

samples are first fed into the sandbox and after receiving a

log file containing the executed operations, it is fed into the

models, and the results obtained are compared between the

models. The proposed block diagram and its interconnection

along with the various stages involved are depicted in Fig 1.

The significance of feature selection increases the accuracy

and reduces the redundant features, thereby increasing the

prediction time.

C. Algorithm

The purpose is to parse the report.json files and extract

wanted features into specific files. The input is the location to

the output of dumps. The output is files written to the output

directory which are text files that contain the features. The

detailed step-by-step process is given in Algorithm 1.

D. Cuckoo Sandbox

Basically, a cuckoo sandbox is a Linux Ubuntu host that

in turn contains a nested Windows 7 machine in it [18]. The

open-source tool called Cuckoo Sandbox is used to analyze

malware automatically. This tool works in a controlled and

secure environment. This tool makes an intention to the

malware that it has affected a true host machine, which then

records the malware activity. Finally generates a malware

report on the activities done by the malware on the virtual

machine (VM).

Linux commands or GUI can be used for accessing the

cuckoo sandbox. The malware is submitted to the VM to the
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Algorithm 1 Parser Algorithm

Require: Iterate through each folder (classes) for batch fold-

ers

Ensure: For each file report file in each batch, perform the

following steps to extract the features from JSON files

1: Extract dll from pe imports

2: Extract name from pe sections

3: Extract kernel mod name from modscan data

4: Extract service from svscan data

5: Extract proc name from malfind data

6: Extract process from pslist data

7: Extract mut name from mutscan data

8: Combine these values separated by newline

Require: Write output txt file with features for each malware

sample in a fixed output directory

Windows guest. The malware once submitted runs on the VM.

The malware behavior is recorded and this activity is fed to

the Ubuntu host and a report is generated based on the activity.

E. Bidirectional long short-term memory

Although LSTM is popular and has more advantages, it

could not completely solve the vanishing gradient problem.

This model uses more resources and takes more time to get

trained. They use high memory and bandwidth because of the

layers connected in serial fashion. Thus, LSTMs do not use

the hardware efficiently.

LSTM requires more computation as more parameters are

required. So Bidirectional long short-term memory or BiL-

STM, is used. A Bidirectional Long Short-term Memory [19],

is a model that processes information with two LSTMs in

a forward and backward direction as shown in Fig. 2. The

efficiency of the model is increased by understanding the

context, which allows the model to learn the preceding and

following words. Bidirectional recurrent neural networks are

simply adding up two RNNs where one works forward and

the other in a reverse direction.

Fig. 2. BiLSTM structure

F. Word Embedding

Word embedding is a technique where words of similar

meaning are given the same pattern representation as real-

valued vectors. There are fewer dimensions in this type of

representation. This method is used to train on any natural

language processing task as it is easy to understand.

G. Text Vectorization

The process of converting text into numerical representation

is Text Vectorization.

TF-IDF (Term Frequency–Inverse Document Frequency)

captures the number of occurrences the word is available in

the whole document. The words occurring frequently are given

less weight. This inverse weighting for frequently occurring

words is known as Inverse Document Frequency. This term

gives the relative importance of words in a collection of texts

or sets of documents. TF-IDF calculation is used in Natural

Language Processing problems where the more frequently

occurring words have less weight and words which are not

repeated will have more weight. Let w denote TF-IDF weight

of any feature x, tf(x) denote frequency of feature x, N be

the number of ransomware samples in the document, and IDF

denotes the instances that contain the feature x. The following

steps are used for calculating TF-IDF as shown in Equation 1.

• Define the term frequency values

• Calculate inverse document frequency values (IDF)

• Multiply the above two values. This indicates how often

the words occur in the document

w(x) = tf(x) ∗ log
N

IDF (x) + 1
(1)

H. Convolutional Neural Network

Convolutional neural networks have always become the

predominant machine learning algorithm [20] since CNN is

a simple feed-forward network that uses automatic feature

extraction and uses adjacent pixel information to downsample

the image effectively. CNN is a typical neural network in

which at least one layer is a convolutional layer. In CNNs,

with more hidden layers, the gradient vanishes which stops

the learning phase.

IV. EXPERIMENTAL RESULTS

The experiments are conducted using Precision, Recall, F1

measure, and Accuracy as evaluation metrics for the classifi-

cation.

Categorical accuracy: Categorical accuracy measures the

average accuracy rate across all predictions. This is calculated

by comparing the one-hot vectors of truths and predictions

and then taking an average over the vector. In the proposed

system, accuracy is calculated using the metric given below

for both training and validation.

Accuracy(A) =
TP + TN

TP + TN + FP + FN
. (2)

where True Positive (TP - indicates the number of malware

samples correctly identified as malware), True Negative (TN
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- indicates the number of benign samples accurately identified

as legitimate.), False Positive (FP - is the number of benign

samples misclassified as malware), and False Negative (FN -

indicates the number of wrongly classified malware images).

Implementation and Setup: The Linux OS system with

Ubuntu 20.04 is installed on the Virtual Machine. The Cuckoo

Sandbox and Python with windows are installed on a Virtual

Machine. Now both OS can be used without using a separate

boot system.

Dataset: The experiments are performed on two malware

datasets, Malware Bazaar [21] and VirusShare [22]. In this

paper, we used around 5650 executables belonging to 6 classes

including 1471 benign samples. 70% of the dataset is used for

training and the remaining 30% is reserved for testing. 3955

files for training and 1695 files for validation. A Windows

operating system (OS) is installed in the cuckoo sandbox

virtual machine and is used to extract the system calls from

the malware executable samples.

By using the appropriate measures, the performance of the

models is calculated. We conduct the three experiments on the

dataset:

• Experiment-1: Performance of CNN model in detecting

malware executables.

• Experiment-2: Performance of BiLSTM model in de-

tecting malware executables.

• Experiment-3: Performance of CNN-BiLSTM model in

detecting malware executables.

A. Performance of CNN model in detecting malware executa-

bles

CNN model consisting of text vectorization layer, word

embedding, three CONV layers, each followed by a Pooling

layer, Flattening, and finally the fully connected layer.

A convolutional neural network consists of the following

layers:

• Convolutional layers - First layer is the convolution layer

which is presented with training and testing malware

images. A filter is convolved across the width and height

of the input image to extract patterns specific to malware

and benign files. Here the kernel size chosen is a 3×3

filter. The kernel is slided over the input and the product

is computed at all positions. The convolution layer gives

maximum information by reducing the noise in the input

features. Parameters include stride, step filter size, and

filter count, which is the number of filters used.

• Pooling layers - Next is the max pooling layer which

reduces the data processing by taking the maximum value

obtained in the first slide of the kernel. A 2×2 is the

window size or the filter size used for the max pooling

operation. Max pooling takes the maximum value from

each group of neurons from the previous layer. This is

also called the sub-sampling layer as the computation is

performed by downsampling the features, thereby reduc-

ing the processing involved.

• Dense layers - Finally, the fully connected dense layer

is incorporated where every neuron in one layer is con-

Fig. 3. Accuracy and F1 score for three models

nected to every other neuron in the other layer. The

basic principle of CNN is the same as the multilayer

perceptron. The flattened matrix after max pooling passes

through the fully connected layer to classify the images.

The network is trained by the back-propagation method

where the weights and bias are updated and the loss is

calculated. When the loss function is close to zero, the

learning phase terminates.

The model produced an average accuracy of 96.7% as

shown in Fig 3. Since the dataset is a balanced set, we get

approximately the same scores.

B. Performance of BiLSTM model in detecting malware exe-

cutables

BiLSTM model consists of text vectorization layer, input,

embedding layer, two BiLSTM layers with dropout layers,

and finally the dense layer. In the proposed model, the input

to the BiLSTM is an array. By knowing the input, past, and

future states of its local neighbors, BiLSTM can predict the

present input. We have used a Dropout of 0.25 on the BiLSTM

layer. Sigmoid is used as an activation function. Finally, the

image vector representation passes through the dense layer.

The activation function used by all feed-forward layers is Tanh

and the final prediction is achieved using the softmax function.

The model produced an average accuracy of 86.3% as shown

in Fig 3.
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C. Performance of CNN-BiLSTM model in detecting malware

executables

The proposed CNN-BiLSTM consists of text vectorization

layer, an input layer, word embedding layer, two convolution

layers, pooling layers (maxpool), BiLSTM layer, dropout

layer, and finally the dense fully connected layer for classi-

fication. Figure 3 shows that the model produced an average

accuracy of 98.4%.

Fig. 4. Classification accuracy for three models

We considered 597 malware executables from agent, 936

from cycbot, 926 from vobfus, 600 from vundo, 1120 from

zeroaccess malware families for the dynamic analysis, and

1471 benign files with a total of 5650 files belonging to 6

classes, where 3955 files were used for training and 1695 files

for validation phase. Figure 4 shows the evaluation metrics

for the six classes considered for all three models. It is

observed that the average accuracy of 98.5% is obtained for a

combination of CNN with BiLSTM for all families considered.

The proposed model has shown efficient performance for the

classification, which extracts useful features and better feature

representation, resulting in achieving better accuracy.

V. CONCLUSION AND FUTURE SCOPE

In recent times, the amount of malware affecting systems

has become enormous and diverse in nature. Automating the

detection and classification of new malware helps the forefront

of defenders to rest a bit ease. The effectiveness of machine

learning has encouraged peers to find methods to tackle this

problem. The study here uses Dynamic analysis techniques to

extract malware artifacts and process them using BiLSTM and

CNN models and experiments with them to classify across five

malware classes and a benign class. A combination of CNN-

BiLSTM model produced an average accuracy of 98.4%. The

CNN-BiLSTM model performs better than the BiLSTM model

in classification and detection of malwares. There is a gradual

increase in accuracy when compared with the other state of

art methods.

In future work, we intend to include more models and more

malware classes, specifically towards self-attention models to

improve the overall accuracy further. We also intend to provide

a web and android app interface, where one can submit a file,

and get a report summary on the file, detecting any malicious

instructions within the file. This would help the layman have

free, and bleeding-edge access to a malware-detection system,

which does not rely on signatures and similar concepts.
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Abstract—The demand for Robots in Elderly assistance is 

increasing due to the lack of human caregivers. In the context 

of Robot coexisting with the human beings in a home 

environment, for the safe and friendly interaction it is 

essential to endow the sense of touch through Tactile sensor 

systems. This paper proposes a novel scalable approach for 

tactile sensors based on low cost wearable conductive fabric. 

Fabric tactile sensor (FABTAC) is conformable with the 

robot body and can be used as a tactile sensing skin that 

perceives touch and force applied at the contact location. 

FABTAC sensors are developed as an array of touch sensors 

sewed on the cloth substrate with the stainless-steel 

conductive thread. The thermistor sensors are also sewed to 

fabric to perceive the temperature information. The 

FABTAC sensors are integrated on to the custom-made 3D 

printed Robotic hand and the tactile data is processed with a 

novel wearable electronic FLORA microcontroller platform. 

The acquired data can be used to provide a real time tactile 

feedback for performing assistive tasks like grasping objects 

of diverse profiles, avoiding slippage. The FABTAC sensors 

has the advantage of utilizing flexible, light weight sensors 

with good spatial and temporal resolution. Thus, the system 

can potentially aid the automation of daily life activities 

of the Elderly thereby enhancing the quality of their life. 
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I. INTRODUCTION  

The number of caregivers is not growing in tandem with the 
growth of the Elderly population. The high expense of elderly 
support is due to the relative scarcity of caregivers for the 
elderly. The enormous expense of providing care for the 
elderly could be significantly reduced by using robots in this 
scenario.  Robots with a tactile sensing skin is required for 
interactions to be both secure and safe. Our human brain 
senses the touch with the somatosensory system containing a 
large network of nerve endings and touch receptors on skin, 
which transmit the tactile information to the brain which in 
turn tells the body how to react to different senses. The tactile 
sensors being the electronic counterpart of biological skin, 
enables the robot to perceive their environment and create a 
reactive behavior in response to human expectations. 

Bioinspired, tactile sensing is important for robots which 
works in close interaction with the human beings as in elderly 
care applications. Tactile sensors can estimate the contact 
parameters like mechanical touch, pressure and temperature 
at the contact area [1]. 
Unlike the visual and auditory senses, human skin is not a 
localized sensory organ which makes the tactile sensing more 
challenging in terms of transduction technology [2]. And the 
sensors should be distributed throughout the body. As touch 
can take many forms-shapes, texture, force, pain, temperature 
it is not one physical property to be sensed which makes the 
sensor design more complex and thereby making it difficult 
to mimic the tactile sensing [3]. 

A. Criteria for Selection of Tactile Sensors  

The Criteria for selection of tactile sensors are reported 
below[3] 
 

a) Spatial resolution  

b) Contact Parameters to be measured 

c) Response profile 

d) Time resolution 

 

B. Transduction Techniques  

Earlier, the research in the field of tactile sensing focused 
towards the transduction technology/sensor design. 

Various tactile sensor systems have been proposed to cover 
the robot body for the grasping and manipulation of fine 
and fragile objects with dexterity. Capacitive tactile sensors 
are based on changes in the distance between the parallel 
plates on mechanical touch thereby changing capacitance. 
This effect can be utilized to detect static touch. They have 
high sensitivity and has a large dynamic range[4]-[7]. 
Piezoelectric tactile sensors works on piezoelectric effect 
where the materials generate an electrical voltage on 
application of external force . This effect can be utilized for 
dynamic touch sensing [9][10]. Optical tactile sensors utilizes 
changes in light intensity to detect external force applied at the 
point of touch as reported in [11][12]. 
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II. RELATED WORK 

The human Interactive Robot RI-MAN [13] embedded with 
tactile sensors has been developed for assistive care 
applications to determine the contact load while carrying a 
dummy human. 320 tactile pressure-sensing elements are 
integrated on the body with each sensor sheet having 8 x 8 
elements placed at the chest and forearms. 

A tactile sensor suit, flexible and soft, that has 192 sensing 
regions has been proposed [14]. The designed robotic suit 
used electrically conductive cloth and string to build the 
sensor outfit. Each sensing region functions as a binary switch. 
The tactile sensing is based on a layered architecture. 

A low-cost simple method has been reported [15] to transform 
a knitted glove to a scalable tactile glove with a sensor array 
of 548 sensors. The glove has a piezoresistive film connected 
to conductive thread electrodes. The glove can be utilised to 
recognise distinguish object and to estimate their weight while 
grasping. 

A fabric-based stretchable tactile sensing skin to measure 
force and temperature parameters has been reported in [16]. 
The sensors were integrated on MEKA M1 Mobile 
Manipulator to make contact on the arms of human being 
which demonstrated the feasibility of the system for Human 
Robot Interactive environment. 

III. PROPOSED ARCHITECTURE 

The Literature reports shows that the large area coverage of 
sensors at high spatial resolution comes at the expense of high 
cost technology requirements. This paper presents a novel 
low-cost approach to tactile sensors for robots based on 
conductive fabric which can sense human touch utilizing the 
capacitance transduction effects.  
The experimental study was conducted towards creating a 
tactile sensing skin to perceive touch, force and temperature 
parameters at the contact area of touch. The work proposed 
here is the multimodal wearable approach to tactile sensing 
so as to utilize this tactile information for dynamic feedback 
control of robotic hand assistance to Elderly people. 
The Hardware Configuration of Wearable FABTAC sensors 
integrated to robotic hand which can be used in grasping 
assitance for Elderly persons is shown in the Fig. 1.  
 The robotic hand can be operated in Grasp mode. For the 
grasp mode operation, dynamic control of hand is  
achieved based on the real time feedback from the 
FABTAC sensors to prevent slippage of objects grasped. 
This paper highlights on the work on the development and 
integration of FABTAC sensors on the custom made 3D 
printed InMoov Robotic Hand. 
 
The wearable FABTAC sensors are developed as an array of 
tactile elements(taxels) with the Conductive Fabric touch 
sensors and Force Senstive Resistor(FSR) placed on the 
fabric substrate in a two layer architecture.  The current 
version of the array consists of 12 taxels each of dimension 
20mm x 20mm with a spatial resolution of 2 mm. The 
capacitive touch sensors detect the static touch in response to 
the human finger based on the predetermined threshold 
level.The FSR placed under the first layer of sensors 
seperated with the spacer estimates the force applied at the 

taxels corresponding to the resistance variation. The 
temperature sensors are sewed to the fabric to perceive the 
temperature of the human finger at the contact area. 
 
The Fabric tactile sensor array consists of strips of woven 
conductive fabric, fabricated of Copper and Nickel-plated 
polyester has been sourced from Adafruit Industries.The 
tactile sensors are sewed to wearable microcontroller 
electronic platform -FLORA controller using stainless steel 
conductive thread which has a fairly low resistivity of 10 
ohms per foot. The array structure can be scaled up for the 
full coverage of  the dorsal and palmar side of hand and the 
fingers of robotic hand.  
 
FSRs placed below the fabric layer allows to detect physical 
pressure applied on its sensing region [Adafruit 
Industries].FSRs  changes its resistive value depending on the 
external pressure applied on it.  The resistance change gives 
the calculation for the amount of force applied when touched. 
 
NTC Thermistors are also sewed to the fabric substrate to 
estimate the temperature of the human finger when touched. 
 The tactile data acquired by FABTAC sensors are given to 
the wearable FLORA microcontroller for further processing 
and Control action. 
 

IV. METHODOLOGY 

The acquired touch sensor data are processed using a FLORA 
microcontroller which is a fabric friendly  wearable electronic 
platform with ATMEGA 32u4 microcontroller having 14 
sewing pads for electrical connections. The FLORA 
microcontroller is configured in slave mode and reduces the 
load of high level processing at the Arduino UNO Master 
controller. This configuration helps for better scalability 
when large area coverage of sensors on the robotic body is 
required.  
The slave FLORA microcontroller transmits the touch data 
wirelessly  using  the module  nRF24L01 connected through 
SPI interface with a data rate of 100 Mbps. The nRF24L01 
module is suitable for low power applications. At the 
receiver side, the tactile data is received using the nRF 
receiver module and fed to an Arduino Uno controller. For 
the Experimental study the touch response has been 
demonstrated using an LED display at the destination side. 
The Robotic hand with the integrated FABTAC sensors can 
be activated by elderly touch and dynamic control of the hand 
can be achieved based on reactive control feedback from the 
sensors in future work. 
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Fig. 1 Hardware Configuration set up of wearable FABTAC sensors for 
Robotic Hand control 

 

V. RESULTS AND DISCUSSION 

The feasibility study of various flexible, light weight, fabric 
tactile sensors that can be incorporated to Robotic hand 
Elderly Assistance System has been conducted in this paper. 

a) Woven Conductive Fabric Touch  Sensor     

The experimental results show the response of Woven 
Conductive Fabric sensor to single finger static touch and a 
plastic pen. The touch detected with the human finger as 
shown in Fig 2 (a) has high sensitivity. The dielectric constant 
increases as a result of the finger's interaction with the 
capacitor's electric field, thereby increasing capacitance. It has 
also been inferred that the touch response can be obtained with 
two fingers simultaneously. The touch response of the plastic 
material with a low dielectric value could not detect the touch 
as depicted in Fig 2(b).  

The Fig. 2(c) demonstrates the capacitive fabric sensors sewed 
on the cloth substrate using the conductive thread. The tactile 
data is fed to the digital pins of the sewing pad of FLORA. A 
simple hand running stitch is used for sewing the sensors and 
the microcontroller so as to allow the current flow through the 
conductive thread. The Fig 2(d) shows the response of touch 
using the neo pixel RGB LED’s which are fabric friendly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

           

 

 

                      Fig. 2(a)                                    Fig. 2(b) 

                     Fig. 2(c)                                     Fig. 2(d) 

          Fig. 2(a) Single finger touch on Conductive Fabric sensor (b) 
Touch using plastic pen on Fabric sensor (c) Fabric sensors sewed to FLORA 
controller using stainless steel conductive thread (d) Touch response of sensor 
using neo pixel RGB LED 
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b) Velostat/ Pressure Sensitive sheet  Sensor 

The study of Velostat sensor was conducted to demonstrate a 
dynamic touch like vibration on the surface as shown in Fig. 
3(a). Velostat is carbon impregnated polyethylene film which 
can be vibrated and a change in resistance corresponding to 
vibration was observed. 

c) Thermistor  

The experimental study of interfacing NTC 10K 
thermistor with FLORA was conducted. The thermistor was 
sewed to the cloth substrate and the observations are obtained 
as in Table 1. Observations are made at Room temperature, 
soldering iron and a prolonged contact with single finger. It 
has been observed that the resistance decreases with the 
increase in temperature and a prolonged contact of finger on 
the thermistor recorded values as shown in the table. The 
equivalent temperature T is calculated using Stein Hart 
Equation as in (1) 

                            
�

�
�

�

��
�

�

�
ln 


�

��
�                                    (1) 

T0 is the Room temperature, B is Coefficient of thermistor, 
R0 is Resistance at Room temperature and R is unknown 
resistance calculated. 

d) Force Sensitive Resistor(FSR) Sensor 

The Fig. 3 (b) shows experimental set up of FSR with a 38 
mm square sensing region and the change in resistance when 
force applied at the touch point can be calculated. The 
resistance variation is converted to analog voltage with a base 
resistance of 10K. The figure 5 (a) shows the variation of 
Voltage and Resistance and it can be observed that the 
resistance decreases with the increase in voltage which 
corresponds to increase in force applied on the sensing region. 
The Fig 5(b) shows the Force vs Voltage variation and Fig 5 
(c) demonstrates the change in Force vs Resistance. The 
various types of touch  based on Force in Newtons has been 
indicated. The types of touch observed are Light touch with 
less than 1 N is recorded, Light Squeeze on the sensing square 
region showed up the Force between 2 N and 4 N, Medium 
Touch (5 -9 N) and Big Touch( 10- 66 N).  

 

 

 
 

Fig. 3 (a)Dynamic Touch on Velostat sensor  (b) Experimental set up of FSR 
Interfacing with controller 

                                          
                                                         

                             

                                                                                                    

e) Integration of FABTAC sensors on Robotic Hand 

The hardware consists of custom - made 3D printed robotic 
arm InMoov with 2 DOF controlled using MG996R servos. 
The developed wearable FABTAC sensors are integrated on 
to the robotic hand and the response of robotic hand when 
activated by human touch was demonstrated. The Fig 5(a) 
shows the 3D printed Robotic hand (without tactile sensors) 
and Fig 5(b) Hand with Wearable FABTAC sensors 

   

   TABLE I: TEMPERATURE vs RESISTANCE VARIATION 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

                                                            

 

  Fig 4 (a) 3D Printed InMoov Robotic Hand (b)Robotic Hand with 

wearable FABTAC Sensors 

 

Temperature 

(°C) 

Resistance 

(KΩ) 
 

27.44 8.979 Room 
temperature 27.53 8.94 

28.09 8.72 Soldering 
iron used 28.81 8.45 

29.82 8.09 

31.79 7.44 Prolonged 
Contact with 
single finger 

32.02 7.34 

32.55 7.21 

31.79 7.445 

32.41 7.251 

32.64 7.181 

32.60 7.193 

32.51 7.222 

32.41 7.251 
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Fig 5(a) Voltage vs Resistance Curve (b) Force vs Voltage Curve (c) Force vs 
Resistance and classification of touch based on Force applied at the contact 
area. 

VI. CONCLUSION 

The work presented in this paper demonstrates the 
feasibility study of fabric tactile sensors that can be worn by 
the robots in an environment where human beings and robots 
co-exist. The growing demand of robotic platforms in the field 
of nursing and assistive care emphasize the importance of 
tactile sensors which are cost effective, scalable and 
conformable. The tactile sensors and the wearable controller 
chosen for this work are light weight and flexible thereby 
providing an advantage of smaller size tactile sensing skin 
suitable for robotic platforms. The work can be extended in 

future to provide tactile feedback based on FABTAC sensors 
for dynamic control of the robotic hand in Elderly assistance. 
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The report of the World Health Organization on cancer reveals 

some fearful results and the report says that in 2020, 10 million 

people have succumbed to death worldwide owing to this deadly 

disease and it is the second most common cause of death after 

cardiovascular diseases. The recent report of Freddie Bray et.al' 
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reveals that by 2040 the rate of this discase is expected to be 
increased to 28.4 mnillion. So, there is a pressing need to develop a 
drug which could effectively interact and destroy the affected cell. 

Herein, we are reporting our work on the developement of a 
potential metallodrug based on tetradentate Schiff base. 

We have systematically designed and synthesized four 
Cu(ll) salen compounds (1 to 4) (Figure 1) and characterized 

using various spectroscopic and analytical techniques. The 
binding aflinity of the complexes with CT-DNA was explored by 
UV-visible and fluorescence techniques. The compounds exhibit 
excellent DNA binding and cleavage activities. The binding 
mechanism were probed by molecular docking studies. These 
results display high binding constant values owing to the 
intercalative type of binding. In addition, binding affinity of the 
compounds with protein were also studied via in silico molecular 
docking method using Human Serum Albumin as receptors. Cleavage of DNA strands was investigated by gel electrophoresis. All the tested compounds show high binding constant value with 
both DNA and protein. Preliminary in vitro studies with L929 (a 
mouse fibroblast cell line) and HeLa cells (human cervical cancer 
cell line) indicated the cytotoxic effect of the complexes; however, detailed molecular studies may be required to confirm the mode of 

anti-cancer mechanism. Considering the results and comparing the 
existing reports, we are proposing a promising candidate 
(compound 4) for the development of efficient therapeutic drugs. 
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Figure 1. Synthesized pharmaceuticals drugs (1-4) 
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