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   ABSTRACT 

Education is the key to women’s empowerment. When education gets denied there 

isn’t much to happen in her life. As usual she gets married and have children at a 

young age, work in unpaid or low-paying jobs, and rely on economic support from 

their husband or family. Without education, their future and their family’s future gets 

limited. According to the Malala Fund, there are over 130 million girls worldwide who 

are not in school. Has anyone thought about them or their future? There might be an 

unpolished gem among them. Studies have found that if every girl completes 12 years 

of education, child marriage would drop by 64% and health complications from early 

pregnancy, like early births and child deaths, would drop by 59% and 49%, 

respectively. Educating women and girls also improve the economic status of a 

nation, which will reduce the risk of war and terrorism and can be a better harbinger 

of future. There are still many barriers preventing girls and women to pursue and 

complete their education like fees, distance or lack of transportation, being forced to 

work and provide for their families, being forced to marry and have children, or 

conflict in their hometown or country. The most difficult obstacle is the mentality of 

the family towards a girl child. They are denied education only because she is born as 

a girl. The United Nations found that as girls reach secondary school, their enrolment 

rates decline significantly. Only 39% of the countries have equal proportions of boys 

and girls enrolled in secondary education. In developing countries, 35% to 85% of 

girls are forced to stay at home from school to take care of their younger siblings and 

to manage the house while their brothers are provided with higher education. To 

reach the competition level and to expand their professional opportunities, women 

need the same experiences and skills, making post-secondary education an essential 

part of women’s empowerment. Higher education instils them with the knowledge, 

competence and experience that are necessary to get involved in government, 

business, or even in a civil society. With higher education, women and girls 

have better access to health information and other beneficial services which in turn 

will only help the family or generation to grow and develop. We need more and more 

sheors to be the torch bearers of future. 

Key words: Empowerment, Post-secondary education, Shero, Professional 

opportunities 
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“You educate a man; You educate a man. 

You educate a woman; You educate a generation”-Brigham Young 

We are living in a highly competitive world where survival is the only mantra to be focused. Such a fast 

growing world hardly differentiates between men and women. Education is the only key factor that brought 

towards such a change. Even when women have access to education, there can be many other factors that can 

make it difficult for her to take full advantage of those opportunities. It’s women who still carries the cultural 

burden of being the primary homemakers and caregivers. This unpaid “second shift” means that they have less 

time and energy to dedicate to their studies. Family responsibilities doesn’t become burden for them but that is 

the prime factor that is delimiting them from their higher education or carrier growth. When women become 

the sole providers for their families, they need to fulfil it with many other factors like being victims of domestic 

violence, threats like financial and from profession which becomes much more difficult for them to handle. The 

immense pressure that she is handling becomes worthless when it is labelled under the synonym ‘mother’ or 

‘wife’.  Today’s era has witnessed a lot of change when it comes to single girl child nuclear family. Deciding voices 

are only that of their parents. Thus providing wings for them to fly high and capture their aim. Their dreams can’t 

be in fetters and who knows there might be an unpolished gem that is being soiled.  Women in India have been 

treated with utmost respect and dignity since time immemorial. For a nation to advance, empowering women 

is crucial. India was blessed with visionary women who broke the fetters of gender norms in every sector. Its 

long back we heard about the denial of education to women. A girl child was considered curse than a boon. 

Never to live in a world where mothers and sisters are dragged out of their homes and raped. Wherein she 

becomes both the victim and accused and its said by “them”, it’s all because of her “out of the box” attitude that 

caused her this. Is this the caring that we need to give to our sisters, rather than rending a helping hand? We 

can’t even skim through the news heads that is going on these days. What if such an accusation comes out, it 

needs to face a frequent trail from the social medias and channels who will make them even worse? Is the only 

solution, to remain silent and bear the tragic effects or to have a prolonged grudge and to end up in depression 

throughout the life? It’s an open ended question towards the secularist nation. Here I would like to quote the 

famous wording of Michelle Obama, 

“When girls are educated, their countries become stronger and more prosperous”  

Let the nation realize her power of golden touch. She is to succeed where ever she goes, don’t curtail her 

from her doing what is right. Listen to her inner voice that itself will keep the nation going. We do respect our 

mothers and all woman is an incarnation of her, our mother Earth. Its only she who can protect, provide, love, 

sacrifice selflessly. Split of the moment can we see her incarnations of a loving Sita, ready to sacrifice everything 

for her love and family, Durga the fearest of all who battle against evil for good. For us this is our mother, both 

deities in one, who loves and cares us with one hand and get furious with another. Still we love her and keep no 

grudges. Then how can we ever think of harming her. Where has our brains and minds gone, ready to stab the 

same womb from where we came? Is this what we call progression? Are we the real citizens bearing torches for 

a future developing nation? How can we sustain by spiting on our own veins?  When will all these quires be 

dissolved? The only solution for all this is only education, it opens the eyes to a new world of realities and hopes 

for a better nation. It’s clearly evident that the only means to attain empowerment is through education. Change 

should begin from her and its only she who can bring changes. Here I would like to cite the story of Rani Padmini 

a legendary 13th – 14th century Queen (Rani) of the Mewar kingdom of present day India. She was the wife of 

King Ratan Sen, captured and imprisoned by Delhi's sultan Alauddin Khalji. Alauddin Khalji became enamoured 

with Padmavati's beauty and decided to siege Chittor to obtain Padmavati. Before Chittor was captured they 

had to face defeat against Khalji, she and her companions committed Jauhar (self-immolation) thereby defeating 

Khalji’s aim and protecting their honour. Coupled to the Jauhar, the Rajput men died fighting on the battlefield. 

Throughout the novel Padmini: The Spirited Queen of Chitoor, Mridula Behari tried to explain the immense 

beauty and knowledge that Padmavati possessed. It’s only because of her education and knowledge, she had 

the courage to face such a situation where her husband the Rana itself was helpless. She was bold enough to 

convince everyone and to equip them for a war against the evils. There are many instances in the novel where 

we find her indulged in reading the ancient scriptures and getting mesmerised by that. It’s the education that 

https://yourdream.liveyourdream.org/2017/05/reasons-for-gender-wage-gap/
https://en.wikipedia.org/wiki/Alauddin_Khalji
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brought her into a new world where she understands that action speaks more than words. There is always an 

urge for action than mere talks, that won’t lead you anywhere. Education delimits the boundaries of caste, creed, 

gender, finance and what not. How true it is to quote Malala Yousafzai’s wordings here, 

“If one man can destroy everything, why can’t one girl change it? 

As Prime Minister Narendra Modi said on the launch of the expanded ‘Beti Bachao Beti Padhao’ (March 

8, 2018): “Daughters are not a burden but the pride of the whole family. We realise the power of our daughters 

when we see a woman fighter pilot. The country feels proud whenever our daughters bag gold medals, or for 

that matter any medal, in the Olympics.” This is the time only when we think oh! are they capable of bagging a 

gold and that too for the nation? When they come to lime light we find applauds and cheering from all over the 

nation. But have ever we imagined the trials or pains that they have gone through to achieve that? Same is the 

case with the other gender, but they are always on safe side of the scrutiny eyes of the society. It’s a boy, no 

matter if he is alone or late to home or traveling late or alone. The world is always open to him than to her. We 

need more Sheros to be an inspiration and to motivate others to come out from their shells that is encircling 

them towards darkness. Engaged in a combat to the march for equality with our sisters and mothers, let us 

understand the theme of Women's Day: “An Equal world is an enabled world: realizing women’s power.” After 

the adoption of the Beijing Agenda for Action, UN has set the year 2020 as a key year for assessing international 

progress towards achieving gender equality and human rights for all women and girls. The Ministry of Human 

Resource Development (MHRD) has much trigged up their progression under the leadership of PM Modi in 

providing equal opportunities. It is with immense happiness we can say that due to the Swachh Bharat Mission, 

14,67,679 schools now have a functioning girl’s toilet, an increase of 4.17 percentage points in comparison to 

2013-14. The impact of the mission has resulted in an increase in enrolment of girls by 25 percentage points in 

2018-19 from 2013 -14. These figures get dimmed in a society which is indulging much more in a political game 

for their sustenance. We living in the safe shelters haven’t ever thought about our sisters who is being victimized 

and marginalized. Minister of Finance Nirmala Sitharaman applauded the performance of Beti Bachao Beti 

Padhao in her speech on the budget: “Gross enrolment ratio of girls across all levels of education is now higher 

than boys. At the elementary level it is 94.32 per cent as against 89.28 per cent for boys, at the secondary level 

it is 81.32 per cent as compared to 78 per cent and at the higher secondary level girls have achieved a level of 

59.7 per cent compared to only 57.54 per cent.” The MHRD has approved 5,930 Kasturba Gandhi Balika 

Vidyalayas, which are girls ' residential schools and have an enrolment of 6,18 lakh students, to increase equality 

of access and opportunity for girls. The National Incentive Scheme for Girls for Secondary Education has 

approved an incentive sum of Rs 8,56 crore for the 28,547 beneficiaries.  According to the scheme Rs 3,000 is 

being deposited under the age of 16 in the name of deserving unmarried girls and entitles them to withdraw it 

along with interest in reaching 18 years of age and passing Class X. Besides an improvement in the girl's gross 

enrolment rate in schools, the educational outcomes and accomplishments have also improved. 

Let’s go ahead with this initiative for our sisters than to get involved in the cheap political drama that is 

being happening in our nation. There is considerable evidence that women’s education and literacy tend to 

reduce the mortality rates of children. It’s indeed true what Malala Yousafzai pointed out: 

“We realize the importance of our voice only when we are silenced”  

In accordance with the celebration of India's success in improving gender equality in the education 

system, much greater and collective efforts are needed to achieve the Sustainable Development Goal of 

eliminating gender disparities in education and ensure equal access to all levels of education and vocational 

training for the vulnerable, including persons with disabilities, indigenous peoples and children in vulnerable 

situations. History of Indian women is full of pioneers, who broke gender barriers and worked hard for their 

rights and made advances in politics, arts, science, law, etc. Let us cite few examples of our pioneers who made 

us think beyond Anandibai Gopalrao Joshi, who became the first Indian female physician in the year 1887. She 

was also the first Indian woman who get training in Western medicine and the first woman to travel to the 

United States of America. Arunima Sinha, is the first female amputee to climb Mount Everest. She is also the 

first Indian amputee to climb the Everest. She was a national level volleyball player who in 2011 was pushed by 

https://indianexpress.com/about/narendra-modi
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robbers from a running train as she defied them. After meeting this accident, one of her legs was amputated 

below the knee. Arati Saha became the first Indian and Asian woman to swim across English Channel in the year 

1959. She also became the first female sportsperson awarded with Padma Shri in 1960. Mother Teresa founded 

many Missionaries of Charity, a Roman Catholic religious congregation, giving her life to social work. Indira 

Gandhi became the first woman Prime Minister of India and served from 1966 to 1977. Indira Gandhi renowned 

as the "Woman of the Millennium" in a poll which was organised by BBC in 1999. In 1971, she became the first 

woman to receive the Bharat Ratna award. Justice M. Fathima Beevi became the first female judge to be 

appointed in the Supreme Court of India in the year 1989. In her autobiography she had said about the immense 

suffering that she had faced to reach such a highest peak. Her father was the only person who supported her 

thorough out her journey. Kalpana Chawla, the first Indian woman who reached in space. As a mission specialist 

and a primary robotic arm operator, she went into space in 1997. 

We can move to our present Sheros starting with Mithali Raj, the first woman to score a double hundred 

in Test Cricket against New Zealand at Wellington, 2004. She was the first to achieve this landmark in the world. 

Pratibha Patil became the first woman President of India and held office from July 2007 to July 2012.Kiran 

Bedi, joining Indian Police Service (IPS) in 1972, she became the first woman officer in India. Moreover, later in 

2003, Kiran Bedi also became the first woman to be appointed as the United Nations Civil Police adviser. Anjali 

Gupta is the first female flying officer in the Indian Air Force to be court martialled. She used to work for the 

Aircraft Systems and Testing Establishment unit in Bangalore. Anjali completed her Masters of Philosophy in 

Sociology from the Delhi University and was first posted at Belgaum in 2001. Sania Mirza, a professional tennis 

player, became the first ever Indian woman to win the Women's Tennis Association (WTA) title in 2005. Later in 

2015, Sania Mirza became the first Indian woman titled as rank number one in WTA's double rankings. Saina 

Nehwal became the first Indian women to win a medal in Badminton at 2012 Olympic Games. Later in 2015, she 

became the first Indian woman to secure no. 1 position in world rankings. Mary Kom, is the only woman boxer 

who has won a medal in each of the six World Championships. She was the only Indian woman boxer who 

qualified for the 2012 Olympics and became the first Indian woman boxer to win a gold medal in Asian Games 

in 2014. Cited just a few but more hands of achievements are behind which are yet to be recognised and 

appreciated. They have set a model for us to think and act beyond.  

Our government has also taken much initiative for protecting the rights of education for girls. India Post 

or Department of Posts, the postal system of the country, offers several savings schemes with different interest 

rates. The Sukanya Samriddhi Yojana, one such savings scheme offered by India Post, is a deposit scheme for 

the girl child that can be opened in any of the leading banks and post offices across the country. In such schemes 

the child is getting the benefit for future education and for her marriage or future life. There is a platform called 

WE, that is an empowerment program through which woman are trained to form self-organized and self-

managed savings groups, each consisting of 15-25 members. Their aim is to develop individual empowerment 

and increase their access to financial resources which is the prime element for eradicating poverty. All the 

members meet weekly to make decisions and interact in life-skills training, discuss various issues of mutual 

interest. They not only give a platform for awareness but also make an effort to join together and take action to 

improve their lives and communities. We too need to make more and more efforts than ME TOO to raise our 

voice against the inhuman oppression and injustices that is happening worldwide. Amendments to laws are must 

as Judiciary is the ultimate power which we believe and rely on. For a common man judiciary is the only hope or 

last and final resort. We all need to respect our law than fearing it. If the administrators of law are more 

channelized and less corrupted, we don’t have to wait for justice. It’s absolutely true to say the famous phrase 

“Justice delayed is justice denied”. Let us be the harbingers of a brighter future that initiates the slogan justice 

and tranquility. Let the coming era witness a world devoid of corruption, discrimination, poverty, illiteracy. 

“Empower yourselves with a good education, then get out there and 

 use that education to build a country worthy of your boundless promise”  

       -Michelle Obama 
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Numerical Study on Cyclic Loading
Effects on the Undrained Response
of Silty Sand

M. Akhila , P. C. Jithesh, K. Rangaswamy, and N. Sankar

Abstract The soil liquefaction is a major earthquake disaster which causes tremen-
dous damages to all infrastructure facilities. The examples during past earthquakes
have shown the evidence of liquefaction-induced ground failures in fine-grained soils.
Until recently, liquefaction-related studies concentrated on clean sands believing that
only sands are susceptible to liquefaction. However, the earthquakes like 1976 Tang-
shan earthquake, the 1989 Loma Prieta earthquake, the 1999 Kocaeli earthquake, the
2010 Chile earthquake, and the 2011 Christchurch earthquake, etc., showed that sand
with fines could also liquefy. The present study deals with the numerical simulations
on cycling loading effects on the undrained response of silty sand. The material
parameters for the numerical model are found after conducting basic experimental
tests. The response of silt sand under the undrained condition of cyclic triaxial loading
is analyzed using the hypoplastic constitutive model. The influence of soil param-
eters, i.e., void ratio/relative density and consolidation pressure level on undrained
response of soil is examined from model simulations.

Keywords Hypoplastic model · Silty sand · Undrained response

1 Introduction

The hypoplastic constitutive model has been utilized for all geotechnical applications
of field studies since 1985. The original version of the hypoplastic model is coined by
Kolymbas (1985) and is improved in further versions. The present improved version
of the hypoplastic model is more advanced over the elasto-plastic models. P.-A.
von Wolffersdorff (1996) has described the mathematical formulations involved in
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PM10 source identification using the trajectory based potential source 1 

apportionment (TraPSA) toolkit at Kochi, India 2 
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 11 

Abstract 12 

A recently developed open source tool kit named the Trajectory based Potential Source 13 

Apportionment (TraPSA) was used to identify the sources of respirable particulates at Kochi, 14 

India. Using 24-hour average particulate matter data from samples collected at five regulatory 15 

monitoring stations over the five-year period from January 2011 to October 2016, local and 16 

regional scale analyses were made. Concentration field analysis was performed using back 17 

trajectories generated by Hybrid Single Particle Lagrangian Integrated Trajectory (HYSPLIT) 18 

model with inputs from atmospheric reanalysis data. Conditional bivariate probability function 19 

analyses were made using local meteorology data to identify the influence of local sources. Most 20 

of the stations indicated the contribution from local traffic activities during low wind conditions 21 

and from a nearby industrial area especially during high speed winds. Back trajectory analysis 22 

identified potential source areas in Kerala as well as in nearby state of Tamil Nadu as contributing 23 

to the air quality at Kochi. Arabian sea on the western side was also observed to be a potential 24 

source area for Kochi. The study demonstrated the utility of TrapSA as a tool for deriving 25 

information about the potential source areas affected particulate matter mass concentrations. 26 

 27 

Keywords: PM10, Air pollution, TraPSA, Back trajectory receptor model, HYSPLIT, Kochi 28 
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Effects of fines content and plasticity on
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A detailed experimental programme was conducted to evaluate the liquefaction susceptibility of non-plastic and low-
plasticity soils subjected to cyclic loading under undrained triaxial loading conditions. The study mainly focused on
examining the influence of the amount of fines and plasticity indices on the liquefaction resistance of sands. After
mixing silt and clay fractions into fine sand, 16 soil combinations were prepared. The silty sands contained up to 40%
non-plastic fines and the low-plasticity soils contained a clay fraction of 5–40%. Each cylindrical soil specimen was
constituted to a medium relative density and saturated specimens were subjected to a confinement pressure of
100 kPa. The consolidated specimens were then subjected to various levels of cyclic stress amplitudes using a
sinusoidal wave load form at a frequency of 1 Hz. The results showed that both the non-plastic and low-plasticity clay
soils were less resistant to liquefaction than the fine sand. The soils belonging to categories SM and SC (silty sand
and clayey sand, respectively, as per Indian standard soil classifications) were susceptible to liquefaction if the
fines passing through a 75 μm sieve were ≤ 40%, the liquid limit was ≤ 40%, the plasticity index was < 15 and the
saturated water content was about 0.86 times the LL.

Notation
Cc coefficient of curvature
Cu uniformity coefficient
D50 mean size
ec consolidation void ratio
eo initial void ratio
emax maximum void ratio
emin minimum void ratio
esk sand skeleton void ratio
NL number of cycles to liquefaction
G specific gravity
w water content
Δu change in pore water pressure
εA axial strain
σ3 effective applied consolidation pressure

1. Introduction
Liquefaction-induced soil failures in earthquakes have been
known to occur in several soil deposits in a loose to medium-
density state containing non-plastic to low-plasticity fines. In
general, those types of soils cause a rapid build-up of excess
pore pressures during seismic excitations. It is difficult to dissi-
pate the excess pore pressures within a short duration of
an earthquake event due to the presence of small voids in fine-
grained soils. Therefore, foundation soils containing non-
plastic and low-plasticity clay fractions underneath buildings
and geotechnical structures are susceptible to liquefaction
during an earthquake or other dynamic event. Liquefaction
causes severe damage to building structures, the soil and

soil-retaining structures, in the form of settlements, lateral
spreading, tilting, ground damage and so on. The prevention
of such disastrous damage is thus required and current research
has focused on understanding the mechanisms and finding
suitable mitigation measures.

A review of the literature on the undrained response and lique-
faction susceptibility of non-plastic and plastic soil mixtures
reveals that unique conclusions have not been found. The
liquefaction resistance of sand may vary with the fines content
(FC) and the plasticity of the fines. The effects of the non-
plastic FC on the liquefaction strength of sands have been
extensively investigated, with contradictory findings on the
basis of comparisons of liquefaction resistance such as the
(global or total) void ratio, skeleton void ratio, relative density
and so on. Based on in situ tests, Seed et al. (1985) reported
that the presence of fines induces an increase in liquefaction
resistance. However, with an increase in the FC, some labora-
tory investigations found an increase in the liquefaction resist-
ance (Amini and Qi, 2000; Chang et al., 1982; Dezfulian,
1984; Fei, 1991; Vaid, 1994) while reversal behaviour was
observed in other studies (Finn et al., 1994; Kuerbis et al.,
1988; Lade and Yamamuro, 1997; Zlatovic and Ishihara,
1997). The liquefaction resistance of sands has been reported
to decrease up to a certain FC but then increases with a
further increase in FC (Koester, 1994; Polito and Martin,
2001; Troncoso, 1990). According to Shen et al. (1977) and
Kuerbis et al. (1988), the sand skeleton void ratio is the best
parameter to evaluate the liquefaction resistance of non-plastic
soils. Based on a review of various studies, Carraro et al.
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Numerical Study on the Undrained
Response of Silty Sands Under Static
Triaxial Loading

M. Akhila, K. Rangaswamy and N. Sankar

Abstract The silty soils are more susceptible to liquefaction, even under static
loading, than the coarse sands. Pore pressure developed during dynamic events may
not dissipate easily due to the presence of more number of small voids. Hence, the
rate of pore pressure build-up under static/dynamic loading conditions is much
faster in silty sands, which lead to a reduction in the soil strength. This phenomenon
may be assessed in terms of either contraction or dilation behaviour under triaxial
loading. Therefore, it is necessary to analyse the undrained response of silty sands
under triaxial loading so that the damages occurring during future dynamic events
may be predicted. The present study involves both the experimental and numerical
simulations on various silty sands, which contain 0, 10, 20, 30 and 40% silt fines.
Initially, experimental static triaxial testing was performed to determine the
undrained response of silty sands moulded to cylindrical specimens at medium
relative density. The saturated samples are isotropically consolidated at 100 kPa
pressure before shearing. Further, numerical simulations were performed on silty
sands by inputting the material parameters into the hypoplastic model. This model
requires eight material constants as input including critical friction angle, hardness
coefficients, limited void ratios, peak state and stiffness coefficients. These constants
were determined for each silty sand combination after conducting basic laboratory
tests according to the formulations build in the hypoplastic model program. The
experimental trends were compared with numerical model simulations under tri-
axial testing. The effect of the initial state of soil and the amount of silt fines on the
undrained response of fine sands is discussed in detail. The liquefaction suscepti-
bility of silty sand is described based on steady state line concept. The results
indicate that the silt sands behave as highly contractive, i.e. more liquefiable when
compared with sands.
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Abstract 

It is widely accepted that learning through doing, or service learning (SL) and engaging students in community centred project 
based learning (PBL) is transformative in terms of enhancing student learning and employability, effectively improving both 
technical and soft skills that are sought after by employers, while at the same time growing and developing an informed and 
educated citizenry. Participatory learning here is a pedagogical approach in which students involve themselves in a community-
based project, which has proven to be more effective than direct lecture based transfer and absorption of knowledge.  In this 
paper, we present a case study from Kochi city in Kerala, India, where undergraduate (UG) engineering students from the 
environmental engineering (EE) program at SCMS School of Engineering and Technology (SSET) participated voluntarily in the 
comprehensive survey of a 10.87 km canal running through busy, dense and heavily populated urban area of Kochi City. This 
Thevara-Perandoor (T-P) canal was a heavily used commercial artery for the city. Unfortunately, the T-P canal is now totally 
degraded, primarily due to unregulated solid waste dumping and untreated sewage inflows at numerous locations along its course 
throughout the urban space. The UG students of the CE program at SSET voluntarily came forward to do the study on behalf of 
Kochi Municipal Corporation (KMC). This partnership, between an academic program and a community based entity, such as a 
municipal corporation or any other community based entity, establishes a model for integrating meaningful service learning into 
engineering education. The partnership provided an immense opportunity for the students to implement whatever they had 
learned in the classroom and doing so by working for the benefit of the community in which they themselves were resident. This 
paper describes the practices that are being followed in this service learning exercise. The paper also focuses on the impediments 
as well as the opportunities that exist for both widening and deepening the knowledge domain of the students, while working on 
the mentioned urban canal survey.  The value and impact of the model described through the examined case study is especially 
important, given that the notion of service learning as a pedagogical approach is gaining momentum in the Indian engineering 
education sector, and when programs such as Unnat Bharath Abhiyan which focuses on and mandates utilizing student voluntary 
work for rural development are being implemented. 
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Depth Information Enhancement Using Block
Matching and Image Pyramiding Stereo Vision

Enabled RGB-D Sensor
Sunil Jacob , Member, IEEE, Varun G. Menon , Senior Member, IEEE, and Saira Joseph, Member, IEEE

Abstract—Depth sensing devices enabled with an RGB
camera, can be used to augment conventional images with
depth information on a per-pixel basis. Currently available
RGB-D sensors include the Asus Xtion Pro, Microsoft Kinect
and Intel RealSenseTM. However, these sensors have certain
limitations. Objects that are shiny, transparent or have an
absorbing matte surface, create problems due to reflection.
Also, there can be an interference in the IR pattern due to
the use of multiple RGB-D cameras and the depth information
is correctly interpreted only for short distances between
the camera and the object. The proposed system, block
matching stereo vision (BMSV) uses an RGB-D camera with
rectified/non-rectified block matching and image pyramiding
along with dynamic programming for human tracking and capture of accurate depth information from shiny/transparent
objects. Here, the IR emitter generates a known IR pattern and the depth information is recovered by comparing the
multiple views of the focused object. The depth map of the BMSV RGB-D camera and the resultant disparity map are
fused. This fills any void regions that may have emerged due to interference or because of the reflective transparent
surfaces and an enhanced dense stereo image is obtained. The proposed method is applied to a 3D realistic head model,
a functional magnetic resonance image (fMRI) and the results are presented. Results showed an improvement in speed
and accuracy of RGB-D sensors which in turn provided accurate depth information density irrespective of the object
surface.

Index Terms— Block matching, depth sensing, disparity estimation, image pyramiding, RGB-D sensor, stereo vision.

I. INTRODUCTION

DEPTH sensing is a challenging task and is the core
behind numerous indoor and outdoor applications. Vari-

ous sensing devices have been employed recently for capturing
accurate depth information. Precision of captured information
is vital for many biomedical applications and helps in the
detection and in-depth analysis of diseases like tumors [1].
RGB-D cameras are one of the few preferred modern
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sensing systems that capture RGB images along with per-pixel
depth information [2]–[4]. Currently available RGB-D sensors
capture depth information at reasonable accuracy with good
data transfer rates [5]– [6]. The depth range, field of view
(FoV) of depth, depth resolution and frame rate of existing
RGB-D sensors are presented in table IV. The depth range
accuracy depends on the distance of an object in the frame
from the sensor. The accuracy of the depth information is the
difference between the measured depth data and the actual
depth of the reference object. The precision depends on the
continuous measurement of the subsequent depth information
in static condition. The accuracy and precision of the depth
frame of an object also depends on the distance, colour and
temperature. RGB-D cameras employ a mechanism in which
they project the IR radiation in an irregular pattern of dots
using an IR projector and then utilize the IR cameras to
detect the infrared light bounced off the object of interest.
The required depth information is captured using the offset
observed on comparing the projected pattern and the recorded
image. Although depth information is captured with relatively
good accuracy, these devices suffer from few major limitations.
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Abstract: Recently, underwater acoustic sensor networks (UASNs) have gained wide attention due to their numerous
applications in underwater surveillance, oil leakage detection, assisted navigation, and disaster prevention. With unique
characteristics like increased propagation delay, constant mobility of sensor nodes, high error rate, and limitations in
energy and interference, efficient routing of data packets from the source node to the destination is a major challenge
in UASNs. Most of the protocols proposed for traditional sensor networks do not work well in UASNs. Although many
protocols have been specifically proposed for underwater environments, the aim of most of them is to improve only the
quality of service (QoS) in the network. The security of the transmitted data, energy efficiency of the participating nodes,
and handling of communication voids are three significant challenges that need to be adequately addressed in UASNs.
In this research work, a secure and energy-efficient opportunistic routing protocol with void avoidance (SEEORVA) is
proposed. This protocol uses the latest opportunistic routing strategy for reliable data delivery in the network and also
provides priority to the nodes having energy above a specific threshold in the forwarding process, thereby increasing
the lifetime and energy efficiency in the network. The transmitted messages are encrypted using a secure lightweight
encryption technique. The protocol is also integrated with a strategy to handle the communication voids in the network.
Simulation results with Aqua-Sim validate the better performance of the proposed system compared to the existing ones.

Key words: Energy efficiency, communication voids, routing protocols, secure data transmission, QoS, underwater
acoustic sensor networks

1. Introduction
The ocean covers about 70% of the Earth’s surface and is the most abundant source of rare and valuable
resources. Due to various constraints, knowledge about the underwater environment is limited, and most of
these resources are still unexplored. Underwater acoustic sensor networks (UASNs) [1] have given us hope as
a possible solution to this problem. A UASN is a group of self-driven sensor nodes and autonomous vehicles
connected underwater to perform different collective tasks based on user applications [2]. Sensor nodes placed
at various locations and depths sense and record data and transfer them through the network of nodes to the
∗Correspondence: varungmenon46@gmail.com
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destination sinks placed at the surface. The collection centers are usually on buoys or ships on the water’s
surface. Integrating with the most popular Internet of Things (IoT) [3, 4] technology, this smart network of
interconnected underwater devices forms the Internet of Underwater Things (IoUT) [5].

Recently, the IoUT and UASNs have gained wide popularity due to their numerous research, industrial,
and military applications. They are currently deployed for underwater monitoring and surveillance, oil leakage
detection, assisted navigation, and disaster prevention. UASNs are different from the traditional sensor networks
(TSNs) and use acoustic signals instead of radio signals. Routing of data packets in UASN is an exceedingly
challenging task due to the unique features of the transmission medium such as long propagation delay, constant
mobility of sensor nodes, high error rate, limitations in energy, increased error rate, interference caused by
animals, and limited bandwidth. Reliable communication and efficient transfer of data from the source to the
destination node are vital factors determining the success of various user applications deploying UASNs with
multiple objectives. Routing protocols proposed for TSNs do not work well in the underwater environment
[6–8]. In the last few years, many techniques have been discussed for efficient data transfer in UASNs, with
opportunistic routing protocols (ORPs) [9, 10] being the latest and most efficient among them. ORPs use
a broadcasting strategy to increase the number of forwarder nodes and create a prioritized list of available
forwarder nodes. They then select the node that has maximum progress to the destination for forwarding the
data packet. If that node is unable to forward the data packet within a specified time limit, the next forwarder
node in the list forwards the data packet, thus ensuring reliable data delivery in the network. Although the
ORPs proposed for UASNs offer several advantages, most of them are designed primarily for improving the
quality of service (QoS) in the network.

One of the main limitations in UASNs is the difficulty in periodic recharging of the sensor nodes. If
the energy available in the sensor nodes gets exhausted very quickly, the nodes cannot participate in future
data transmission. Hence, it is essential to optimize the energy usage in data packet forwarding and conserve
energy to extend the lifetime of each sensor node [11–13]. This issue is very inadequately addressed by most
of the routing protocols proposed for UASNs [14–16]. Security in data transmission is another major issue to
be addressed in UASNs. Sensor nodes in many military and industrial applications collect and record sensitive
data. These sensitive data have to be securely stored and transmitted to the sink nodes and any leakage
can be very harmful [17]. Moreover, it is found that numerous communication voids [18] occur in underwater
environments. Communication voids occur when a source node is unable to find any suitable forwarder node
in its transmission range and located in the direction of the destination. Communication voids are also called
communication gaps or the unreachability problem. Failure of intermediate nodes due to energy drainage,
wrong deployment, intrusions, attacks, etc. are some of the reasons contributing to the occurrence of voids
in the network. As most of the latest routing protocols use a position-based greedy forwarding mechanism,
this issue has become a major concern. Lack of proper mechanisms to handle voids can lead to huge data loss
and loss of energy with retransmissions. Our proposed protocol, the secure and energy-efficient opportunistic
routing protocol with void avoidance (SEEORVA), addresses all three issues and also supports good QoS for
data transmission in the underwater environment.

In SEEORVA, the sensed and collected data are encrypted using a lightweight security protocol, the
novel tiny symmetric encryption algorithm (NTSA) [19]. These encrypted packets are sent to the destination
nodes through the network of sensor nodes. Only the collection and processing centers located at the surface
are capable of decrypting these data packets, hence ensuring the security of transmitted data. The proposed
protocol uses an opportunistic routing strategy but considers the remaining energy in each sensor node as a
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significant factor determining the section of the next best forwarder node. Nodes that have less energy are given
less priority to participate in the forwarding process, thus extending the lifetime of each sensor node. SEEORVA
is also integrated with a unique strategy to handle the communications voids in the network. Simulation results
using Aqua-Sim [20] validated the better performance of SEEORVA compared to the existing protocols in the
underwater environment.

The paper is arranged as follows. Section 2 presents the discussion on a few related works. Section
3 discusses the proposed work. Theoretical analysis of energy-efficient data transfer in the network is also
presented. Section 4 presents a discussion on the results achieved through simulations. Here the performance of
the proposed work is compared with existing protocols in the underwater environment. Section 5 presents the
future research directions in UASNs. Finally, the paper concludes in section 6 with future research directions.
Table 1 presents the notations and Table 2 presents the abbreviations used in the article. Table 3 lists the
differences between TSNs and UASNs.

Table 1. Frequently used notations.

19 Notation Definition
x̄ Transmission signal coefficient
h̄ Fading signal coefficient
n̄ Noise coefficient
y1, y2 . . . yL Signal received at the receiving node
ȳ Receiving signal coefficient
w̄ Beamforming coefficient
Bf Beamformer output
Ps Signal power
Pn Noise power
Ne Effective noise at the output of beamformer
SNRBf

SNR at the output of the beamformer
w̄ Beamforming vector

Table 2. List of abbreviations.

Abbreviation Description
UASN Underwater acoustic sensor networks
QoS Quality of Service
SEEORVA Secure and energy-efficient opportunistic routing protocol with void avoidance
IoT Internet of things
IoUT Internet of underwater things
TSN Traditional sensor networks
ORP Opportunistic routing protocols
NTSA Novel tiny symmetric encryption algorithm
PDR Packet delivery ratio
PFL Priority forwarder list
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Table 3. Difference between TSNs and UASNs.

TSN UASN
Sensor nodes are deployed densely Sparse deployment of sensor nodes
The Communication medium is radio waves The Acoustic channel is the medium used
Data transfer rate is comparatively high Data transfer rate is low
Less delay in data transmission High delay is communication and data transmission
Lower energy consumption High energy consumption
Higher number of static nodes Higher number of dynamic nodes
Low error rate High error rate

2. Related work
This section presents and discusses a few of the existing protocols proposed for UASNs. The security of the
transmitted data, energy efficiency of the nodes, and handling of communication voids are three major challenges
that need to be adequately addressed in UASNs. Several protocols are proposed to improve the QoS and energy
efficiency in UASN. In Su et al. [21], a technique is discussed to increase the network lifetime of the sensor
nodes in UASNs using the concept of Deep Q-Network. The technique is also aimed at reducing the delay in
data transmission in the network. Another method [22] uses the fuzzy-based relay selection approach to select
the node with the maximum energy for forwarding the data packets. Furthermore, the holding time is set
for each group of forwarding nodes to avoid collision and save energy. Many protocols work on reducing the
collision between the nodes in the network, like the multichannel MAC protocol discussed in Bouabdallah et al.
[23]. Although many protocols have tried to improve the energy efficiency and QoS in UASNs, most of them
have given very little importance to security in data transmission. A reliable security framework for UASNs is
proposed in Ateniese et al. [24]. Common security measures and threats faced in UASNs are discussed in detail
in that work. It aims to provide data confidentiality, integrity, and authentication for applications deploying
UASNs. A comprehensive discussion on the security attacks faced in UASNs is presented in Shahapur and
Khanai [25]. A technique to improve the secrecy of block transmissions based on the half-duplex nature of the
underwater transceivers in underwater acoustic channels is presented in Huang et al. [26]. A few protocols are
designed to handle the communication voids in the network [27, 28]. However, most of the existing protocols
focus primarily on improving the QoS. Lack of an efficient technique for energy efficiency and void avoidance
with adequate security in data transmission is still a major problem. The proposed method, secure and energy-
efficient opportunistic routing protocol with void avoidance (SEEORVA), uses the latest opportunistic routing
strategy for reliable data delivery in the network. The protocol considers only the nodes having energy above a
specific threshold in the forwarding process, thereby increasing the lifetime and energy efficiency in the network.
The transmitted messages are encrypted using a lightweight encryption technique and the protocol is integrated
with a strategy to handle the communication voids in the network. The next section discusses the proposed
method.

3. Proposed system

3.1. Theoretical analysis

In this section, the theoretical analysis of the proposed work in efficient energy utilization of a UASN is presented
and discussed. Emphasis is given on optimizing the beamforming between the sender and the receiver nodes
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such that minimum energy is utilized during the transmission process. Here, assuming x̄ as the transmission
signal coefficient, h̄ as the fading signal coefficient, n̄ as the noise coefficient, and y1, y2, . . . , yL as the signal
received at the receiving node, the receiving signal coefficient (̄y) is given by

y = h̄x̄+ n̄ (1)

Here the beamforming coefficient is assumed to be w̄ such that

w̄ =


w1

w 2
.
.

wl

 and w̄H =
[
w∗

1 w∗
2 w∗

3 . . . w∗
L

]
.

Combining the received signals with the beamforming coefficient w̄ , the beamformer output Bf is
obtained as

Bf =
[
w∗

1 w∗
2 w∗

3 . . . w∗
L

]


y1
y2
.
.
.
yL

 (2)

Bf = w̄Hy (3)

Substituting the value of the received output signal y in Eq. 1 into Eq. 2, we obtain

Bf = w̄H
(
hx+ n

)
(4)

Bf = w̄Hhx+ w̄Hn (5)

Here the signal power Ps is given by w̄Hhx and noise power Pn is given by w̄Hn . Introducing constant
P with signal power, we obtain

Ps =
∣∣w̄Hh

∣∣2.P (6)

Now we have the effective noise at the output of beamformer, Ne = w̄Hn . Calculating the expectationE
of Ne we have

Ne = E
{∣∣w̄Hn

∣∣2} (7)

Ne = E
{(

w̄Hn
) (

w̄Hn
)∗} (8)
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where w̄Hn = w∗
1n1 + w∗

2n2 + . . .+ w∗
LnL and

(
w̄Hn

)∗
= w1n

∗
1 + w2n

∗
2 + . . .+ wLn

∗
L

Ne = E


L∑

i=1

|wi|2|ni|2 +
∑
i

∑
j

wiw
∗
jn

∗
inj

 , (9)

where i ̸≡ j. Here E
(
nin

∗
j

)
= E(ni)E(n∗

j ) , which will become zero. Thus the equation is reduced to

Ne =
∑|wi|2

E{ni}2 (10)

Ne = σ2
n

wi2∑
(11)

Ne = σ2
nw̄

2 (12)

Ne = σ2
nw̄

Hw (13)

Now the SNR at the output of the beamformer is given by

(SNR)
max

=

∣∣w̄Hh
∣∣2P

σ2
n (w̄

Hw)
(14)

The aim is to select the beamforming vector w , such that w maximizes the SNR in multiple diversity
receiving nodes,

(SNR)
max

=

(∣∣w̄H h̄
∣∣2

w̄Hw̄

)
∗ p

σ2
n

(15)

Let us assume that the optimal w is K such that

(SNR)
max

=

(
K2
∣∣w̄H h̄

∣∣2
K2w̄Hw̄

)
∗ p

σ2
n

(16)

Here the constant K will get canceled, implying that scaling will have no effect. It is scale invariant and
we need to select w such that its magnitude is one. Select w such that ||w̄||2 = 1, which implies w̄Hw̄=1. Now

(SNR)
max

= |wHh|2. p
σ2
n

(17)

Now we need to find the maximum value for
(∣∣w̄H h̄

∣∣2 p
σ2
n

)
, for which w̄ = const h̄ . For this we have

c2||h̄||2 = 1 , which gives C= 1
h̄

‖. Optimal beamforming vector w̄ that maximizes the received SNR= h̄
h̄

‖ =

w̄ (the optimal value that is calculated as maximum ratio combiner). Now we have SNR = (h̄H h̄)
2

h
p
σ2
n

), which

gives SNR = h2 p
σ2
n

. This is the optimal SNR at the output of the receiver.
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3.2. Best forwarder selection
The proposed method uses the opportunistic routing strategy for the selection of the best relay node. The
opportunistic routing strategy enables the presence of more than one forwarder node and hence the chances of
data delivery at the destination are high. Thus, our algorithm initially makes sure that the packet delivery ratio
(PDR) in the network is high and maximum packets are delivered at the destination. The proposed algorithm
used for the best forwarder selection is presented below. At first, the source node that has to transmit data
packets creates a virtual vector pipe to the destination node. A list of nodes that are located within the pipe is
then compiled. The highest energy of the nodes in the list is then calculated. The nodes that are outside the
pipe are not considered in the forwarding process. A threshold energy value based on the calculated highest
energy value is set for the forwarder nodes. The node that has energy above the threshold and within the
transmission range of the source node and also that has the maximum progress to the destination is chosen as
the best forwarder node. If this node cannot forward the packet within a specific period (set by a timer) due to
reasons like mobility or damage of the node, the next node in the list forwards the data packet to the destination.
Thus, a high rate of data delivery along with energy efficiency is guaranteed by the proposed approach. The
working of this technique is illustrated in Figure 1. Here the source ‘s’ wants to transmit the data packets to
target node ‘t’. The source node creates a list ‘f’, ‘c’, ‘h’, ‘a’, ‘b’ of the nodes that are located within the vector
pipe. Now the source node calculates the highest energy node among the four and sets the threshold value.
Nodes ‘h’, ‘c’, and ‘f’ are within the transmission range of the source node. Therefore, a priority forwarder list
(PFL) (‘h’,‘c’,‘f’) is generated by the source node based on the maximum progress to the destination. Let us
assume that node ‘h’ does not have energy greater than the set threshold. Thus, the node ‘c’ is selected as the
best forwarder. If the node ‘c’ is unable to forward the data packet within a particular time, node ‘f’ forwards
it.

 

Sensor   

Node 

Surface 

Sonobuoy 

Virtual 

Vector Pipe 

Transmission 

Range of ‘S’ 

T 

S 

G 

A 
B 

D 

E 

H 
C 

F 

  

Terrestrial   

Base Station 

Figure 1. Illustration of the best forwarder selection algorithm using the proposed method.
Algorithm 1: For best forwarder node selection

1. The source node creates a virtual vector pipe to the destination node.

2. The source node checks for the nodes inside the pipe. If true go to step 3, otherwise drop the data packet.

3. Calculate the highest energy among the nodes inside the pipe and go to step 4
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4. Set the energy threshold as highest/2.

5. The source node creates a PFL containing the nodes within its transmission range.

6. Sort the list by the distance to the destination. The node having a minimum distance to the destination
is assigned the highest priority in the PFL.

7. Check whether the energy > threshold for all the nodes in the PFL. If true keep the node in the list and
go to step 9. Otherwise, go to step 8.

8. Drop the packet and label as a low energy node.

9. Call packet forwarding algorithm.

10. Repeat the step until the packet reaches the destination.

Algorithm 2: For packet forwarding

1. Data packet is received by a source node.

2. The node generates the PFL.

3. Forward the packet to the nodes in the PFL.

4. If the best priority forwarder forwards the data packet within a period, go to step 6, else go to step 5.

5. Next node in the PFL forwards the data packet.

6. The received node repeats steps from 1 to 4 until the packet reaches the destination.

3.3. Security and void avoidance in data transmission
One of the major issues to be addressed in UASNs is the security of data transmitted between the sensor
nodes. In many UASN applications such as military ones, the security of data is the most important factor.
Any leakage of information in such applications can have major consequences. To provide high security for the
transmitted data, we integrate a simple, lightweight, and strong encryption technique discussed in Rajesh et
al. [19] into our proposed system. It is a symmetric encryption algorithm that follows the Feistel structure.
The algorithm has 64 rounds and 32 cycles of operation. In every cycle, there is an odd and even round. The
message to be transferred through the network is set as 64-bit blocks. The key used in the algorithm is 128 bits
and is divided into 4 subkeys. The subkeys are then dynamically applied to odd and even rounds in encryption.
This algorithm is used to encrypt the transmitted data packet, which can only be decrypted by the receiver,
thereby protecting the data from intruders. Due to sparse deployment and frequent mobility of sensor nodes,
communication voids are a major issue contributing to increased packet drops. An efficient mechanism to handle
communications voids is necessary to guarantee good QoS for various applications in UASNs. In the proposed
method when a node experiences a communication void, it sends a data packet void_alert to the previous node
from which the data have come. The previous node tries to find an alternate route avoiding the void or around
the void and routes the data packets to the destination. All the remaining packets through the void node are
redirected to this new route until the void node reports that the void is past. This technique gives much better
results compared to the major existing techniques used to handle communication voids. The major advantage
of this technique is that it is easy to implement with less overhead and delay.
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4. Results and discussion

The performance of the proposed method, SEEORVA, is analyzed and compared with that of the existing
underwater routing protocols using simulations in Aqua-Sim [20]. Aqua-Sim is an extended version of NS-2
and offers easy implementation of underwater network scenarios. The specifications used for the simulation are
presented in Table 4.

The protocols are compared in terms of performance using the packet delivery ratio (PDR) (number
of packets delivered at the destination compared to the total packets sent), average end-to-end delay, and
normalized energy consumption. The PDR and average end-to-end delay are used to measure the QoS in the
network. The number of nodes participating in the network is varied and the performance of the protocols
is measured. Comparison is done using vector-based forwarding (VBF) [29] and vector-based void avoidance
(VBVA) [30] protocols. Figure 2 presents the comparison of PDR with a varying number of nodes. Here we can
see that the proposed technique has a better PDR compared to all the existing techniques with different numbers
of nodes. Moreover, in void scenarios the proposed technique achieves a good PDR. This is because, in the
proposed technique, the best forwarder is selected using an opportunistic strategy and even if the best forwarder
is unable to forward the data packet, the next best forwarder forwards it, thus ensuring reliability and a high
packet delivery rate in the network. Figure 3 presents the comparison of average end-to-end delay with varying
number of nodes. SEEORVA has less delay in data transmission compared to all other existing techniques like
VBF and VBVA. The proposed technique is easy to implement with less complexity. The efficient forwarder
priority list in the algorithm aids in less delay in data transmission. Figure 4 presents the normalized energy
consumption achieved through various protocols with varying numbers of nodes in the network. It is evident
that SEEORVA has better energy efficiency in the network compared to the existing approaches. In addition,
the proposed technique is tested in a communication void environment. Both in normal and void scenarios,
the proposed technique achieves much better energy efficiency compared to all the existing approaches. This
is because the proposed technique considers the residual energy available in the sensor nodes for the forwarder
selection process. Thus, the network lifetime is extended with improved energy efficiency in the routing process.
The simulation results show the better performance offered by the proposed technique in terms of QoS, energy
efficiency, and security compared to the existing techniques in UASNs.

Table 4. Simulation specifications.

Parameter name Values
Simulator name NS 2.35 with Aqua-Sim
Dimension of topology 1500 x 1500 x 1500 m
Transmission range 250 m
Antenna-Type Omni-Directional
Data rate 50 kbps
Packet size 25 to 125 bytes
Number of nodes 100 to 300
Simulation time 200 s
Number of Simulation runs 10
Protocols SEEORVA, VBF, VBVA
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5. Future research directions
In this section, we list a few research areas within UASNs that have generated interest among researchers due
to the opportunities, issues, and challenges.

• Quality of service: QoS has been one of the major research areas focused on in UASNs. As the success of
most of the applications depends on a high delivery rate, less delay, and other QoS parameters, numerous
studies have been carried out in this direction. With an increased number of sensor nodes and advancement
in sensor technology, new technique for further optimization of QoS in the network is an emerging area of
research.

• Energy efficiency: With restrictions and limitations in recharging the deployed sensor node underwater,
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Figure 4. Variation in normalized energy consumption with different numbers of nodes.

the major hindrance behind the success of many applications is related to energy efficiency. Current
research focuses on optimizing energy usage in the routing process and preventing energy leakages. This
will be a major area of research in the future too.

• Channel utilization: Efficient utilization of the channel is another major area of research in UASNs that
has gained wide prominence. With numerous challenges like propagation delay, constant mobility of sensor
nodes, high error rate, and interference, it is vital to have optimal utilization of the channel.

• Security: The security of data transmitted between sensor nodes is a major area of concern. In many
UASN applications such as military ones, the security of data is the most important factor. Any leakage
of information in such applications can have major consequences. Recently, numerous studies have been
carried out to secure the communication between the sensor nodes in UASNs. With increasing attacks
and threats, research in security and privacy will be an ongoing and highly challenging task.

• Reliability: Many studies have focused on reliable data delivery in the network. This is an important
parameter because it provides trust for user applications and helps in its success.

• Communication voids: Sparse deployment and frequent mobility of sensor nodes have led to increased
communication voids in networks, leading to frequent packet drops. An efficient mechanism to handle
communications voids is necessary to guarantee good QoS for various applications deployed with UASNs.
This is a major research area in UASNs and will continue to be prominent in the coming years.

6. Conclusion
The security of the transmitted data, energy efficiency of the nodes, and handling of communication voids are
three major challenges in UASNs that are not adequately addressed in most of the existing protocols. To address
these issues, a secure and energy-efficient opportunistic routing protocol with void avoidance (SEEORVA) is
proposed. This protocol uses the latest opportunistic routing strategy for reliable data delivery in the network
and considers only the nodes having energy above a specific threshold in the forwarding process, thereby
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increasing the lifetime and energy efficiency in the network. The transmitted messages are encrypted using a
lightweight encryption technique and the protocol is also integrated with a strategy to handle the communication
voids in the network. Simulation results with Aqua-Sim confirmed the better performance of the proposed
system compared to the existing ones. The proposed technique needs to be tested in a real-time underwater
environment in the future. The design could also be modified to incorporate bulk data coming from numerous
sources.
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Abstract
Android is a popular open-source operating system highly susceptible to malware attacks. Researchers have developed

machine learning models, learned from attributes extracted using static/dynamic approaches to identify malicious appli-

cations. However, such models suffer from low detection accuracy, due to the presence of noisy attributes, extracted from

conventional feature selection algorithms. Hence, in this paper, a new feature selection mechanism known as selection of

relevant attributes for improving locally extracted features using classical feature selectors (SAILS), is proposed. SAILS,

targets on discovering prominent system calls from applications, and is built on the top of conventional feature selection

methods, such as mutual information, distinguishing feature selector and Galavotti–Sebastiani–Simi. These classical

attribute selection methods are used as local feature selectors. Besides, a novel global feature selection method known as,

weighted feature selection is proposed. Comprehensive analysis of the proposed feature selectors, is conducted with the

traditional methods. SAILS results in improved values for evaluation metrics, compared to the conventional feature

selection algorithms for distinct machine learning models, developed using Logistic Regression, CART, Random Forest,

XGBoost and Deep Neural Networks. Our evaluations observe accuracies ranging between 95 and 99% for dropout rate

and learning rate in the range 0.1–0.8 and 0.001–0.2, respectively. Finally, the security evaluation of malware classifiers on

adversarial examples are thoroughly investigated. A decline in accuracy with adversarial examples is observed. Also,

SAILS recall rate of classifier subjected to such examples estimate in the range of 24.79–92.2%. However, prior to the

attack, the true positive rate obtained by the classifier is reported between 95.2 and 99.79%. The results suggest that the

hackers can bypass detection, by discovering the classifier blind spots, on augmenting a small number of legitimate

attributes.

Keywords Android malware � Machine learning (ML) � Deep learning (DL) � Feature selection � Adversarial machine

learning (AML) � Attacks
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1 Introduction

The number of Android users has exponentially increased

over the past decade, and this has opened the doors for the

attackers to innovate methods, to compromise devices

through vulnerable Android applications. The rise in the

number of malware variants, constraint the anti-virus

vendors in the signature update process, thereby adversely

affecting the security of smartphones and tablets. Accord-

ing to Symantec’s Internet Security Threat Report 2018,

there was an increase of 54% Android malware variants

with the figures reported in 2017 [9]. Symantec’s report

also mentions that third-party app stores hosted 99.9% of

malicious apps. Kaspersky Lab products detected

5,321,142 malicious installation packages, 151,359 new

mobile banking Trojans and 60,176 new mobile ran-

somware Trojans for the year 2018 [22].

Conventional mechanisms of Android malware analysis

are based on three approaches which are static, dynamic

and hybrid analysis. The static analysis incorporates sig-

nature-based, permission-based, and component-based

investigation. Dynamic analysis involves the execution of

the application in real-time and observing the behaviour of

the application. The hybrid analysis consists of combining

static and dynamic features [24]. In literature, several

researchers have developed machine learning (ML) tech-

niques [17–19] to resolve the problems of Android mal-

ware attacks. Previous works have focused on evasion

attacks, which results in misclassification of the sam-

ple [6]. Zhou and Jiang [37] have worked on detecting

Android malware by AV vendors. DroidAPIMiner [1]

performs extraction of API call frequency from android

applications and performs malware detection using super-

vised learning algorithms.

Contributions Static analysis alone cannot be used to

identify malware applications as malware hide payload in

the encrypted form, installed on execution. To cope with

this problem, it is essential to develop methods based on

dynamic analysis. Hence, some questions arises: Is it

possible to adopt strategies employing dynamics analysis

to detect Android malware using different features? How

can the proposed dynamic method be guaranteed, to swiftly

update itself to dynamically changing real-time Android

samples (applications)? The main aim of the paper is to

respond to these queries by devising a new feature selec-

tion method, and evaluate the robustness of the classifier

against adversarial attacks. Hence, a novel system call

analysis is proposed to detect Android malware at run time.

In this way, a new feature selection method called SAILS is

proposed, which improves the performance of classifiers

over the conventional feature selection methods. The

classical identified by us in this paper are mutual

information (MI), Galavotti–Sebastiani–Simi (GSS) and

Distinguishing Feature Selector (DFS), to extract relevant

attributes representative of the target class. Experiments

are conducted on benchmark dataset consisting of 2474

Drebin malware and 2475 benign apps. In summary, the

main contributions of our work are listed as follows:

– A new feature selection mechanism known as Selection

of relevant Attributes for Improving Locally extracted

features using classical feature Selectors (SAILS) is

proposed.

– An extensive analysis of ML and deep learning (DL)

algorithms under diverse classifier parameters is

conducted.

– One of the key observation is that XGBoost has a

higher prediction capability in comparison to other

classification algorithms.

– The performance of the classification algorithms when

subjected to adversarial examples is performed. It is

experimentally verified that classifiers are mislead even

to small modification in attributes introduced by

augmenting malware samples with few prominent

benign features.

The rest of the paper is organised as follows. In Sect. 2, the

related works proposed in the field of Android malware

detection. Section 3 presents the methodology. The attack

model is presented in Sect. 4. The experiments, results, and

its analysis has been discussed in Sect. 5. Finally Sect. 6

discusses about the conclusion and future work.

2 Related work

Several anti-malware techniques have been introduced to

detect malware on Android devices. These techniques can

be broadly classified as static and dynamic analysis. In

static analysis, malicious behaviour is analyzed by scan-

ning the source code of the application, instead of exe-

cuting an application/program. The source code of the

program is investigated to identify the trigger of malicious

event. On disassembling the apps, different features such as

permissions, hardware components, intents, broadcast

receivers, data flow, APIs, control flow, etc. can be derived.

Dynamic analysis is performed during run time. Here, the

malware scanners monitor the response generated by the

operating system, on the execution of the program. Com-

monly used features include network connections, system

calls, etc. To bridge the gap between static and dynamic

analysis, hybrid anti-malware techniques were also devel-

oped to improve the performance of malware detector. In

the following subsections, the background is categorized

into static methods presented in Sect. 2.1, solutions based
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on dynamic malware analysis approach presented in

Sect. 2.2, and hybrid techniques presented in Sect. 2.3.

2.1 Static feature based approaches

The authors in [11] propose a method to evaluate the

security of machine learning-based android malware

detector. Classifiers were trained using API calls extracted

from the smali files. To explore the security of the classi-

fier, the authors considered evasion attacks on diverse

threat models. They propose a robust secure-learning

paradigm that can be applied to other security tasks like

fraud detection. The goal of the research work was to

improve the robustness of online malware scanners against

adversarial examples created at test time.

Another group of authors in [14] designed a method that

worked in discrete and binary input domains. For malware

detection, they train the neural network on the Drebin

dataset and achieve classification performance against

similar works in literature. They use an AML algorithm to

mislead the ML model to about 63% of all malware sam-

ples in the Drebin dataset.

2.2 Dynamic feature selection methods

Bhandari et al. [5] proposed a malware detection tool

capable of handling code injection during runtime. This

approach binds semantics of the program and a classifica-

tion engine. A sequence of system calls demonstrates the

semantics of the app. To capture the actual behaviour of the

apps, the order of the system calls were conserved. They

apply Markov property on the acquired system call traces

and construct a sequential system call graph (SSG). The

authors compute all the acyclic paths by considering the

first, and the last system calls as the start and end node in

SSG. They develop feature vectors from the typical sets by

applying asymptotic equipartition property on each path.

After that, they perform statistical analysis by finding the

average logarithmic branching factor of each path to train

the model. Further, they use the histogram binning tech-

nique to form the feature vector table and train them using

supervised learning algorithms. They conduct experiments

on dataset containing 2000 applications (1000 Benign and

1000 malware apps). Benign apps were collected from the

Google play store, and malware apps belonged to 119

different families. The proposed system obtains a detection

accuracy of 94.2%.

The authors in [12] have designed a two-step learning

strategy named KuafuDet, that used adversarial detection to

learn malware patterns. It is composed of an offline train-

ing step that could select and extract features from the

samples and further use this model to compromise the

online tool. An automated camouflage detector is used to

filter the false negatives and feed them back into the

training phase. KuafuDet reduces false negatives and

improves detection accuracy by 15%. This method was

tested on more than 250,000 mobile applications to

demonstrate the scalability of KuafuDet.

Additionally, in another work, the authors [35] propose

a method that transforms the packed malware variant

detection problem, to a system calls classification problem.

They generated a sequence of sensitive system calls and

further applied principal component analysis to extract

relevant attributes. Then, multi-layer neural networks were

utilized to classify benign and malicious applications. The

proposed system was reported to achieve a detection

accuracy of 95.6%.

The authors in [8] used strace tool to extract the system

calls. Each invocation of system calls was mapped to a

frequency-based feature vector. Experiments were per-

formed on self-made 60 apps, and the proposed work

reported accuracy between 85 and 100%. Later authors,

in [2] proposed an ML-based dynamic malware detection

method. They extracted API calls and system call traces. In

particular, 74 API functions and 90 system calls were

considered as features. For classification, Random Forest

classifier was utilized. Experiments were conducted on the

dataset comprising of 7520 apps, of 3780 samples were

used for training and remaining (3740 application) were

considered in the testing phase. The study demonstrated an

accuracy of 96.66%.

The authors in [10] introduced an ML approach that

helped in increasing the user effectiveness in handling

system data to improve security and privacy. The proposed

approach was evaluated on different ML algorithms

deployed on real-world systems, and it showed better

efficiency. Suciu et al. [29] developed a Fail Attacker

Model. The model effectiveness was evaluated on adver-

saries having limited capabilities. A poisoning attack was

subjected on different ML algorithms. Consequently, the

fail model exhibited better resilience on generalized

transferability.

2.3 Hybrid feature selection methods

The authors in [25] propose a novel malware detection

method called HADM—hybrid analysis for detection of

malware. The set of features were represented as vectors

fed to Deep Neural Network (DNN) with different kernels.

To apply graph kernels onto the graph sets, they converted

dynamic information into graph-based representations.

Further, output from various vector were combined with

graph feature sets using hierarchical multiple kernel

learning (MKL), to build a final hybrid classifier. The

authors in [4] propose a three-level hybrid model called

SAMADroid for Android malware detection. By
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combining the benefits of three levels, SAMADroid pro-

vides more detection accuracy on static and dynamic

analysis, deployed on local and remote host. For static

analysis, attributes from the manifest files and the dex code

files were considered. For dynamic analysis, they generate

system call logs based on the local inputs and send it to the

remote server. Remote servers analyze the extracted static

features and the logs. Finally, ML algorithms are used to

classify malware and benign apps. They present that the

SAMADroid can provide detection accuracy of 82.76%

with Random Forest (RF). Also, the authors in [30]

designed a novel hybrid approach and utilized the NetLink

technology to generate patterns of system calls related to

file and network access. They compare the pattern of

malware and benign apps, to build a malicious pattern set.

They aim to collect system calls and in offline compares

both the malicious and normal pattern sets to identify the

unknown app.

Besides, the paper [15] explains a hybrid method called

MalDAE that combines the dynamic and static API

sequences into one hybrid sequence based on semantics

mapping. MalDAE experiments show that the system

achieved accuracy in the range of 94.39% and 97.89%.

Also, MalDAE provides an overall idea about the common

types of malware and predictive support for understanding

and resisting malware. Another novel hybrid method

is [32] which consists of deep Autoencoder (DAE) and

convolutional neural network (CNN). They reconstruct

high-dimensional features of Android applications and use

multiple CNN to detect Android malware. To increase

sparseness, nonlinear activation function Relu was utilized

to prevent overfitting in the serial CNN architecture CNN-

S. To increase the capability of feature extraction, they

bound the convolutional layer and pooling layer with the

full-connection layer. Later, deep Autoencoder as a pre-

training method of CNN was employed to reduce the

training time. They tested their hybrid approach on 10,000

legitimate and 13,000 malicious apps. This resulted in 5%

increase in the accuracy compared with SVM. Further,

training time using the DAE-CNN model reduces by 83%

compared with the CNN-S model. A hybrid scheme de-

signed by Zhenlong Yuan et al. [34] aims to introduce an

online deep-learning-based malware detection method

called DroidDetector. DroidDetector performs prediction

on thousands of Android apps and also thoroughly perform

an in-depth study of the features and declares an accuracy

of 96.76%.

3 Methodology

In this section, our proposed system is presented. Figure 1

describes the architecture and the working of our system. A

clear description of the steps involved in the identification

and evaluation of malware samples, is discussed in the

subsequent sections.

3.1 Data collection

The data collection phase involves the collection of two

types of Android applications, malware applications as

well as trusted applications. A total of 4949 samples

comprising of 2475 benign and 2474 Drebin applica-

tions [3, 23] were downloaded. In particular, legitimate

application were considered from diverse app categories.

Categories comprised of lifestyle, education, medical,

comics, etc. from 9Apps site [38]. All these apps were

scanned using VirusTotal [31], which is a web service that

examines files or URLs to check whether they are mali-

cious or not. Finally, samples labelled as benign were

included for carrying out experiments.

3.2 Feature extraction

A system call sequence presents how an application

requests a service from the kernel of the operating system.

System calls generated during the execution of an appli-

cation, are used as features to identify samples as malware

or benign. The intention of using system calls is to deduce

the behaviour of the application and to understand its

interaction with the Android operating system. System

calls have been logged using strace utility. Further, to

mimic human interactions, Android Monkey Runner [20],

a utility in sdk is periodically accessed. Specifically,

Android Monkey was configured to direct 200 random UI

events in a minute. Some events generated are: (i) recep-

tion of SMS (ii) answer and make call, (iii) change

geolocation, (iv) swipes and (v) update the battery charge

status These set of events were selected as it generalizes the

operations performed on the smartphones. To collect the

call traces, the following procedures were adopted:

1. Install the app (using ADB install command)

2. Extract the package name and class of the application

3. Gets the process id (PID) corresponding to each

application

4. Invoke strace command, and at each timestamp log

system calls

5. Start Monkey command with application package

name as the parameter

6. Suspend the application for ten seconds

7. Kill the app
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8. Uninstall the app (using ADB uninstall command)

9. Delete app from device, finally reset the emulator clean state

Alternatively, in-order to extract system calls a human

expert well versed in Android programming also interacted

with the installed applications. In the feature extraction

phase, initially, an emulator or an Android virtual device is

created by specifying the basic configuration details such

as device name, memory size, OS version, storage area,

skins, screen resolution etc. Subsequently the .apk file, is

installed into the emulator using the command: adb -s

emulator-id install sample_app.apk.

Likewise, all other applications on the emulator are

installed, and the system calls (strace -p process_id

-o output_path) are recorded. Simultaneously, the

Android monkey continously interacts with the app dur-

ing (adb shell monkey -p pkg_name -v 200). Once

the specified events are completed, the process stops, and

finally, the emulator is restored back into its clean state.

3.3 N-gram generation

In this part of the paper, the process of generation ofN-grams is

discussed.N-gram is a sequence ofn items from a given sample.

In N-gram model, the occurrence of an item is predicted based

on the occurrence of its previous n� 1 items. They are used to

store the context of the words and can be used to make the next

word predictions. N-gram for any range usually perform the

best, and is shown to be applied in the domain of malware

detection [27]. Since N-grams overlap, they not only capture

the statistics about substrings of length but also implicitly

capture frequencies of longer substrings as well.

Experiments on unigrams, bigrams, and trigrams are

performed. Consider for an example a set of extracted

features and the corresponding unigrams, bigrams, and

trigrams generated:

(i) Features: read prctl openat epoll_ct

socketpair recvform

(ii) Unigram: read, prctl, openat,

epoll_ct, socketpair, recvform

(iii) Bigram: read:prctl, prctl:openat,

openat:epoll_ct,

epoll_ct:socketpair,

socketpair:recvform

(iv) Trigram: read:prctl:openat,

prctl:openat:epoll_ct,

openat:epoll_ct:socketpair,

epoll_ct:socketpair:recvfrom

Once the features are obtained, the corresponding bigrams

and trigrams are generated, and analysis is performed on all

N-grams to investigate the effect of N-gram size on clas-

sification accuracy.

3.4 Feature selection

Feature selection is one of the most crucial phase of ML,

which has a huge impact on the classification model gen-

erated. Irrelevant and redundant features must be removed

or else they may negatively impact the classification.

Irrelevant are variables/attributes which have less correla-

tion with a class, and redundant features have correlation

with one or more attributes in the feature space. Thus,

feature selection allows us to filter out attributes so that

only the important features which help in classification is

left out. Some of the conventional feature selection meth-

ods previously applied in the domain of malware detection

are MI [21], GSS [36] and DFS [33]. Mutual informa-

tion (MI) is a measure between two random variables

quantifying the amount of information obtained from one

random variable compared to the other random variable.

DFS method exploits the hypothesis that certain term

Fig. 1 The proposed architecture
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appearing in more number of documents are highly rele-

vant for categorization. GSS coefficient is a simplified

variant of the Chi-square statistics proposed by Galavotti

et al. In this approach, Chi-square is used to measure the

correlation between the attribute and class. Thus, if a

variable carries more information about a target class, such

attributes are known as a characteristic feature, also have a

high value. Thus, in summary, the benefits of performing

feature selection improve accuracy reduce overfitting, and

reduces training time. The following subsection highlights

the feature selection methods employed in our experiment.

3.4.1 SAILS: selection of relevant attributes for improving
locally extracted features using classical feature
selectors

We propose SAILS as a novel feature selection method.

The following steps outline the proposed feature selection

methods through a simple example.

Step 1 Set of malware and benign system calls are lis-

ted. Let Si denote a system call.

S1 S2 S3 S4

M bind munmap capget ioctl
B fcntl lseek writev prctl

Step 2 Feature selection algorithms such as MI, GSS and

DFS are used to give score for the samples.

Let FS ¼ ff1; f2; � � �; fn}

fi(aj)= Malware/Benign score

Step 3 System calls are sorted based on the malware and

benign scores.

S1 S2 S3 S4

M bind munmap capget ioctl
B fcntl lseek writev prctl

Sorted list containing system calls is arranged in

descending order of prominence.

M S2 S4 S3 S1

B S1 S4 S2 S3

Step 4 System calls are added to the new list

To do so, first, system calls from both malware and

benign list are taken. Then, a check is performed to identify

whether the system call already exists in the final list, if it is

not present, it is augmented to the final result.

M S2 S4 S3 S1

B S1 S4 S2 S3

S2 S1

Next, the second system call from both malware and

benign list is picked and their presence in the final list is

checked. Here S4 appears in both malware and benign list,

hence it is added once in the final list.

M S2 S4 S3 S1

B S1 S4 S2 S3

S2 S1 S4

Similarly, the third system call is chosen, i.e., S3 and S2.

Here, S2 is already present in the final list, hence only S3 is

added in the final list.

M S2 S4 S3 S1

B S1 S4 S2 S3

S2 S1 S4 S3

Here, both S1 and S3 are already present in the final list,

hence no need to add these two system calls again.

M S2 S4 S3 S1

B S1 S4 S2 S3

S2 S1 S4 S3

This method is built over the conventional feature

selection methods such as MI, GSS, and DFS. Initially, the

malware and benign score of the union of malware and

benign system calls are computed using the conventional

feature selection methods. Then the features are ranked in

the descending order of scores for the target classes. Once

two separate lists of system calls are obtained, the new list

of attributes based on SAILS are derived. For this purpose,

the alternate system calls are selected, one each from the

malware score ranked list and the other form the benign

score ranked list and these system calls, are added into the

new list provided, they are not the same and are not already

present in the list. If the two calls are similar, only one

instance of the feature is added to the list.

Algorithm 1 gives a brief description of the steps

involved in SAILS. The input to the algorithm is the list of

system calls, S ¼ fs1; s2; �; �; sNg; where m is the set of

malware system calls and b is the set of benign system calls

(line 1). In lines 2–3, call present in the applications are

sorted. Lists, u and v consist of system calls arranged in the

descending order of precedence of malware and benign

score, respectively. X is the set of system calls that forms

the final output. In the following steps, it is first checked

whether the current sorted malware system call from u is

present in X, if not, then, the presence of the benign system

call from v is checked in X. If absent, both malware and

benign system calls are added to X at positions j and jþ 1

respectively (lines 7-8). Similarly, if the benign system call

is already found in X then only the malware system call is

added (line 10). Alternatively, if the malware system call is

already present in X, then the presence of benign system

call is checked, if not present, only the benign call is added
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into X. Finally, if the benign system call from v is already

present in X then there is no need to add either the malware

(u) or the benign (v) system call into X. Finally, the list X is

returned as output, as shown in line number 20.

The implementation of SAILS was performed using

binary Max-Heap tree. Thus, two heap trees one for mal-

ware and another for benign system calls is obtained. Since

this tree is populated using identical (union) system calls

from both the dataset, hence it contains the same number of

system calls, but arranged in different fashion due to the

difference in local scores, corresponding to each system

call. In this way, the space complexity in worst case is

O(N), to be precise as the number of system calls are less

(approximately 393 in Linux Kernel 3.7), the space com-

plexity is also less. The time complexity to create Max-

Heap tree is Oðlog NÞ. Generally, both the trees contain

system call with maximum score at the root node. A system

call with maximum score is picked and appended to the list

X. During this course of action the system call with the

highest score is deleted from the tree and a heapify oper-

ation is performed. Thus, the time required to undertake

heapify operation in the worst case requires OðN logNÞ.
Therefore, in the worst case the total time to arrange the

system calls will need OðN logNÞ.

Algorithm 1 System calls extracted using SAILS

1: Procedure SAILS(S, m, b)
2: u ← sort(m)
3: v ← sort(b)
4: while i �= |S| do
5: if u[i] �∈ X then
6: if v[i] �∈ X then
7: X[j] ← u[i]
8: X[j + 1] ← v[i]
9: else

10: X[j] ← u[i]
11: end if
12: else
13: if v[i] �∈ X then
14: X[j] ← v[i]
15: else
16: //do nothing
17: end if
18: end if
19: end while
20: return X

3.4.2 Weighted feature selection (WFS)

Another method used in our experiment for feature selec-

tion is WFS. Here the weight of system calls are first

computed, and then ordered in descending order of the

corresponding malware and benign scores separately. The

prominent system calls are used to create the feature vector

matrix, which is further used to train the model and to

evaluate the performance of the generated model.

Algorithm 2 discusses the steps involved in feature

selection using WFS. The input to the algorithm is the set

of system calls, S, as shown in line number 1. From line

number 3 to 6, we compute the weight of system calls in

the malware set. In particular, the weight of system call is

computed as the product of the ratio of occurrences of

system calls in malwares to the total occurrence of system

calls in both training samples and the frequency of the calls

in malware files, to the total number of malware samples in

the training set. The time complexity for computing the

weight is O(1). Similarly, line number 8 to 10 depicts the

calculation of the weight of system calls for benign

examples. Finally, the average weight of system calls is

determined (refer to line 12). The steps 3–12 steps are

repeated until the weight corresponding to each call in set

S is ascertained.

Algorithm 2 System calls extracted using WFS

1: Procedure WFS(S)
2: S = {s1, s2, ·, ·, sN}; set of system calls.
3: while i �= |S| do
4: //Determine weight of system call in malware

set
5: T (Si, M) ← occ(Si,M)

occ(Si,M)+occ(Si,B)

6: U(Si, M) ← freq(Si,M)
|M|

7: wt(Si, M) ← T (Si, M) ∗ U(Si, M)
8: //Determine weight of system call in Benign

set
9: T (Si, B) ← occ(Si,B)

occ(Si,M)+occ(Si,B)

10: U(Si, B) ← freq(Si,B)
|B|

11: wt(Si, B) ← T (Si, B) ∗ U(Si, B)
12: avg(Si) ← wt(Si,M)+wt(Si,B)

2
13: end while
14: return avg(Si)

3.5 Feature vector table

The feature vector table is the collection of vectors con-

sisting of n rows and mþ 1 columns. Here, n represents the

number of applications in the dataset, and m is the number

of unique system calls invoked by both malware and

Fig. 2 Feature vector table
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benign APKs. An example of a feature vector table is

depicted in Fig. 2. The columns 1 to m denote the attributes

obtained after the feature selection phase. The last column

denotes the class label associated with each sample. Here,

the class label ‘1’ identifies malware samples, and ‘0’

denotes benign apps. Each row denotes a vector X with

dimension m that correspond to samples in the dataset.

Lastly, aij denotes the number of times jth system call was

invoked by ith sample.

3.6 Training and testing phases

Once the feature selection phase is concluded, the next step

is to train the model and predict new samples. Training

phase largely include construction of a feature occurrence

matrix, a data structure that record the frequency of attri-

butes obtained after the feature selection process. Eventu-

ally, the classification algorithm learns patterns

discriminant to the target classes. Later, the test samples

are supplied to a trained ML model. The learned model

assigns class labels to each apk in the test set. The per-

formance of the classifiers is evaluated using performance

metrics, such as accuracy, precision, recall, and F1-score.

Models are developed using Logistic Regression (LR),

Classification and Regression Tree, RF, XGBoost, and

DNNs.

Train-test split method is used in this work. Specifically,

60% samples are assigned to train set and the remaining

40% of the apks are included in the test set. The train-test

split method may sometimes result in the overfitted model.

3.7 Classifiers

Classification or predictive modelling is a method of

approximating a hypothesis function (f) which maps to

discrete output variables (y) for input observations (X). In

particular, classification is a supervised approach where a

program learns patterns from input examples and predict

the class for a new sample. Multiple ML classification

algorithms such as RF [7], Classification and Regression

Tree (CART) [26], LR [16] and XGBoost [13] were used

in our work. DNNs were also used to analyze the perfor-

mance and to compare the performance obtained with

machine learning algorithms.

3.7.1 Classification and regression tree (CART)

A decision tree is a non-parametric ML technique for

regression and classification problems. Given the input

observation, decision tree forms a hierarchical structure.

Each internal node corresponds to attribute and leaf node

corresponds to class labels. CART is a Gini index-based

method. Initially, all training samples are put in the root

node. Subsequently, the best partition is explored to min-

imize the Gini impurity. Noisy or impure attributes classify

a randomly selected sample into the wrong subset. Besides,

gini impurity equals zero if samples belong to one class.

The best discovered partition is further divided into parts,

each of which is subsequently seen as a new node. This

process is repeated until leaf nodes are obtained.

3.7.2 Random forest (RF)

Random Forest (RF) consists of a large number of decision

trees which can function as an ensemble. Each tree is

created from the set of a randomly selected subset of

training examples. The individual tree generates a class

prediction, further, the class that receives maximum votes

is the outcome of the entire classification process.

RF hyper-parameters are used to improve the model’s

predictive ability. Commonly used hyper-parameters

include a number of trees that the algorithm builds before

taking the maximum vote or considers the average pre-

diction. A higher number of trees generally increases per-

formance and makes predictions more stable, however,

suffers from speed. Alternatively, Random Forest can be

configured with another hyperparameter like split criterion,

min/max number of leaf nodes, the height of the tree etc.

3.7.3 Logistic regression (LR)

Logistic Regression is used when the target variable (i.e.,

dependent variable) is a categorical/binary response. A

sigmoid function is used as a logistic function which out-

puts real value for the corresponding input feature vector.

The obtained output value is subsequently converted to

binary based on the threshold, in particular, the output is

the estimated probability. Additionally, the coefficients

also help in predicting the importance of each input

variable.

3.7.4 XGBoost

XGBoost is a scalable and precise implementation of gra-

dient boosting, developed solely for improving model

performance and speed. Gradient Boosting is an ensemble

learner, it creates a final model based on a prediction

obtained from the collection of individual models. As the

predictive power of individual models is weak and sus-

ceptible to overfitting, hence ensembles of weak models

improve the overall result. Newly generated models can

predict error of prior models. XGBoost utilizes gradient

descent approach to reduce the error while combining the

models
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3.7.5 Deep neural network (DNN)

A DNN is a network contain multiple layers in between the

input and output layer. In DNN, nodes in each layer are

trained on a set of features of the previous output layer. As

the number of layers increases, the complexity of the net-

work increases, and it learns complex attributes. At higher

dimensions, traditional ML algorithms such as LR, KNN,

etc. exhibit poor performance, whereas in the case of neural

networks, as the size of the data increases, the performance

of the model increases. Additionally, hyperparameters like

drop out, and the learning rate may be altered to improve

the model performance.

Drop out is a regularization technique for neural net-

works, to avoid overfitting. It is an approach in which

randomly selected neurons are ignored during training.

Thus, in the forward pass, the contribution to the activation

of the neurons in subsequent layers are ignored, and any

updates in weights are also not applicable in the backward

phase. Dropout enables a model to learn more robust fea-

tures. Learning rate indicates the amount of change made

to the model during each step of the search process.

3.8 Evaluation of the classifiers

In this paper, evaluation metrics considered are accuracy

(see Eq. (1)), precision (see Eq. (2)), recall (or true posi-

tive rate) (see Eq. (3)) and F1-score (see Eq. (4)) to iden-

tify the classifier performance. True negative (a), is the

number of truly classified benign samples. True posi-

tive (b) is the number of correctly classified malware files.

The number of mis-classified legitimate applications are

referred as false positive (c). Malicious applications

wrongly classified as benign are called as False nega-

tive (h). Using TP (b), TN (a), FP (c) and FN (h), accuracy,

recall, precision and F1-score is computed.

AccuracyðAÞ ¼ aþ b
aþ bþ cþ h

ð1Þ

PrecisionðPRCÞ ¼ b
bþ c

ð2Þ

RecallðRECÞ ¼ b
bþ h

ð3Þ

F1 � ScoreðF 1Þ ¼2 � PRC � REC
PRC þREC

� �
ð4Þ

4 Attack model

Adversarial machine learning involves techniques, where

the malicious samples injected with attributes of legitimate

applications, forces machine learning system to misclassify

such perturbed malware apps. The modified(perturbed)

examples are also known as adversarial examples.

Adversarial examples can be broadly classified as (a) poi-

soning attack-performed during the training phase and

(b) evasion attack-perturbed samples created in the pre-

diction phase to mislead detection. Additionally, an

adversary may use one/more, threat models. These threat

model are related to the knowledge an attacker possesses,

with reference to a machine learning system. In a white-

box threat model, an adversary has complete knowledge of

training samples and classifier parameters. Such attack

models are used to evaluate the performance of a machine

learning system in the worst case. Moreover, in a black-box

attack model, the adversary does not have access to clas-

sifier and the training set. She can make a limited number

of attempts to fool the classification system.

4.1 Evasion attack

In evasion attack, an attackers feed adversarial input to the

classifier to increase misclassification. To accomplish this

task and adversary create synthetic malware samples,

imitating the properties of the benign applications. To start

with, 10% (247 apps) of the total malware samples (2474

samples) are chosen. Then, prominent system calls invoked

by benign samples absent in malware applications are

appended to it at a varied concentration (1%, 2%, 3%, etc.).

Such modified malware samples form the test set, which

are later used to predict the performance of the models.

Algorithm 3 Evasion attack

1: Procedure Poisoning (M ,S,j)
2: V ← j(M) //extract j percentage of samples from

malware set
3: X ← S(M) //percentage of Unique system calls present

only in benign set are extracted
4: for each file in V do
5: append X at the end of file
6: end for
7: return file

Algorithm 3 gives a brief description of the evasion

attack. The input to the algorithm includes M, which is the

set of malware files and S ¼ fs1; s2; �; �; sNg, a set of

prominent benign system calls which are absent in malware

files, to be injected into the malware samples, at the

specified concentration for creating adversarial examples.

In particular, system calls in benign Max-Heap tree, are

referred to as prominent calls which are absent in the first

half of the malware Max-Heap tree. Thus, in the worst-case

half the number of nodes in malware Max-Heap tree (half

the height of tree) is searched. Hence, in worst case the

time complexity to search legitimate system call in mal-

ware Max-Heap require O(logN), where N is the total

number of system calls. In line 2, j% of the malware

samples from original malware set are extracted. To be
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precise, j is the percentage of malware files that needs to be

poisoned (line 1). Next, prominent system calls invoked by

benign APKs at the required concentration, i.e. (1%, 2%,

. . .) are selected (line 3). In lines 4 to 7, for each in file V,

the system calls from X are added to samples in V de-

pending on the supplied concentration rate. Finally, the

output is a set of perturbed malware instances, injected

with a sequence of the calls from benign apps (line 7).

5 Performance analysis

In this section, the experiments along with results are

detailed. The experiments are conducted on Ubuntu 18.04

platform with the support of Intel Core i5-8250U CPU @

1.80 GHz with 8GB RAM. The dataset consisted of 2475

benign and 2474 malware applications. Benign applica-

tions are downloaded from 9Apps site and verified for

benignness by scanning samples using VirusTotal. The

apps from Drebin dataset constituted malware set. This

dataset contain malware samples belonging to 179 families.

An automated tool, i.e., Android Monkey which is a part of

the Android SDK, along with strace utility are used to

record the system calls. On the completion of system calls

extraction, the emulator process is killed and clean snap-

shot of the emulator is loaded for the analysis of subse-

quent samples. Comprehensive experiments were

performed for evaluating the following:

– Performance of machine learning classifiers using

proposed feature selection methods.

– Investigation of optimal feature category and feature

length.

– Performance comparison of machine learning and deep

learning algorithms.

– Investigation of the effect of drop out and learning rate

in the performance of deep learning neural network.

5.1 Experiment-I: feature selection method

A novel feature selection method (SAILS) was developed

on the top of classical feature selection approaches. Tra-

ditional feature selection methods like MI, GSS and DFS

were employed as local feature selectors to estimate the

score of each system call. These calls were further ranked

using our proposed attribute ranking approach, yielding an

enhanced outcome, both in terms of evaluation metrics and

feature-length.

Table 1 depicts the comparison of accuracies obtained

with proposed feature selectors and the conventional

approaches. In this experiment, classification models were

developed using RF, CART, LR and XGBoost. On

observing the results, it is noted that the accuracy obtained

for our proposed system is higher in most of the cases, and

for remaining experiments, the performance was at least

equal to the conventional approach. It was observed that

the highest accuracy was recorded for RF with unigrams,

and for bigrams, the best outcome was achieved using

XGBoost. In the case of trigrams, LR exhibited the highest

accuracy. It is worth mentioning that the results obtained

with the proposed methods exceed with fewer feature-

length.

5.2 Experiment II: robustness of N-grams

Figure 3 illustrates the malware and benign scores of 20

system calls which were predominant in benign samples.

From Fig. 3a, for unigrams, it can be seen that scores are

identical or marginally differ. This suggests statistical

similarity in the feature vectors for both malware and

benign examples. Considering Fig. 3b and c it seen that the

benign system call score is lesser when compared to the

malware call score. Similar trend is observed in case of

GSS�, WFS� and MI� as shown in Appendix Figs. 11, 12

and 13 respectively.

5.3 Experiments-III: comparison of classification
algorithms

In this experiment, the effectiveness of different ML

algorithms in identifying malware applications is evalu-

ated. In particular LR, Classification and Regression Tree

(CART), Random Forest (RF), eXtreme Gradient Boost

(XGBoost) and DNN are choosen. Additionally, a com-

prehensive analysis on the performance of DNN is per-

formed by determining optimal values of dropout and

learning rate.

From Fig. 4 it is clear that for GSS feature selection, the

accuracy and F1-Score obtained with SAILS is better

compared to the conventional approach.

Further, the average score of each system call was

computed, the system calls were then arranged in the

descending order of the average scores. Finally, sorted calls

using the aforesaid approach was utilized in the training

phase. For unigram, it was observed that Random Forest

achieved the highest accuracy of 95.85% with F1-score of

95.87%. In the case of bigram, XGBoost showed better

results with an accuracy of 99.4% and F1-score of 99.4%.

Figure 4c depicts that for trigram, LR shows the highest

accuracy of 99.34% and F1-score of 99.34%, which was

higher than other classifiers.

A similar pattern of results was obtained with Random

Forest and XGBoost employing DFS and MI feature

selectors as depicted in Figs. 5 and 6. In the case of DFS

feature selector, with Random Forest, the highest accuracy

and F1-score obtained for unigram was 96.31% and

2798 Cluster Computing (2020) 23:2789–2808

123



Table 1 Performance of

classification algorithms with

proposed feature selection

approach and classical feature

selectors

Classifier Feature selectors Unigram Bigram Trigram

FL A FL A FL A

LR MI* 100(98) 97.66 100(2212) 97.16 90(18318) 99.44

AVG-MI 100(98) 91.05 100(2212) 96.41 90(18318 96.75

GSS* 50(47) 88.58 80(1769) 99.13 80(16283) 99.34

AVG-GSS 90(88) 88.43 100(2212) 99.08 100(20354) 99.34

DFS* 100(98) 91.96 90(1990) 97.61 100(20354) 99.34

AVG-GSS 90(88) 88.43 100(2212) 99.08 100(20354) 99.34

WFS* 40(37) 89.3 100(2212) 98.0 100(20354) 99.4

CART MI* 100(98) 96.5 100(2212) 96.65 100(20354) 98.83

AVG-MI 100(98) 92.26 100(2212) 94.94 100(20354) 94.78

GSS* 90(88) 92.67 80(1769) 97.77 80(16283) 98.58

AVG-GSS 90(88) 92.57 80(1769) 95.08 100(20354) 98.17

DFS* 90(88) 92.32 70(1548) 96.7 90(18318) 98.22

AVG-DFS 90(88) 92.02 90(1990) 95.39 90(18318) 97.89

WFS* 40(37) 93.1 100(2212) 96.7 100(20354) 98.7

RF MI* 100(98) 96.75 80(1769) 97.21 100(20354) 98.23

AVG-MI 100(98) 96.1 80(1769) 97.21 100(20354) 96.8

GSS* 90(88) 95.85 90(1990) 98.78 80(16283) 98.17

AVG-GSS 100(98) 95.5 100(2212) 98.53 100(20354) 97.77

DFS* 100(98) 96.31 100(2212) 97.66 100(20354) 97.82

AVG-DFS 100(98) 96.11 100(2212) 97.21 100(20354) 97.97

WFS* 90(88) 97.2 20(442) 97.6 100(20354) 97.5

XGBoost MI* 100(98) 95.6 90(1990) 99.3 100(20354) 99.2

AVG-MI 100(98) 95.5 90(1990) 99.3 100(20354) 99.2

GSS* 80(78) 95.75 70(1548) 99.44 80(16283) 98.32

AVG-GSS 80(78) 92.65 70(1548) 97.67 80(16283) 97.72

DFS* 90(88) 95.7 100(2212) 99.4 80(16283) 98.2

AVG-DFS 90(88) 95.4 100(2212) 97.3 80(16283) 98.2

WFS* 70(68) 96.6 40(884) 97.9 20(4070) 97.7

FL denotes feature length at which best outcomes were obtained. FL is represented in the form of P(Q),

where P denote the percentage of features extracted from the feature space and Q denote the number of

attributes used to create model

Asterisks indicate a revised feature set after the application of SAILS

Fig. 3 Score difference of N-grams for DFS�
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96.32%. In the case of bigram with XGBoost, accuracy and

F1-score were 99.4% and 99.4% respectively.

Further, considering system call trigram with LR, the

best accuracy achieved was 99.34% along with F1-score of

99.34%. Considering MI feature selector for unigram with

Random Forest, the best accuracy attained was 96.75% and

obtained F1-score of 96.79%. In the case of bigram, the

best accuracy and F1-score obtained with XGBoost was

98% and 97.9% respectively. Whereas with LR, trigram

achieved accuracy and F1-score of 99.4% and 99.5%

respectively.

Summary The results lead to the conclusion that the

proposed feature selection method could derive attributes

that had a higher correlation with the target class. Thus,

resulting in improved outcome. In the case of unigram,

Random Forest achieved higher accuracy and F1-score

comparing other classifiers. Further for bigram, among all

four classifiers, XGBoost exhibited better accuracy and F1-

score. Comparing the results of trigram, LR achieved better

Fig. 4 Performance of GSS� feature selection on unigram, bigram, trigram

Fig. 5 Performance of DFS� feature selection on unigram, bigram, and trigram

Fig. 6 Performance of MI� feature selection on unigram, bigram, and trigram
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accuracy and F1-score compared to other classifiers. This is

because, LR exhibited improved results as the feature

vectors become linear in higher dimensional attribute

space. The trend was clearly evident for the three Logistic

regression model (i.e., unigram, bigram and trigram).

Intuitively, in all cases of classification algorithms trained

using bigrams and trigrams reported better performance

compared to unigram.

5.4 Experiment IV: performance with DL
classifier

In this experiment, DL was used to distinguish malware

and legitimate applications. This experiment was con-

ducted to analyze the performance of DNN compared to

conventional ML approaches. A DNN model named DNN-

2L with two hidden layers was designed. The first hidden

layer consisted of 50% of attributes of the input feature

space, as the number of neurons. Subsequently, the second

layer contained 50% of the neurons, that were present in

the previous layer. For example, if the feature set contained

1000 attributes, then the first layer will be created with 500

neurons and the second layer will be formed using 250

neurons. In DNN-2L, all layers contained Rectified Linear

Unit (ReLU) activation function. Sigmoid activation

function was used in the output layer, as malware identi-

fication is a binary classification problem. For faster con-

vergence and to avoid overfitting, Adam optimization

algorithm and cross entropy loss function was utilized

respectively. Employing DNN-2L comprehensive analysis

was conducted under following experimental settings and

we investigated: (i) effect of dropout rate in the perfor-

mance of model (Sect. 5.4.1) and (ii) effect of learning rate

in the performance of model (Sect. 5.4.2).

5.4.1 Effect of dropout rate in the performance of model

To avoid overfitting on training data, dropout was proposed

by Srivastava et al. [28]. Dropout is a regularization tech-

nique in which randomly selected neurons are removed

during the training phase. This indicates that, the contri-

bution of such neurons will be temporarily removed, during

the forward pass and weight update will be ignored, in the

backward pass. During the learning phase, a neuron

specific to a particular layer relies on the neighbouring

neurons. In a fully connected topology, a neuron tuned to

specific feature was passed on to the upstream neurons.

Thus, the network becomes more specific to the training

data. On the contrary, if certain neurons were randomly

eliminated, then the predictions are performed with the

existing neurons. This suggests that many new patterns/

representations, will be created and subsequently learned

by the network. Thus, the network would be less sensitive

to the weights of neurons and less likely to overfit the

training data.

To study the impact of dropout rate, a diverse classifi-

cation model learned with attributes derived by our pro-

posed feature selection method was created. In particular,

the well known feature selectors were improved by deriv-

ing the call/sequence of calls having the ability to identify

target classes. The outcome of the results are shown in

Fig. 7. The results in Fig. 7a indicates that dropout rates of

0.2, 0.5 and 0.6 gave the best results for all three categories

of features (i.e., unigram, bigram and trigram). An identical

trend can be observed in Fig. 7b and c, i.e., better results

are obtained at dropout rate of 0.3, 0.5 and 0.6. Finally, it

was observed that DNN-2L learned with unigram, bigram

and trigram at dropout rate of 0.2, 0.5 and 0.7 respectively,

attained the best results as depicted in Fig. 7d. A similar

observation has been observed when considering the F1-

score as the evaluation metric, to evaluate the performance

of the DL classifiers as show in Fig. 8.

5.4.2 Effect of learning rate in the performance of model

Further the importance of learning rate on the results of

classification was explored. Learning rate is a hyper-pa-

rameter which denotes how much a model needs to be

modified each time, by adjusting the weight. Lower value

of learning rate indicates more time spent on training or in

particular more steps needed to reach local minima. Con-

versely, large gradient descent learning rate would over-

shoot, besides missing local minima. Specifically, the

model would fail to converge. In this study, the learning

rate was varied such that it began with a small value (i.e.

0.001) and progressively increased by 0.01 until the max-

imum value of learning rate (i.e., 0.3) was reached (refer to

Table 2).

5.5 Experiment V: evaluation against adversarial
examples

The performance of any ML based system might degrade

over time, eventually fortifying the system. In order to

evaluate the detection capability of the classifier in the

presence of adversarial samples, synthetic malware’s

mimicking statistical properties of legitimate set were

created. In this context, adversarial malware samples were

developed, by injecting varied proportion of prominent

system calls, frequently invoked by the benign applica-

tions. The point of argument here is that, the classification

algorithms fail to detect adversarial malware samples. The

results show that as the proportion of system calls injected

into each of the samples was increased, the recall declined

dramatically, indicating that the classification algorithms

fail to detect the malware samples (refer Table 3).
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In this experiment, adversarial samples for five detection

models were generated. For each model, the recall rate was

evaluated for 1%, 2% and 3% of prominent Benign system

calls that were used to poison the malware samples. Fig-

ure 9a shows that the recall rate for Unigram in CART

prior to the attack was 96.55% and after the attack, it got

reduced to 33.73%. This was the case of 1% of prominent

benign system calls that were appended to the malware

samples for poisoning and the trend continued for both 2%

and 3% of prominent benign system calls. Considering 2%

of benign system calls, after poisoning the recall rate was

minimized to 58.94% and for 3% of benign system calls it

dropped to 30.89%. In case of a bigram, the recall rate

reduced from 97.26 to 29.26% for 1% of benign system

calls and for 2% benign system calls, the recall rate

diminished to 30.0%. Likewise, for 3% of benign system

calls, recall was minimized to 24.79%. Further for trigram,

the recall rate for 1% of benign system calls reduced from

98.88 to 45.93%. Whereas for 2% of benign system calls,

the rate minimized to 57.48% and for 3% of benign system

calls, the rate reduced to 39.67 %.

Figure 9b depicts that for 1% benign system calls of

unigram, LR shows a recall rate of 98.68% prior to poi-

soning, and after poisoning it was reduced to 50.4%. In

case of 2% and 3% of system calls, the true positive rate

was reduced to 68.29% and 66.66% respectively. For

bigram after poisoning, the recall rate was reduced from

98.78 to 77.64%, 81.3% and 69.1% for 1%, 2% and 3% of

benign system calls. Considering trigram, from 99.79% of

recall rate, it diminished to 86.17%, 86.6% and 85.02% for

1% 2% and 3% of prominent benign system calls

respectively.

Figure 9c shows that in case of Random Forest, for

unigram the true positive rate declined from 97.89 to

61.38%, 74.79% and 35.77% for 1%, 2% and 3% of benign

system calls respectively. Considering 1%, 2% and 3% of

benign system calls of bigram, the recall rate reduced from

98.38 to 79.26%, 83.33%, and 74.39% respectively. Fur-

ther, for poisoned trigram, the recall rate diminished from

98.58 to 82.11%, 84.61% and 84.61% for 1%, 2% and 3%

of benign system calls.

From Fig. 9d it is clear that with XGBoost, the recall

rate of unigram reduced from 95.8 to 80.01% for 1%, 2%

and 3% of benign system calls after poisoning. Considering

1%, 2% and 3% of benign system calls in Bigram after

poisoning, the recall rate reduced from 98.7 to 92.22%. In

case of Trigram, for 1%, 2% and 3% of benign system

calls, the recall rate of 99% diminished to 91.9%.

Figure 10 depicts that for unigram, the recall rate

diminished from 95.2 to 44.53% in case of 1% of

Fig. 7 Accuracy comparisons for different DL classifiers of proposed feature selection approach using dropout rate
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prominent benign system calls and for 2% and 3% of

benign system calls, the recall rate reduced to 43.3% and

42.1%. Considering 1% of injected bigram, the recall rate

minimized from 98.2 to 40.48%, the recall at 2% and 3%

injection rate reduced to 34.81% and 32.39% respectively.

Further for trigram, in case of 1% injected calls, the recall

declined from 98.58 to 48.18%, moreover, for 2% to 3%,

the recall dropped from 42.51 and 37.65% respectively.

6 Conclusion and future directions

In this paper, a new feature selection method, SAILS, is

designed, which can provide better results compared to

conventional feature selection approaches. Also, the classi-

fier performance of different N-grams is studied. We per-

formed parallel analysis of the Android malware detector

using deep learning network and machine learning algo-

rithms. Further, the performance of the model was evaluated

by analysing the change in dropout and learning rate.

Fig. 8 F1-Score comparisons for different DL classifiers of proposed feature selection approach using dropout rate

Table 2 Performance of DL

classifier with proposed feature

selection approaches using

dropout rate and learning rate

Feature selectors Category Drop out LR A F 1 PRC REC

GSS� UNIGRAM 0.2 0.1 0.952 0.952 0.950 0.956

BIGRAM 0.6 0.2 0.990 0.990 0.990 0.994

TRIGRAM 0.8 0.1 0.980 0.980 0.980 0.990

DFS� UNIGRAM 0.7 0.001 0.950 0.950 0.953 0.943

BIGRAM 0.8 0.1 0.990 0.990 0.984 0.992

TRIGRAM 0.1 0.1 0.980 0.981 0.970 0.991

MI� UNIGRAM 0.5 0.001 0.952 0.952 0.952 0.952

BIGRAM 0.8 0.1 0.980 0.980 0.980 0.982

TRIGRAM 0.4 0.001 0.987 0.987 0.986 0.989

Asterisks indicate a revised feature set after the application of SAILS
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Adversarial attacks are also performed on the ML

models. It is observed that the adversary could deceive the

current ML based malware detectors. A drop in perfor-

mance is observed when the trained models were given

evasive examples as input. Thus, it is important to develop

robust ML models trained with adversarial patterns, such

that Android malware detectors are capable of recognizing

tainted samples.

Our current work focuses on dynamic analysis of

Android malware. In future work, we envisage the use

hybrid analysis on a larger dataset. It is also planned to

include features relating to network packets (packet size,

packet payload size, packet inter-arrival time, TCP flag

status, the total number of bytes in packets, packet direc-

tion, protocols, etc)., to train ML algorithms. The collec-

tion of these features along-with systems calls would

undoubtedly reveal promising patterns for identifying

malware. We also plan to model new feature selection

techniques having high correlation with class, but loosely

correlated with other features. Finally, we plan to carry out

attacks on classifier ensembles, and develop

Table 3 Performance

comparison of WFS feature

selection method with other

approaches

Classifier Feature selectors Unigram Bigram Trigram

FL A FL A FL A

LR WFS* 40(37) 89.3 100(2212) 98.0 100(20354) 99.4

MI-AVG 100(98) 91.05 100(2212) 96.41 90(18318) 96.75

GSS-AVG 90(88) 88.43 100(2212) 99.08 100(20354) 99.34

DFS-AVG 100(98) 91.96 90(1990) 97.16 100(20354) 99.34

CART WFS* 40(37) 93.1 100(2212) 96.7 100(20354) 98.7

MI-AVG 100(98) 92.26 100(2212) 94.94 100(20354) 94.78

GSS-AVG 90(88) 92.57 80(1769) 95.08 100(20354) 98.17

DFS-AVG 90(88) 92.02 90(1990) 95.39 90(18318) 97.89

RF WFS* 90(88) 97.2 20(442) 97.6 100(20354) 97.5

MI-AVG 100(98) 96.1 80(1769) 97.21 100(20354) 96.8

GSS-AVG 100(98) 95.5 100(2212) 98.53 100(20354) 97.77

DFS-AVG 100(98) 96.11 100(2212) 97.21 100(20354) 97.97

XGBoost WFS* 70(68) 96.6 40(884) 97.9 20(4070) 97.7

MI-AVG 100(98) 95.5 90(1990) 99.3 100(20354) 99.2

GSS-AVG 80(78) 92.65 70(1548) 97.67 80(16283) 97.72

DFS-AVG 90(88) 95.4 100(2212) 97.3 80(16283) 98.2

FL denotes feature length at which the best outcomes were obtained. FL is expressed in the form of P(Q),

where P denotes the percentage of features extracted from the feature space and Q denote the number of

attributes used to create the model

Asterisks indicate a revised feature set after the application of SAILS

Fig. 9 Performance evaluation of unigram, bigram and trigram after poisoning using ML
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countermeasures to harden classifier for minimizing mis-

classification rate.
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Appendix

In this section, different scores of N-gram for GSS, WFS,

and MI are presented to illustrate the malware and benign

samples for various features (see the Figs. 11, 12 and 13).

Fig. 10 Performance evaluation of unigram, bigram and trigram after

poisoning using DL

Fig. 11 Score difference of N-grams for GSS�

Fig. 12 Score difference of N-grams for WFS�
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ABSTRACT As an important partner of fifth generation (5G) communication, the internet of things (IoT)
is widely used in many fields with its characteristics of massive terminals, intelligent processing, and
remote control. In this paper, we analyze security performance for the cooperative non-orthogonal multiple
access (NOMA) networks for IoT, where the multi-relay Wyner model with direct link between the base
station and the eavesdropper is considered. In particular, secrecy outage probability (SOP) for two kinds of
relay selection (RS) schemes (i.e., single-phase RS (SRS) and two-phase RS (TRS)) is developed in the form
of closed solution. As a benchmark for comparison, the SOP for random RS (RRS) is also obtained. To gain
more meaningful insights, approximate derivations of SOP under the high signal-to-noise ratio (SNR) region
are provided. Results of statistical simulation confirm the theoretical analysis and testify that: i) Compared
with RRS scheme, SRS and TRS may improve secure performance because of obtaining smaller SOPs; ii)
There exists secrecy performance floor for the SOP in strong SNR regime, which is dominated by NOMA
protocol; iii) The security performance can be enhanced by augmenting the quantity of relays for SRS
and TRS strategies. The purpose of this work is to provide theoretical basis for the analysis and design
of anti-eavesdropping for NOMA systems in IoT.

INDEX TERMS Non-orthogonal multiple access, physical layer security, secrecy outage probability,
single-phase relay selection, two-phase relay selection.

I. INTRODUCTION
Recently, the rapid development of IoT makes all walks of
life get convenient and fast services. However, due to the
importance of ownership and privacy protection, the IoT sys-
tem must provide corresponding security mechanisms. The
classical method to deal with the security problem is complex
encryption and decryption scheme [1]. Quantum computing
can crack complex keys. Moreover, the terminals of IoT are
often limited in size and power, and do not have strong
computing power. These contradictions lead that the classical
method is not so effective in many scenarios [2]. So an alter-
native mechanism, i.e., physical layer security (PLS) exhibits

The associate editor coordinating the review of this manuscript and

approving it for publication was Zhenyu Zhou .

more advances. The method of PLS was initially discussed
by Wyner from the standpoint of information theory [3]. PLS
is a new approach to enhance network security by utilizing
the characteristics of channels, which has catched quantity
of attention due to the randomness of fading channels rather
than encryption technology [4]–[7]. In [8], the authors stud-
ied the secrecy behaviours for underlay cooperative relay-
ing networks. Recently, NOMA is deemed to have a bright
prospect in 5G networks on account that it can improve the
band-efficient and spectral efficiency [9]–[13]. Serving mul-
tiple users working at the same frequency band with different
power-split is the core thought of NOMA [14]. Do et al. put
forward a model which can serve cellular networks better
in NOMA [15]. The authors of [16] discussed a large-scale
network with an antenna and multiple antennas in NOMA
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systems, and derived the SOP. Lei et al. researched a secu-
rity NOMA system including two different forms of eaves-
dropping [17]. The ambient backscatter NOMA systems was
studied in terms of the secure performance [18]. Jiang et al.
analyzed the secure performance for uplink NOMA including
multiple eavesdroppers in [19]. Therefore, exploring PLS
in NOMA systems has also aroused the interests of many
researchers.

Cooperative communication is a specially efficient method
by furnishing greater diversity and expanding network cover-
age [20]. At present, two fields are mainly included in cooper-
ative communication for NOMA’s research. On the one hand,
the use of NOMA in cooperative networks was discussed
in [21]–[24]. On the other hand, cooperative NOMAwas first
put forward by Ding et al in [25] and researched in [26]–[29].
Choi studied the transmission rates on the cooperative sys-
tem in [21]. The authors studied the interruption probabil-
ity (IP) and systematic capacity of NOMA using decoded
and forward (DF) in relaying systems [22]. In [23], the SOP
was investigated based full-duplex (FD) in cooperative
communication using optimizing power allocation jointly.
Men et al. discussed the outage character using amplify
and forward (AF) protocol on Nakagami-m distribution for
NOMA in [24]. The core idea of cooperative NOMA is that
nearby NOMA users are treated as DF relaying to transfer
the messages for far NOMA users. The secrecy behaviors
for both AF and DF relaying strategies were investigated
in cooperative NOMA system [26]. Simultaneous wireless
information and power transmission (SWIPT) was adopted
by nearby NOMA users which were counted as DF relay-
ing [27]. The work researched the security transmission and
proposed an optimal power distribution scheme with max-
imum secrecy sum rate, where the precondition was that
the users’ quality of service (QoS) met the conditions [28].
The authors of [29] employed FD and artificial noise (AN)
methods in two-way relaying networks based on NOMA. The
mathematical expressions for the ergodic secrecy rate were
discussed under containing and excluding eavesdroppers.

As a popular transmission scheme, relay selection (RS)
has the advantages of low complexity due to taking full
advantage of spatial variety and high spectrum-efficient
[30], [31]. Considering that there might be some differences
between two users in the QoS requirements, two-stage single-
relay-selection and dual-relay-selection strategies were put
forward, respectively [32]. Ding et al. derived closed-form
expressions for the precise and asymptotic outage probabil-
ity (OP) by employing single-stage RS and two-stage RS
strategies in cooperative NOMA. And the two NOMA users
were classified as nearby and far users by their QoS, rather
than their channel conditions [33]. Accurate analytical for-
mulae for the OP and IP were analyzed by using two relay
selection strategies (i.e., optimal RS and suboptimal RS) in
wireless communication networks (WCNs) [34]. Under three
wiretapping cases including one eavesdropper, non-colluding
and colluding eavesdroppers, the secrecy outage behaviors
of the TRS strategy based on the system over Nakagami-m

fading channels were investigated in [35]. Zhang et al. ana-
lyzed the SOP with optimal relay selection, suboptimal relay
selection and multiple relays uniting schemes. In addition,
the confidentiality of a cognitive DF relaying network over
Nakagami-m fading channels with independent but not nec-
essarily identical distributed was also surveyed in [36].

Although these previous contributions provided a firm
foundation for understanding collaborative NOMA and RS
technologies, it still needs further developments and applica-
tions. It should be pointed out that RS schemes can meet the
requirements of actual IoT situation. In this paper, we inves-
tigate the SRS and TRS methods which can achieve the
minimum SOP. As far as we know, there is no research on
the security performance of SRS and TRS schemes in coop-
erative NOMAnetworks considering direct link between base
station and eavesdropper. To this end, we explore SOP using
RS schemes for basing on half-duplex (HD)NOMAnetworks
over independently Rayleigh distribution. More specifically,
the rate of data transmission for the far user is assured to
choose a relay as its auxiliary equipment to forward the mes-
sages in the SRS strategy. Under the premise of guaranteeing
the data transmission rate of far user, the maximum data rate
of the service is provided for nearby user to select the relay
opportunistically in the TRS scheme. The key contributions
of this paper are summarized as follows:
• This paper describes system model of cooperative

NOMA for IoT and focuses on two kinds of relay selec-
tion strategies (i.e., SRS and TRS schemes). Moreover,
the direct link between the eavesdropper and the base
station is considered. The eavesdropper uses selective
combination (SC) technique to process the received
signals from two slots.

• The theoretical SOP is derived by employing the SRS
strategy over Rayleigh fading channel. In addition,
the SOP for RRS scheme is also analyzed as a contrast.
The results show that SRS strategy obtains the lower
SOP. To better understand secure outage performance,
the asymptotic behaviors of SOP are analyzed with
RRS and SRS schemes in cooperative NOMA.

• We also derive the formulas of SOP for TRS scheme
in cooperative NOMA based on HD. What’s more,
experimental results prove that TRS scheme can obtain
the superior SOP. To get more insights, the approx-
imate SOP of TRS scheme under high SNR regime
is analyzed in cooperative NOMA. The results also
verify that the security performance can be enhanced
distinctly by augmenting the quantity of relays.

The specific arrangement of each section is as follows.
In Section II, the network system ofHDNOMA’sRS schemes
is established. Section III deduces new analytic formulae of
SOP for the RRS, SRS and TRS schemes. In Section IV,
the asymptotical SOPs in high SNR regime are derived.
Section V presents numerical results and systematic perfor-
mance. The conclusions are shown in Section VI in the paper.

Notations: The CN
(
µ, σ 2

)
denotes the complex Gaussian

distribution with expectation µ and standard variance σ .
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The Pr (·) and E (·) are the probability and expectation oper-
ation. fX (·) and FX (·) are the probability density func-
tion (PDF) and the cumulative distribution function (CDF),
respectively.

II. SYSTEM MODEL
As illustrated in Fig.1, a typical dual-hop NOMA relaying
system for IoT includes a base station (BS), K half-duplex
relays, a couple of legitimate users (e.g., the nearby user
D1 and far user D2 and one eavesdropper (Eve). It should
be noted that the direct links from BS to Dj (j = 1, 2)
are not considered, but the direct link between BS and Eve
exists. So, the Eve processes the received signals by using SC
arithmetic. Adopting a multi-access scheme, multiple users
can be easily partitioned into many groups in this cooper-
ative model, each of these groups implements the NOMA
protocol [37]. In the network model, all relaying nodes are
equipped with receiving and transmitting antennas, but BS
and users have only one antenna. TheBS tries to communicate
the users via relays, but there exists eavesdropping between
transmissions, and the information leakage exists in the trans-
mission between two slots. Each relay is assumed to use
DF protocol. All wireless channels are affected by additive
white Gaussian noise (AWGN) and modeled as indepen-
dent non-selective Rayleigh distribution. The distance from
X to Y is represented as dXY , α denotes exponent for the
path loss, hXY denotes the channel coefficient from X to Y ,
XY ∈ {SRi,RiD1,RiD2, SE,RiE} and hXY ∼ CN (0, 1). The
PDF and CDF for |hXY |2 have an exponential distribution as

f
|hXY |2 (x) =

1
gXY

exp
(
−

x
gXY

)
, (1)

and

F
|hXY |2 (x) = 1− exp

(
−

x
gXY

)
, (2)

respectively, where gXY is the mean channel power gain [38].
The two legitimate users are segmented into nearby and far
users on the basis of their QoS. More specifically, with the
assistance of relay chosen, the QoS requirements of legal
users can be effectively provided for the IoT scenario. There-
fore, we assume thatD1 can serve opportunely with low target
data rates, D2 needs to be served quickly.

During the first stage, the BS transmits composite mes-
sages

√
a1Psx1 +

√
a2Psx2 to the assistances on the basis of

NOMA theory, and normalization method of x1 and x2 signal
is adopted respectively, i.e. E

(
|x1|2

)
= E

(
|x2|2

)
= 1, Ps

and Pr denote the transmitted power from the BS and Ri. a1
and a2 are the corresponding power allocation coefficients.
In fact, in order to provide better fairness and QoS require-
ments among users [39], we hypothesize that a2 > a1 and
a1 + a2 = 1. Hence the received messages at the ith relay Ri
can be expressed as

ySRi =
hSRi√
dαSR

(√
a1Psx1 +

√
a2Psx2

)
+ nSRi , (3)

FIGURE 1. System model for IoT.

where nSRi is written as the superimposed Gaussian noise at
relay i.
In order to reduce the interference for decoding signal x1

of D1 at Ri, the successive interference cancellation (SIC)
method is employed to detect the information x2 of D2
firstly with the high power allocation coefficient. Therefore,
the received signal-to-interference-plus-noise ratios (SINRs)
to decode x1 and x2 at Ri are shown by

γRi,D2 =
a2ρs

∣∣hSRi ∣∣2
a1ρs

∣∣hSRi ∣∣2 + dαSR , (4)

and

γRi,D1 =
a1ρs

∣∣hSRi ∣∣2
dαSR

, (5)

where ρx =
Px
N0
, x ∈ (s, r) is the transmit SNR, and N0 is the

mean power of the AWGN in this system.
In the same way, the message received at Eve can be

expressed as

ySE =
hSE√
dαSE

(√
a1Psx1 +

√
a2Psx2

)
+ nSE . (6)

where nDj , nX denote the Gaussian noise at users Dj and X
(X = SE,RE).

We analyse the SINR for wiretapper to decode x1 and x2.
Considering a direct link between BS and Eve in this paper.
Therefore, in this time slot, the instantaneous SINRs at Eve
that eavesdrops the messages from legal users Dj are written
by

γSE1 =
a1ρs|hSE |2

dαSE
, (7)

and

γSE2 =
a2ρs|hSE |2

a1ρs|hSE |2 + dαSE
. (8)

During the second stage, it is assumed that relay Ri can
decode received messages and transmit signals to the tar-
get nodes, the following situations are met in this phase,
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i) log
(
1+γRi,D1
1+γE1

)
≥ RD1 , ii) log

(
1+γRi,D2
1+γE2

)
≥ RD2 , where

γEj is the SNR at Eve and will be further analyzed later, RDj
denotes the target data transmission rate. Selective relay Ri
forwards the signals to the user, so the signals received in Dj
can be represented as

yDj =
hj√
dαRDj

(√
a1Prx1 +

√
a2Prx2

)
+ nDj . (9)

The signals received inEve in this phase can be represented
as

yRE =
hRE√
dαRE

(√
a1Prx1 +

√
a2Prx2

)
+ nRE . (10)

It is assumed that perfect SIC can be used in D2 to detect
messages from D1 with a higher transmitting power. There-
fore, D2 detects the SINR of x1 given by the following for-
mula,

γD1,D2 =
a2ρr |h1|2

a1ρr |h1|2 + dαRD1

. (11)

Then, the received SINR at D1 is given by

γD1 =
a1ρr |h1|2

dαRD1

. (12)

Meanwhile, D2 decodes messages x2 by regarding x1 as
interference, and the SINR can be shown as

γD2 =
a2ρr |h2|2

a1ρr |h2|2 + dαRD2

. (13)

For the second time slot, the instantaneous SINRs at Eve
to wiretap the messages are expressed as

γRiE1 =
a1ρr

∣∣hRiE ∣∣2
dαRE

(14)

γRiE2 =
a2ρr

∣∣hRiE ∣∣2
a1ρr

∣∣hRiE ∣∣2 + dαRE (15)

III. SOP ANALYSIS
In this part, the SOPs of the cooperative NOMA system using
three kinds of relay selection schemes are studied.

To get the SOP for every user, channel statistics for the
users and Eve are analyzed primarily. Combined with (5) and
(12), the CDF of SINR from BS to D1 can be written as

Fγ1 (x) = Pr
(
min

(
γRi,D1 , γD1

)
< x

)
= 1− Pr

(
γRi,D1 > x

)
Pr
(
γD1 > x

)
= 1− Pr

(
a1ρs

∣∣hSRi ∣∣2
dαSR

> x

)
Pr

(
a1ρr |h1|2

dαRD1

> x

)
= 1− e−

Ax
a1 , (16)

where γ1 = min
{
γRi,D1 , γD1

}
, A =

dαSR
ρsgSRi

+
dαRD1
ρrg1

.

In similar, the CDF of SINR from BS to D2 is given as

Fγ2 (x) =

1− e
−

Bx
(a2 − a1x) x ≤

a2
a1

1 x >
a2
a1
,

(17)

where γ2 = min
{
γRi,D2 , γD1,D2 , γD2

}
, and B =

dαSR
ρsgSRi

+

dαRD1
ρrg1
+

dαRD2
ρrg2

.
For the signals received in Eve (BS → E , Ri→ E), the SC

algorithm is employed. Then, according to (5), (7) and (14),
the CDF of γE1 is expressed as

FγE1 (x)

= Pr
(
max

(
γSE1 ,min

(
γRi,D1 , γRiE1

)
< x

))
= Pr

(
γSE1 < x

) (
1− Pr

(
min

(
γRi,D1 , γRiE1

)
> x

))
= Pr

(
γSE1 < x

) (
1− Pr

(
γRi,D1 > x

)
Pr
(
γRiE1 > x

))
=

(
1− e−

dαSE x
a1gSE

)1− e
−

x
a1

(
dαSR
gSRi
+

dαRE
gRiE

)
=

(
1− e−

Ex
a1

)(
1− e−

Cx
a1

)
, (18)

where C =
dαSR
ρsgSRi

+
dαRE
ρrgRiE

, and E =
dαSE
ρsgSE

.
The PDF of γE1 can be obtained as

fγE1
(x) =

E
a1
e−

Ex
a1 +

C
a1
e−

Cx
a1 −

D
a1
e−

Dx
a1 , (19)

where D =
dαSR
ρsgSRi

+
dαRE
ρrgRiE

+
dαSE
ρsgSE

.
Referring to the derivation of γE1 , the PDF of γE2 can be

derived as

fγE2 (x) =
Ea2

(a2 − a1x)2
e−

Ex
a2−a1x

+
Ca2

(a2 − a1x)2
e−

Cx
a2−a1x

−
Da2

(a2 − a1x)2
e−

Dx
a2−a1x . (20)

A. SOP FOR RRS
The SOP is a very important benchmark to evaluate system-
atic secure performance, we can formulate it as [40]

Pout = Pr
(⌈
CDj − CEj

⌉+
< Rth

)
, (21)

where dXe+ = max {X , 0}, Rth is the threshold of rate.
The SOP for RRS can be rewritten as

SOPRRS = Pr
(⌈
CD1 − CE1

⌉+
< Rth1or⌈

CD2 − CE2
⌉+

< Rth2
)

= 1− Pr
(⌈
CD1 − CE1

⌉+
> Rth1 ,⌈

CD2 − CE2
⌉+

> Rth2
)

= 1− Pr
(

1+ γ1
1+ γE1

> ε1,
1+ γ2
1+ γE2

> ε2

)
, (22)

where εj = 2Rthj with Rthj being the target rates of Dj.
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Note that the variables γj, γEj in (22) are related, acquir-
ing an accurate expression of SOP is difficult. Therefore,
the upper bound of SOP is given using the basic probability
theory, (22) can be rewritten as

SOPRRS

≤ min
{
1, 2− Pr

(
1+ γ1
1+ γE1

> ε1

)
−Pr

(
1+ γ2
1+ γE2

> ε2

)}

= min

1,Pr
(

1+ γ1
1+ γE1

< ε1

)
︸ ︷︷ ︸

pout1

+Pr
(

1+ γ2
1+ γE2

< ε2

)
︸ ︷︷ ︸

pout2

 .
(23)

The term poutj in (23) represents the SOP for RRS atDj and
can be calculated as

poutj = Pr
(
γj < εj

(
1+ γEj

)
− 1

)
=

∫
∞

0
fγEj (x)Fγj

(
εj (1+ x)− 1

)
dx. (24)

Then, on the basis of (16), (19) and (24), pout1 can be
obtained as (25), shown at the bottom of the page.

Take full advantage of (24), the SOP for RRS at D2 can be
written as

pout2 =

∫ µ

0
fγE2 (x)Fγ2 (ε2(1+ x)− 1) dx

+

∫
∞

µ

fγE2 (x) dx, (26)

where µ = 1
a1ε2
− 1.

With the combination of (17), (20), (26) and the
Gaussian-Chebyshev quadrature method, the SOP for RRS
at D2 is given by (27), which is shown at the bottom of the
page, where φt = cos

(
2t−1
2N π

)
, t ∈ {l,m, n}, and

ϕ1(x) =
1

(a2 − a1x)2
e−

Ex
(a2−a1x) e−

B(ε2+ε2x−1)
(a2−a1(ε2(1+x)−1)) ,

ϕ2(x) =
1

(a2 − a1x)2
e−

Cx
(a2−a1x) e−

B(ε2+ε2x−1)
(a2−a1(ε2(1+x)−1)) ,

ϕ3(x) =
1

(a2 − a1x)2
e−

Dx
(a2−a1x) e−

B(ε2+ε2x−1)
(a2−a1(ε2(1+x)−1)) .

Combining (23), (25) and (27), the SOP for RRS is shown
by (28), shown at the bottom of the page.

B. SOP FOR SRS
In this part, we consider the SRS scheme for HD-based coop-
erative NOMA. BS can randomly select a relay as its auxiliary
to transpond the messages. Maximizing the minimum data
transmission rate D2 is the main idea of SRS method. What’s
more, the range of data rate for D2 is dominant by three
different data rates: i) the transmission rate for the relay
Ri to decode messages x2, ii) the transmission rate for D1
to decode messages x2. iii) the transmission rate for D2 to
decode messages x2. In relaying networks, the SRS scheme
activates a relay, which can be expressed as

i∗SRS = arg
i
max

{
min

{
log

(
1+ γRi,D2

)
,

log
(
1+ γD1,D2

)
, log

(
1+ γD2

)}
, i ∈ S1R

}
, (29)

where S1R reveals the amount of relays in the network.
Pay attention that the HD-based SRS scheme inher-
its the advantage of guaranteeing the data rate of D2,

pout1 =

∫
∞

0
fγE1 (x)Fγ1 (ε1 (1+ x)− 1) dx

= 1−
∫
∞

0

(
E
a1
e−

Ex+A(ε1(1+x)−1)
a1 +

C
a1
e−

Cx+A(ε1(1+x)−1)
a1 −

D
a1
e−

Dx+A(ε1(1+x)−1)
a1

)
dx

= 1−
(

E
E + Aε1

+
C

C + Aε1
−

D
D+ Aε1

)
e−

A(ε1−1)
a1 . (25)

pout2 = 1−
∫ µ

0
fγE2 (x) e

−
B(ε2+ε2x−1)

(a2−a1(ε2(1+x)−1)) dx ≈ 1−
Ea2µπ
2N

N∑
l=0

√
1− φ2l ϕ1

(
µφl + µ

2

)

−
Ca2µπ
2N

N∑
m=0

√
1− φ2mϕ2

(
µφm + µ

2

)
+
Da2µπ
2N

N∑
n=0

√
1− φ2nϕ3

(
µφn + µ

2

)
. (27)

SOPRRS = min
{
1, 2−

E
E + Aε1

e−
A(ε1−1)

a1 −
C

C + Aε1
e−

A(ε1−1)
a1 +

D
D+ Aε1

e−
A(ε1−1)

a1 −
a2µπ
2N
×(

E
N∑
l=0

√
1− φ2l ϕ1

(
µφl + µ

2

)
+ C

N∑
m=0

√
1− φ2mϕ2

(
µφm + µ

2

)
− D

N∑
n=0

√
1− φ2nϕ3

(
µφn + µ

2

))}
. (28)
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where applications for lower target data rate can be
implemented.

In accordance with the above investigations, 41 denotes
that either the relay i∗TRS or any of the legal users is unable to
decode x2 safely. So, the SOP based on SRS scheme with HD
can be obtained as follows,

SOPSRS

= Pr (41) = Pr
(∣∣∣S1R∣∣∣ = 0

)
=

K∏
i=1

(
1− Pr

(
1+min

(
γRi,D2 , γD1,D2 , γD2

)
1+ γE2

> ε2

))

=

K∏
i=1

(
1− Pr

(
1+ γ2
1+ γE2

> ε2

))
, (30)

where
∣∣S1R∣∣ denotes the size of S1R.

Substituting (27) into (30), the SOP for SRS scheme can
be obtained, that is shown by (31) at the bottom of the page.

C. SOP FOR TRS
For HD-based cooperative NOMA, TRS consists of twomain
periods. In the first period, the objective data rate ofD2 is met.
In the second period, we expect to make the data transmission
rate ofD1 as high as possible under the condition that the data
transmission rate ofD2 is satisfied. Therefore, the first period
activates the relays that meet the following conditions,

S2R =
{
log

(
1+ γRi,D2

)
≥ RD2 , log

(
1+ γD1,D2

)
≥ RD2 ,

log
(
1+ γRi,D2

)
≥ RD2 , 1 ≤ i ≤ K

}
, (32)

where S2R denotes these relays satisfying the objective data
rate of D2 in the first stage.

For all relays from S2R, the second period chooses a relay
to transmit messages and maximizes the data rate of D1,
the selected relay is

i∗TRS = arg
i
max

{
min

{
log

(
1+ γRi,D1

)
,

log
(
1+ γD1

)}
, i ∈ S2R

}
. (33)

As can be seen from the above explanations, excepting for
guaranteeing the data rate of D2, the TRS scheme based on
HD can support D1 to perform some background tasks.
It is worth noting that the total SOP events can be classified

as

SOPTRS = Pr (41)+ Pr (42) , (34)

where 42 means that the relaying i∗TRS , D1 and D2 can
successfully decode x2, while the i∗TRS and D1 cannot suc-
cessfully decode x1. Considering the analysis of the second
period, Pr (42) is expressed as

Pr (42)=

K∑
i=1

Pr
(

1+ γ1
1+ γE1

<ε1|

∣∣∣S2R∣∣∣ = i
)

︸ ︷︷ ︸
T1

Pr
(∣∣∣S2R∣∣∣ = i

)
︸ ︷︷ ︸

T2

,

(35)

where
∣∣S2R∣∣ represents the value of S2R.

Because of the mathematical intractability in (22), T1 can
be given as

T1 = 1− Pr
(

1+ γ1
1+ γE1

> ε1|

∣∣∣S2R∣∣∣ = i
)

=

1− Pr
(

1+γ1
1+γE1

> ε1,
1+γ2
1+γE2

> ε2

)
Pr
(

1+γ2
1+γE2

> ε2

)
i. (36)

So, the term T1 can be rewritten as (37) by substituting (25)
and (27) into (36), it is shown at the bottom of the page.

Moreover, there exist i relays in S2R, so the corresponding
probability T2 is calculated by

T2 =
(
K
i

)(
Pr
(

1+ γ2
1+ γE2

> ε2

))i
×

(
1− Pr

(
1+ γ2
1+ γE2

> ε2

))K−i
=

(
K
i

) (
1− pout2

)i(pout2

)K−i
. (38)

Combining (31), (35), (37) and (38) and employing some
arithmetical operations, the SOP for TRS scheme can be

SOPSRS = Pr (41) ≈

(
1−

a2µπ
2N

(E
N∑
l=0

√
1− φ2l ϕ1

(
µφl + µ

2

)

− C
N∑
m=0

√
1− φ2mϕ2

(
µφm + µ

2

)
+ D

N∑
n=0

√
1− φ2nϕ3

(
µφn + µ

2

)))K
. (31)

T1=min

1,


(
E

E+Aε1
−

C
C+Aε1

+
D

D+Aε1

)
e−

A(ε1−1)
a1

a2µπ
2N

(
E

N∑
l=0

√
1− φ2l ϕ1

(
µφl+µ

2

)
+ C

N∑
m=0

√
1− φ2mϕ2

(
µφm+µ

2

)
− D

N∑
n=0

√
1− φ2nϕ3

(
µφn+µ

2

))

i . (37)
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expressed as

SOPTRS =
K∑
i=0

(
K
i

) (
1− pout2

)i(pout2

)K−i
×min

(
1,
[

pout1

1− pout2

]i)
. (39)

IV. ASYMPTOTIC SOP ANALYSIS
To gain deeper insights, the asymptotical SOPs of coop-
erative NOMA over Rayleigh fading channel are analyzed
under these RS schemes. As ρ → ∞ (ρs = ρr ), specif-
ically, the SOP of cooperative NOMA systems under each
RS scheme depends on far user D2 when γ2 → ∞. The
asymptotical SOP for cooperative NOMA is shown as

ASOPRRS ≈ Pr
(⌈
CD2 − CE2

⌉+
< Rth2

)
. (40)

Substituting (27) into (40), the asymptotic SOP for RRS
scheme when ρ →∞ can be obtained by

ASOPRRS = 1−
a2µπ
N


N∑
l=0

2E
√
1− φ2l

(2a2 − a1µ (φl + 1))2

+

N∑
m=0

2C
√
1− φ2m

(2a2 − a1µ (φm + 1))2

−

N∑
n=0

2D
√
1− φ2n

(2a2 − a1µ (φn + 1))2

}
. (41)

From the asymptotic expression of SOP, it can be seen that
there exists secure performance floor in cooperative NOMA
system, which depends on the NOMA protocol. The main
cause for this situation is that the realizable data rate of far
user D2 is restricted by the power distribution coefficient,
a2
/
a1. However, there is no such restriction to realize the data

rate in Eve.
Based on (31), we observe that Pr (41) tends to a constant.

Therefore, the asymptotic SOP under SRS scheme is given
by

ASOPSRS =

1− a2µπ
N


N∑
l=0

2E
√
1− φ2l

(2a2 − a1µ (φl + 1))2

+

N∑
m=0

2C
√
1− φ2m

(2a2 − a1µ (φm + 1))2

−

N∑
n=0

2D
√
1− φ2n

(2a2 − a1µ (φn + 1))2

}}K
. (42)

Furthermore, taking into account the second stage, we have

Pr (42) = 0, ρ →∞. (43)

According to the above analysis, the asymptotic SOP
under TRS scheme is similar to SRS scheme. That is to say,
ASOPTRS = ASOPSRS .

FIGURE 2. SOP versus the transmit SNR for RRS and SRS schemes with
K = 2, α = 3, Rth1

= 2 and Rth2
= 0.5.

By comparing asymptotic SOP under RRS scheme with
SRS and TRS schemes, we find that the SRS and TRS
schemes prominently improve the secrecy outage perfor-
mance, and the interesting discovery is that increasing the
amount of relays can further enhance the security perfor-
mance.

V. NUMERICAL RESULTS
In this section, theoretical and practical simulation results
are provided. The abbreviation for the bit-per-channel-use is
BPCU. Combined with complexity and exactitude, we set up
tradeoff parameter: N = 30.

Fig. 2 is drawn to describe the SOP of cooperative NOMA
under RRS and SRS schemes for different power distribution
coefficients with K = 2, α = 3, dSR = 0.5, dRD1 = 0.3,
dRD2 = 0.5, dSE = 0.8, dRE = 0.6, Rth1 = 2 and
Rth2 = 0.5, where a2 > a1 and a2 = 1 − a1. The blue
circles and dash curves indicate the accurate SOP of RRS
scheme for HD-based NOMA. The red squares and solid
curves are the SRS strategy for cooperative NOMA, as can
be seen from the accurate result obtained in (31). The curves
of theoretical SOP coincide with the statistical simulation
results. No matter what SNR situation is, the performance
of SRS strategy is preferable to RRS strategy. Moreover,
the SOP of the HD-based SRS and RRS schemes under
a1 = 0.2 and a2 = 0.8 outperforms the SRS and RRS
schemes under a1 = 0.3 and a2 = 0.7, respectively. Another
phenomenon can be clearly obtained that HD-based NOMA
RRS scheme under a1 = 0.2 and a2 = 0.8 is superior to SRS
scheme under a1 = 0.3 and a2 = 0.7 in high SNR range.
The reason for this situation is that the power distribution
coefficient has a great influence in HD-based RS strategies.
In addition, the simulation results also show that the security
requirements of the nearby user D1 have no effect on the
security performance layer, which also proves the conclusion
of the approximate SOP analyzed in the previous discussion.

Fig. 3 depicts the SOP of cooperative NOMA under
RRS and TRS schemes for different power
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FIGURE 3. SOP versus the transmit SNR for RRS and TRS schemes with
K = 2, α = 3, Rth1

= 2 and Rth2
= 0.5.

FIGURE 4. SOP versus the transmit SNR for RRS and TRS schemes for the
different target rates with a1 = 0.2 and K = 2.

distribution coefficients. The red lines represent TRS scheme
for cooperative NOMA, and are consistent with the results
obtained in (39). According to the analysis results, the TRS
strategy can strengthen security performance. Similarly,
the SOP of TRS and RRS schemes under a1 = 0.2 and
a2 = 0.8 outperforms the TRS and RRS schemes under
a1 = 0.3 and a2 = 0.7, respectively. Moreover, when
SNR < 25 dB, the security performance of RRS scheme with
a1 = 0.2 is inferior to the TRS scheme with a1 = 0.3.
When SNR> 25 dB, the security performance of RRS scheme
with a1 = 0.2 begins to improve and surpasses the security
performance of TRS schemewith a1 = 0.3. Therefore, power
distribution coefficient has a great influence on the security
performance. It is also worth noting that the SOP is saturated
in high SNR, and the target confidentiality rate of legal user
D2 can determine the lower performance. The primary cause
for this phenomenon is that the NOMA protocol limits the
available data rate for weak user D2.
In Fig. 4, we compare the SOP using RRS and TRS strate-

gies with different target transmission rates. An interesting
observation is that transforming the NOMA user’s target rate
can affect the security outage behaviors for HD-based RRS

FIGURE 5. SOP versus the transmit SNR for RRS and TRS schemes for the
different distances with Rth1

= 1 and Rth2
= 0.3.

FIGURE 6. SOP versus the transmit SNR for TRS schemes with K = 2,3,4,
Rth1

= 1 and Rth2
= 0.3.

and TRS schemes. As the target rate value reduces, the two
kinds of schemes provide better outage performance, but
the advantage fades away in high SNR range. Even if an
effective RS scheme is implemented, there also exists secrecy
performance floor. This is because the application of these
two schemes does not eliminate the limitations (e.g., a2

/
a1)

imposed by the NOMA protocol.
In Fig. 5, the SOP of cooperative NOMA under RRS and

TRS schemes for different distances with K = 2, a1 = 0.2,
a2 = 0.8, α = 3, dSE = 0.6, dRE = 0.4, Rth1 = 1 and
Rth2 = 0.3. This paper normalizes the distances for dSR and
dRD2 , where dRD1 < dRD2 and dRD1+dRD2 = 1, becauseD1 is
the nearby user, whereas D2 is the far user. It is observed that
the security performance of TRS scheme is superior to RRS
scheme when changing the distance. Compared with RRS
scheme, there are more obvious variations for TRS scheme
with different distances on security performance. Therefore,
the distance from BS to Ri and from Ri to Dj has a signifi-
cant impact on the secure outage performance for HD-based
systems. Similarly, the SOP of cooperative NOMA can be
influenced by dSE and dRE .
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FIGURE 7. SOP versus K for SRS and TRS schemes with Rth1
= 1 and

Rth2
= 0.5.

Fig. 6 paints the SOP employing TRS scheme when the
number of relays is K = 2, 3, 4. The results show that
the quantity of relays in this model has great effect on the
performance of HD-based TRS schemes. When the number
of relays increases, the RS schemes can achieve the lower
outage probability. The reason is that the number of relays is
positively correlated with diversity gain, thus it can improve
the reliability of the cooperative networks.

Fig. 7 shows the SOP for both SRS and TRS schemes with
respect to the number of relays K in high SNR region. It is
observed that the analytic curves are precisely consistent with
the simulated results. It can be concluded that the SOP using
RS schemes reduces as the quantity of relaysK increases. The
security performance is improved due to the application of the
efficient RS schemes that take advantage of the diversity of
relaying networks. Moreover, from the analysis in section IV
and expressions (31), (39), the SOP of both SRS and TRS
schemes is coincident on account of pout1 = 0 in strong
SNR. Another conclusion is that the SOP of the RS schemes
becomes smaller when the increasing of a2

/
a1 distinctly.

VI. CONCLUSION
This paper has studied the security performance for coopera-
tive HD-based NOMA IoT systems over Rayleigh-distributed
under the influence of different relay selection methods. The
closed-form formulae of SOP for two users are derived. Fur-
ther analysis shows that the SRS/TRS scheme can achieve the
best secure performance, and RRS strategy may increase the
SOP compared with SRS/TRS strategy. The security perfor-
mance can be enhanced by augmenting the quantity of relays.
Whereas, it is pointed out that due to the adoption of NOMA
system, each RS scheme exists secrecy performance floor
that cannot be deleted by RS schemes and power allocation
strategy.
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in Orange Orchard
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Abstract—The scarcity of water resources throughout the
world demands its optimum utilization in various sectors.
Smart Sensing-enabled irrigation management systems are
the ideal solutions to ensure the optimum utilization of water
resources in the agriculture sector. This paper presents
a wireless sensor network-enabled Decision Support Sys-
tem (DSS) for developing a need-based irrigation schedule for
the orange orchard. For efficient monitoring of various in-field
parameters, our proposed approach uses the latest smart
sensing technology such as soil moisture, leaf-wetness, tem-
perature and humidity. The proposed smart sensing-enabled
test-bed was deployed in the orange orchard of our institute
for approximately one year and successfully adjusted its
irrigation schedule according to the needs and demands of
the plants. Moreover, a modified Longest Common SubSe-
quence (LCSS) mechanism is integrated with the proposed
DSS for distinguishing multi-valued noise from the abrupt
changing scenarios. To resolve the concurrent communica-
tion problem of two or more wasp-mote sensor boards with a common receiver, an enhanced RTS/CTS handshake
mechanism is presented. Our proposed DSS compares the most recently refined data with pre-defined threshold values
for efficient water management in the orchard. Irrigation activity is scheduled if water deficit criterion is met and the farmer
is informed accordingly. Both the experimental and simulation results show that the proposed scheme performs better in
comparison to the existing schemes.

Index Terms— Wireless sensor network, precision agriculture, irrigation management systems, DSS, RTS/CTS, LCSS.

I. INTRODUCTION

WORLDWIDE, water is a scarce resource and it requires
considerable attention from the research community

and industry to ensure its maximum utilization. Agriculture
sector is one the water‘s main consumer because it con-
sumes approximately 70% of the available water to fulfill
the food requirements of the world fast growing population
[1]. Generally, irrigation schedules are based on farmers
experience, crop requirements, environmental conditions, and
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soil properties. However, these traditional irrigation procedures
are not efficient from the resource utilization perspective
as a considerable amount of water is wasted. Due to the
recent technological advancements, particularly sensors and
actuators, it is possible to develop a smart sensing-enabled
automated Decision Support System (DSS) that has the ability
to identify water-deficit locations and irrigate those areas on
priority basis if needed [2].

A network of smart sensing devices has the potentials to
collect the real-time data for developing an automated Irriga-
tion Management System (IMS) or DSS, that is also known
as precision agriculture [3]. The DSS aims to provide the
right resources at the right time, which has a direct correlation
with the yield improvement of various crops. To realize this
objective, smart sensing devices are deployed in agricultural
fields where specialized sensors probe their surrounding phe-
nomena such as soil moisture, soil temperature, pH, humid-
ity, and leaf wetness, etc. These gathered phenomena are
thoroughly observed by the DSS on a centralized device.
Various agriculture-related activities are subject to these obser-
vations. There exist numerous studies in this context. In [4], a
WSN-based remote water management system for agriculture
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sector was implemented in Thailand. The proposed approach
was deployed for five months in agricultural fields and various
data mining techniques were used to analyze the captured data.
However, the proposed approach completely neglected out-
liers, i.e., noisy data. A DSS-enabled irrigation prediction
system was presented in [5] for optimizing the water schedul-
ing of orange orchard. This system has the ability to predict
the soil moisture of a particular region within the orchard
by applying a hybrid of Support Vector Regression (SVR)
and K-mean clustering algorithm on the gathered data. The
proposed DSS emphasized on the refinement of captured data
before it is being processed by the DSS. However, this system
fails to distinguish multivariate noise from abrupt changing
scenarios [6]. In [7], a WSN-enabled water management
system was deployed in adjacent agricultural fields where
different crops were grown. The proposed test-bed utilized
both the historical data and variations in the climate values
to devise an effective irrigation schedule. An Internet of
Things (IoT) and neural network-based DSS was developed in
[8] to predict the water-deficit locations. The proposed DSS
is capable to precisely detect the required amount of water
for irrigation. However, this approach does not consider the
outliers in the gathered data.

In precision agriculture, outliers or noise is defined as
unwanted data that severely affect the performance of
an operational DSS. Usually, this problem occurs due
to malfunctioning sensor nodes, interference, collision of
packets, circuit failure, extreme pressure, high temperature,
and other environmental conditions. As a result, refinement
of sensed data prior to its processing by the concern DSS
is a challenging issue. Moreover, in the case of shared
media, collision of Request To Send / Clear To Send
(RTS/CTS) packets and data packets is another challenging
issue. Therefore, the development of a precise and accurate
technology-assisted DSS is desperately needed to ensure
maximum utilization of water in agriculture sector.

In this paper, a smart sensing-enabled DSS for the orange
orchard is presented to resolve the aforementioned issues.
In our proposed approach, the sensed data by the various smart
sensing devices/nodes is processed using a refinement module
to ensure accuracy and integrity of data at the destination.
Moreover, every node is bounded to transmit its data only if
the medium of communication is free. The main contributions
of this paper are:

1) A smart sensing-enabled DSS is presented for proper
management of the irrigation activities in agriculture
sector. The proposed agricultural DSS is a need-based
system that provides water to a particular area only if it
is identified as water-deficit.

2) A modified LCSS mechanism is proposed that enables
the proposed DSS to differentiate multivariate noise
from the abrupt changing scenario.

3) An enhanced RTS/CTS mechanism is proposed to
resolve the collision issue associated with concurrent
communications. Before any transmission activity, every
sensor node is bounded to use the classifier-based
mechanism that ensures a collision-free communication
between two or more operational devices.

The rest of the paper is organized as follows. In Section II,
an overview of the literature is presented. In Section III,
a detailed description of the proposed smart sensing-enabled
DSS module and its deployment for orange orchard are
presented. In Section IV, both experimental and simulation
results are discussed in detail. Finally, concluding remarks are
provided in Section V.

II. LITERATURE REVIEW

Precision agriculture is the technology-assisted farming,
which is based on sensor-enabled monitoring, measurement
and response generation via the DSS. The responses are gen-
erated based on the varying conditions of crops [9]. It enables
the farmer to provide the right resources at the right time and
right place to any crop [10]. In agriculture, water is an essential
resource that is needed to bring forth the maximum potential of
the agricultural fields. Moreover, it enables crops to make full
use of other yield enhancing production factors [11]. In this
section, a brief overview of various test-beds which are related
to the proposed work is presented.

Keswani et al. [8] have presented an optimal Internet of
things (IoTs) and neural network-based irrigation management
system that has a one-hour prior prediction capability of
water-deficit location(s). For this purpose, various sensors
were deployed such as soil moisture, temperature, CO2, light
intensity, and humidity sensors. A hybrid DSS was proposed
by Viani et al. [12] which was based on the fuzzy logic and
farmer’s experiences. Likewise, WSNs and General Packet
Radio Services (GPRS) were used to form an optimal irriga-
tion management system. Soil moisture sensors with controller
modules were deployed in agricultural field(s) [13]. A machine
learning and agronomist’s encysted knowledge-based irriga-
tion prediction system was proposed that concluded that
Gradient Boosted Regression Trees (GBRT) was the best
regression model with approximately 93% irrigation predic-
tion accuracy [14]. Dursun and Ozden [15] presented an
automatic drip irrigation management system for the cherry
trees. A low-cost IoT system for smart irrigation was proposed
by NK. Nawandar and Satpute [16]. The system capabilities
include the estimation of irrigation schedule, neural-based
decisions and remote monitoring. Similarly, a WSN-based
irrigation management platform was presented that has the
capacity to calculate the quantity of water needed for irrigating
a specific area [17]. A novel watering management system,
which is based on low-cost IoT components was presented
by Khoa et al. [18]. Additionally, LoRa LPWAN technology
was used for the transmission to ensure the best performance
of the proposed system. In FLOW-AID project, WSNs were
used to identify water-deficit locations, a situation where plants
need water desperately [19]. In 2011, the Information and
Communication Technology unit of Commonwealth Scientific
and Industrial Research Organization (CSIRO) used various
sensor nodes to recover the ecological integrity of Queens-
land‘s National Park [20]. Pardossi et al. [21] described a
methodology of integrating Root Zone sensors with WSNs
which is used to identify water deficit locations in agricultural
fields. Harun et al. [22] described WSNs as an efficient tool
to resolve both the decision-making and resource optimization

Authorized licensed use limited to: Scms School Of Engineering And Technology. Downloaded on July 27,2023 at 09:56:16 UTC from IEEE Xplore.  Restrictions apply. 



17494 IEEE SENSORS JOURNAL, VOL. 21, NO. 16, AUGUST 15, 2021

issues associated with technology-assisted farming. A need-
based irrigation practice was presented by Abrishambaf et al.
[23]. This system has the capacity to schedule the irrigation
activity for lowest cost period by using various parameters
to temperature, soil moisture, wind, precipitation forecast,
and soil calculation. An IoT-based irrigation system was
developed to automate the irrigation activity of crops using
soil and environmental data [24]. Dong et al. [25] presented
a pivot-based irrigation procedure to optimize the irrigation
activity via wireless underground sensor networks.

III. PROPOSED LCSS-BASED DATA REFINEMENT

MECHANISM

Data fusion or refinement of the WSNs capture data
has become a dominant research area; as the majority of
our daily-life activities are either partially or completely
dependent on these DSS-based networks. In this section,
a space free LCSS-based data fusion scheme is presented
to enhance accuracy and precision level of the proposed
agricultural DSS. The captured data of every device Ci , that
is wasp-mote agricultural board in the proposed test-bed,
is passed through the LCSS-based noise detection module
that ensures the accuracy of the refined data. Moreover,
the proposed fusion scheme has the capacity to distinguish
outliers or noisy data from the abrupt changing scenarios,
i.e., an abrupt change occurs if water directly interacts with
soil moisture or leaf wetness sensors.

A. Sequence Matching: Definitions and Preliminaries
A sequence SQi is defined as a collection of related

values, a1, a2, . . . ., an ∈ SQn where n represents length of
the data set. The longest common subsequence (LCSS) is
represented by LC SS(k), where k defines length of the LCSS.
Concatenation process in LCSS is defined as appending any
two symbols X and Y to form a subsequence XY such that
X&Y ∈ SQa .

Definition 1: Any two values X ∈ SQa and Y ∈ SQb are
considered as equal iff distance(X,Y)<= 0.05 or X � Y .

definitions LC SS(0, 0) is used to describe an empty LCSS.
Definition 2: A value a1 ∈ SQa is considered as a predeces-

sor of another value a2 ∈ SQa in LC SS iff index(a2 > a1)
and for both values ∃ (a value bm ∈ SQb such that a1 � bm

and a2 � bm ).
Definition 3: A value a1 ∈ SQa is not considered as a prede-

cessor of another value a2 ∈ SQa , that is a1 /∈ LC SSmatched ,
iff index(a2 < a1) that is 1 > 2. Although, for both values
a1&a2 ∈ SQa ∃ (by&bz ∈ SQb such that a1 � by&a2 � bz

∀ where y and z represent indexes information.
Definition 4: Similarity index of any two sequences or data

sets SQa&SQb are higher iff length of their LC SSmatched >
length(SQ3∗n/2&SQ3∗m/2))

Definition 5: The LC SS(k) represents the LCSS of SQa and
SQb iff ∀(an ∈ SQa) there exist a bm ∈ SQb such that an �

bm and ∃(n′ < n and m′ < m such that LC SS(k − n′, l − m′)
is generated by n′ and m′).

B. Computation of the LCSS
The proposed approach uses two different sequences of

the same size n that is 10 in this case i.e., SQa for storing

current data values and SQb for previously transmitted data
where a = 1, 2, 3 . . . n and b = 1, 2, 3 . . . m. Every device
Ci ∈ W SN is bounded to store the collect data in SQa

until a = n. Initial values for SQb is defined manually,
once at the deployment stage of WSNs, and are updated
according to collected data of sensor(s). For example, soil
moisture sensor values are set according to the average values
of three different soil moisture sensors which were deployed
in dried soil i.e., 250Hz to 260Hz. Once, the network becomes
fully operational i.e., sensors begin to probe the phenomena
after the defined interval of time, that is 30 second in the
deployed WSN‘n infrastructure. In the proposed test-bed,
every wasp-mote board Ci is bounded to store their captured
data temporarily in sequence SQa until value of a = 10 and
then send it to the gateway.

To refine this data, the proposed test-bed uses a modified
form of LCSS and gap-free LCSS. LCSS is used to find
the similarity indexes of the currently received data SQa

and existing data SQb . Initially, a matching window control
parameter δ is defined that is used to limit the matching
window of a value in sequence SQa , i.e., a = 1, with another
sequence SQb . In the proposed test-bed, the value of δ is
set to three (3) which means that the first element of SQa

is matched with at-most three elements of SQb iff these
elements are not matched. In phase-I, the first element of
SQa , i.e., SQ1 ∈ SQa , is matched with element(s) of SQb ,
i.e., b1, b2, . . . ., bδ ∈ SQb , such that either a match is found
or maximum limit δ is reached. If first element a1 ∈ SQa

matches with any element b1toδ ∈ SQb then bm is stored
in class LC SSmatched with its position information. However,
if a1 does not match with any element of SQb within the
defined window δ then a1 is ignored and subsequent element
a2 ∈ SQa is processed. Likewise, second value a2 ∈ SQa

is matched using similar approach with a slight modification
that is its matching criteria with the SQb is subjected to the
following conditions.

1) a2 ∈ SQa is matched with the first value of SQb iff
a1 ∈ SQa does not have a matching value in the defined
window, i.e., δ.

2) a2 ∈ SQa is matched with value of SQb that is stored
after previously matched value i.e., b1 ∈ SQb iff a1 ∈
SQa � b1 ∈ SQb .

If a2 ∈ SQa has a match in SQb then matching value
b2−−δ ∈ SQb is stored in class LC SSmatched with its position
information. For the remaining values of SQa , this process is
repeatedly applied to compute their LCSS.

In phase-II, first value of SQa , i.e., a1 ∈ SQa , is ignored
iff a1 ∈ LC SSmatched and the required LCSS is not com-
puted yet. The remaining values, i.e., a2, a3, . . . ., an ∈ SQa ,
is considered as a refined data set which has nine values. Then,
the aforementioned process, i.e., finding LC SSmatched of SQa

and SQb , is repeated. Both LCSSs, i.e., current LC SSmatched

and previous LC SSmatched , are compared and LC SS with the
maximum length is selected whereas other is discarded. This
process is repeated until the required LCSS.

To understand this idea, consider two sequences SQa and
SQb which contain data generated by the temperature sen-
sor(s) i.e., SSn = 30 34 31 30 33 35 34 30 34 32 and SQm
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= 33 30 32 34 30 33 34 30 34 32 where n=m=10 and
δ = 3. First value 30 ∈ SQa is matched with every value of
SQb within the defined window δ = 3; starting with the first,
i.e., 32 ∈ SQb . A match is encountered at the 2nd position
in SQb i.e., 30 = 30. Value 30 is stored in LC SSmatched

with its position information. Second value 34 ∈ SQa is
then matched with every value of SQb starting from the
position 3rd i.e., 31 in this case. However, 31 does not have
a matching value in SQb within δ. Therefore, it is neglected
and the subsequent value 31 ∈ SQb is processed which is
matched with 3rd value in SQb . 31 is stored with its location
information in LC SSmatched . For the remaining values of
SQa , this process is repeatedly applied until their LCSS is
found. It is to be noted that phase-II is applicable only if the
computed LCSS length is less than the length of SQb/2.

Lemma 1: LC SS(p) represents the longest common subse-
quence of SQa&SQb of length n and m respectively iff k >=
1 and ∃( a1 · · · p such that a1 · · · p � b1···p ∵ a1···p ∈ SQa

and b1···p ∈ SQb) where p ≤ n & m.
Proof: Applying mathematical induction i.e.,for k = 1 The

length(LC SS(1)) is equal to 1 iff a1 � b1 where a1 ∈ SQa

and b1 ∈ SQb. (According to Definition-4). Hence, the lemma
is true for k = 1.

Suppose that the lemma is true for k − 1 values. We need
to prove that the lemma is true for k values. If LC SS(n, m)
represents the LCSS of SQa&SQb then ∃ ( n′ < n and m′ <
m such that LC SS(n′, m′) is the LCSS of SQ′

a&SQ′
b for k−1

value).
According to our assumption,
LC SS(n′, m′) = p′

1, p′
2, p′

3, . . . ., p′
k such that p′ < p and

p′
1, p′

2, p′
3, . . . ., p′

k ∈ SQa & SQb ∵ an = bm ∵ n′ < n and
m′ < m.

Therefore, LCSS of SQa and SQb is of length k. ∵
length(LC SS(n′, m′)) + length(LC SS(n, m)) = k. Hence,
it proves that k is the length of required (LC SS(p)).

Conversely, if length(LC SS(n, m)) ≥ k and an = bn ,
where an ∈ SQa and bm ∈ SQb then ∃( n′ < n and m′ < m
such that an′ � bm′ . Moreover, length(LC SS(n′, m′)) =
length(LC SS(n, m))−1 ≥ k −1. Therefore, LC SS(n′, m′) is
the LCSS of k − 1 length data sets (By inductive Hypothesis).
Hence, the proof i.e., LC SS(p) represents the longest common
subsequence of SQa$SQb .) �

C. Proposed Methodology: Classifier-Based Based
RTS/CTS Handshake

To resolve one of the aforementioned issue, i.e., collision
of RTS/CTS packets, a classifier-based scheduled RTS/CTS
mechanism is presented. Every device Ci ∈ IoT s shares
its communication schedule Ts with the neighboring devices
via a smaller scheduled-frame preferably after the deployment
phase. The proposed communication scheme consists of two
phases i.e., hop-count and classifier-based optimal neighbors
discovery phases.

1) Hop-Count Discovery Phase: The base station module Sj

broadcasts a scheduled-frame which contains a transmission
schedule (Ts), hop-count (Hc) and back-off timer Tb. More-
over, the hop-count value is set to zero as base station is
the ultimate destination for every device Ci ∈ IoT s and

Tb value is set to infinity which distinguishes Sj from the
ordinary devices. Active devices Ci which reside in the closed
proximity of Sj receive this frame and update it according
to their stored information, i.e., Hc = 1, Tb and Ts are
set according to the equation. 2 & 3 respectively. Moreover,
every device Ci maintains a schedule table where valuable
information about neighboring nodes is stored i.e., Hc, Ts ,
residual energy Er that is calculated using equation 1.

Er = Ei − Ec (1)

where Ei and Ec represent the initial and consumed energies
respectively.

Back-off timer Tb is computed using equation 2. The idea
of adding an Hc value or δ with the generated random number
is to minimize the collision probability of neighboring nodes
as,usually, these nodes have different Hc values. However,
if back-off timer Tb of the two neighboring devices are
similar then these devices should recompute their Tb. δ is an
infrastructure dependent parameter i.e., for flat networks its
value ranges from 5-15 whereas in hierarchical networks its
value ranges from 2-5.

Tb(Ci ) = rand(0 − 1000) + min(
Tp(Ci )

Hc(Ci )
, δ) (2)

Transmission schedule Ts is computed using equation 3.

Ts(Ci ) = Tb + Tp + γ (3)

where Tp is the average propagation time of Ci ‘s first hop
neighbors which includes both the transmission and processing
delays. γ represents the sampling rate of a particular device
which will be similar for every Ci ∈ W SNs.

Once a first hop neighboring node Ci updates the schedule-
frame, it doesn’t broadcast the frame immediately rather it
waits for Tb. When Tbexpires, Ci broadcasts an updated
version of the scheduled-frame which is received by devices
reside in vicinity. Ci ‘s neighboring devices are divided into
two groups i.e., Group-I which consists of devices such that
their Hc <= Hc(Ci ) whereas Group-II has devices with
Hc > Hc(Ci ). When a device Ci+1 ∈ Group − I receives a
scheduled-frame from a neighboring device Ci it updates the
schedule table entries according to the message contents and
discard it. Ci+1 discards the received scheduled-frame because
it has either transmitted a scheduled-frame or waiting for its
Tb to expires as it has already received a similar message from
the base station module Sj . Conversely, if the scheduled-frame
is received by a device Ci+2 ∈ gruop − I I then it updates the
scheduled table information particularly about Ci such as Hc,
Tb and Ts . Moreover, Ci+2 computes its back-off timer using
equation 2 and updates the scheduled-frame by replacing Hc,
Tb and schedule time Ts with its own. When Tb of Ci+2 expires
it broadcasts the updated scheduled-frame. This process is
repeatedly applied until every device Ci ∈ W SNs in an oper-
ational network has a defined Hc value and information about
neighboring node’s transmission schedules Ts . Additionally,
Ci ‘s transmission schedule is not affected even if it serves as
a relaying device, that is forwarding packets of neighboring
devices, in addition to its own duties.
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2) Classifier-Based Mechanism to Mitigate the Collisions
Ratio of RTS/CTS and Data: In the proposed scheme, every
device Ci maintains a schedule table which contains informa-
tion about neighboring devices. This information is very useful
in both scenarios i.e., minimizing the collision probability and
finding an optimal device.

1) Where multiple devices initiate a request-to-send mes-
sage (RTS) at the same time and are interested to start
a communication process with a shared device i.e., base
station or cluster head (CH) or neighboring node.

2) Where a single device Ci has multiple recipient and
needs to start communication with a reliable and opti-
mal device.

In scenario-I, without a proper schedule information of
neighboring devices, particularly first hop neighbors, collisions
will occur and retransmission is mandatory which is not only
time-consuming but power consuming too. However, if these
devices are bounded to store sufficient information about
neighboring devices such as Ts , Tb and Hc then packets col-
lisions are minimized or even avoided. The proposed scheme
uses a classifier-based mechanism to resolve the collision issue
associated with devices interested in communication with a
shared base station or other entity. Since, every neighboring
device Ci has a unique back-off timer Tb, hence, the collision
probability is zero even if two neighboring devices initiate the
RTS process simultaneously.

In scenario-II, if a device Ci is interested to initiate a com-
munication session with a reliable and optimal neighboring
device or CH or base station then this device needs a sim-
plified classification mechanism which identifies an optimal
device. The proposed classifier-based mechanism uses various
parameters such as Ts , Tb, Er and Hc values to find an optimal
neighbor. Neighboring devices are classified using equation 4.

Copt = (W1 ∗ Tb + w2 ∗ Ts)Ci (4)

where W1 = 50%, W2 = 50% represent different weight-ages
assigned to these parameters. A neighboring device Ci with
minimum value of Copt is an ideal and reliable candidate.
However, if Hc and Er of neighboring devices are not con-
sidered by our classifier then it is possible that either the
transmitted packets may propagate in opposite directions or
forwards to a device with minimum residual energy. In both
cases the results are not favorable specifically in resource lim-
ited infrastructures, therefore, once the classifier described in
equation 4 identifies the optimal neighbors then the two most
optimal devices are passed to another classifier as described
in equation 5.Creliable = W3 ∗ Hc + W4 ∗ Er (Ci ) (5)

where W3 = 40%, W4 = 60% are weight-ages assigned to
the residual energy and hop-count parameters. A neighboring
device Ci with maximum value of Creliable is considered as
optimal and reliable device.

D. Implementation of the Proposed Scheme in
Agricultural Environment: A Case Study

A precise and accurate DSS (preferably technology-
assisted) is subjected to the selection of appropriate devices
or sensors Ci , parameters to be sensed, data refinement and
communication mechanisms.To accomplish this, wasp-mote

Fig. 1. Deployment of the wasp-mote agriculture boards with humidity
and temperature sensors.

Fig. 2. Deployment of leaf wetness sensor in orange orchard.

Fig. 3. Deployment of soil moisture sensor in orange orchard.

agricultural boards with a gate way were deployed in the
orange orchard of our institute for approximately one year
to form an automatic irrigation management system as shown
in Fig. 1, Fig. 2 and Fig. 3, respectively. These boards were
equipped with soil moisture, temperature, humidity and leaf
wetness sensors to collect real time data continuously after a
defined interval of time i.e., 30 seconds.

In the proposed DSS, soil moisture parameter is considered
due to its vital role in the development of a precise watering
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Fig. 4. Data flow diagram of the proposed WSN‘s based DSS for
agriculture.

schedule. For example, if the sensed value is below the
threshold value, then that particular area is needed to irrigated
on priority basis. To further precise the proposed DSS, soil
moisture sensors were deployed at three different levels in the
agricultural field, as shown in Fig. 3. Likewise, atmospheric
moister exerts drastic effects on the watering schedules of
various crops. Therefore, leaf wetness sensors were deployed
in closed proximity to the orange leaves as shown in Fig. 2.
Moreover, Temperature and humidity sensors were integrated
with the wasp-mote boards to further enhance accuracy of
the proposed DSS as shown in Fig. 1. The gateway module
is directly connected to a computer via a USB serial port
(port-6 in this case) to receive data.

In our previous data collection and communication
infrastructure [6], a simplified approach was used to resolve
the collision issue associated with simultaneous transmission
of two or more devices Ci to a common destination. However,
the system enters to deadlock if more than two devices are
simultaneously transmitting to a common destination. In this
paper, a modified version of the RTS/CTS handshake
approach is used to resolve this issue. A detailed description
of the proposed WSNs-based DSS for agriculture sector is
presented in Fig. 4.

Every wasp-mote board collects real time data from various
sensors i.e., temperature, humidity, soil moisture and leaf
wetness. This data, say packet-x, is sent to the gateway
either directly or through the relaying nodes. In both cases,
the transceiver module uses the RTS/CTS handshake approach
to avoid collision of packet(s). In the proposed experimental
setup, the gateway module is directly connected to a central
computer via USB cable specifically through port-6 and the
received data is (temporarily) stored automatically using Cool
Term software. Before DSS, packet-x is passed through the
noise detection module to get the refined data let say packet-y.
The DSS module of the proposed system checks packet-y
against the threshold value, that is 250Hz for soil moisture
sensor, and if the threshold value is crossed then the alarming

TABLE I
WSN‘S SIMULATION PARAMETERS SETUP AND THEIR VALUES

unit is activated along with a text message to the farmer on his
mobile or LAN. If data is within the defined threshold then it
is stored permanently.

IV. EXPERIMENTAL AND SIMULATION RESULTS

In this section, a detail description of both experimental
and simulation results are presented to verify the exceptional
performance of the proposed system against the existing
schemes in terms of computational time, decisions accuracy,
packet collision ratio and packet loss ratio. These algorithms
were implemented in OMNET++, which is an open source
simulation tool specifically designed for the resource limited
networks. Initially, a static topological infrastructure, which
was later on changed to the random, with a fixed propaga-
tion delay was used to mimic the real deployment process
of WSNs in general and our deployment infrastructure in
particular. Additionally, other networks related parameters
such as interference and path-loss ratio were kept constant.
A detail description of various simulation related parameters
are presented in table I.

Initially, the real-time data set, that is collected through
the deployment of various wasp-mote boards based tested
in the orange orchard, is used as a testing tool to check
the performance of these algorithms particularly in terms of
computational time and decision accuracy of the underlined
DSS. In terms of computational cost, the performance of
these algorithms is presented in Fig. 5, which clearly depicts
that the proposed algorithm performance is better than exist-
ing algorithms except the noise evading algorithm. However,
a common problem associated with NE algorithm is its vulner-
ability to multi-valued noise, which is quite common in WSNs.
Moreover, NE does not differentiate multi-valued noise from
an abrupt change scenario. Similarly, the proposed scheme
performance is not affected by changing data set size either
statically or dynamically because it always uses a fixed sliding
window. Therefore, the proposed algorithm is suitable for both
scenarios, i.e., static and dynamic datasets. Additionally, these
algorithms were evaluated on different static versions of the
real-time dataset obtained through our deployed test bed, that
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Fig. 5. Performance of DSS in terms of computational time.

Fig. 6. Accuracy of the DSS in terms of decisions or predictions.

TABLE II
ANALYSIS OF THE PROPOSED & EXISTING ALGORITHMS ON

BENCHMARK DATA SETS IN TERMS OF COMPUTATIONAL TIME

was approximately collected in a month or two. The proposed
scheme performance is intact as shown in Fig.5.

In agriculture sector, the farmer’s attraction to the
technology based infrastructures or DSS will be increased
iff majority of their decisions or predictions are accurate.
Therefore, the proposed algorithm is eager to improve accu-
racy of the agricultural DSS with the available computational
resources and minimum cost. The decision accuracy of the pro-
posed and existing algorithms based DSS is depicted in Fig. 6
which shows the exceptional performance of the proposed
algorithm based DSS than existing algorithms. Moreover, it is
evident from Fig. 6 that the NEA based DSS has a high
probability of errors or wrong decision(s).

The claims of an algorithm is considered as authentic iff it
is tested on publicly available benchmark datasets. Therefore,
these algorithms were tested on various publicly available
benchmark datasets as shown in Table-II. The computational
time of the proposed algorithm is less than that of existing
algorithms except NE which has other issues as described
above. We have observed that the computational time of the
proposed scheme is inversely proportional to the similarity
indexes of the datasets or matching windows i.e., if similarity

TABLE III
COMPARATIVE ANALYSIS OF THE PROPOSED & EXISTING

ALGORITHMS ON BENCHMARK DATA SETS

IN TERMS OF ACCURACY

Fig. 7. Comparison of the average packet delivery ratio (simulated
results).

Fig. 8. Average packet delivery ratio (experimental results).

index is high the computational time will be small and vice
versa. Due to the high similarity indexes of the benchmark
datasets B-Cancer and Two Patterns, the computational time
of the proposed algorithms is approximately equal to that of
NE algorithm as shown in Table II.

Accuracy of the proposed and existing algorithms based
DSS on various publicly available benchmark datasets are
depicted in Table III. It is evident from Table III that the
proposed mechanism is an ideal candidate for the design of an
accurate and precise technology based DSS for the agriculture
sector.
Packet delivery ratio is the ratio of successfully delivered pack-
ets, particularly at the destination module, to the transmitted
one in an operational network. We have observed that the
proposed scheme has the maximum packet delivery ratio for
both real-time and simulated data against its rival schemes as
shown in Fig. 7 and Fig. 8; as packet delivery ratio is inversely
proportional to the packet loss ratio which is mostly due to
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the packet collision. In proposed scheme, the collision issue
is resolved by utilizing the RTS/CTS handshaking scheme.

V. CONCLUSION

Smart sensing-enabled networks, such as WSNs, have the
ability to predict when and where the irrigation activities
need to be performed. These networks enable the farmers
to evaluate the required amount of water for irrigation pur-
poses based on the data sensed by various nodes. In this
paper, a real-time smart sensing-enabled Decision Support
System (DSS) was presented for optimizing the water sched-
ules for orange orchard. Smart sensing-enabled devices were
deployed in different regions for approximately one year to
collect soil moisture, temperature, humidity and leaf-wetness
of the orchard. The gathered raw data were refined by passing
it through a noise module for outliers detection. The DSS
module matches the refined data against the threshold values
using a modified LCSS mechanism. If these data are below
the threshold value, e.g., less than 250Hz for the soil moisture
sensor, then irrigation activity is scheduled in that region
and the farmer is notified via a text message. Moreover,
a modified version of the RTS/CTS handshake mechanism
was presented to ensure the successful delivery of packets
and collision avoidance. Both the experimental and simulation
results showed the exceptional performance of our proposed
scheme against the existing schemes for outliers detection and
successful delivery of packets.
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Abstract—With the potential of implementing computing-
intensive applications, edge computing is combined with
digital twinning (DT)-empowered Internet of vehicles (IoV)
to enhance intelligent transportation capabilities. By updat-
ing digital twins of vehicles and offloading services to edge
computing devices (ECDs), the insufficiency in vehicles’
computational resources can be complemented. However,
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owing to the computational intensity of DT-empowered IoV,
ECD would overload under excessive service requests,
which deteriorates the quality of service (QoS). To address
this problem, in this article, a multiuser offloading system
is analyzed, where the QoS is reflected through the re-
sponse time of services. Then, a service offloading (SOL)
method with deep reinforcement learning, is proposed for
DT-empowered IoV in edge computing. To obtain opti-
mized offloading decisions, SOL leverages deep Q-network
(DQN), which combines the value function approximation
of deep learning and reinforcement learning. Eventually,
experiments with comparative methods indicate that SOL
is effective and adaptable in diverse environments.

Index Terms—Deep reinforcement learning (DRL), digital
twinning (DT), edge computing, Internet of vehicles (IoV),
service offloading (SOL).

I. INTRODUCTION

THE INTERNET of Vehicles (IoV) is an evolution of ve-
hicular ad hoc networks (VANETs), where vehicles are

equipped with a variety of Internet of Things (IoT) equipments
and envisioned as intelligent objects [1]. In the IoV, an intelligent
vehicle is capable of vehicle to everything (V2X) communica-
tion. Specifically, an intelligent vehicle can share information
with other vehicles through vehicle to vehicle (V2V) commu-
nications. Rather than observing the condition by a single car,
V2V enables a broader view by sharing the traffic information
observed by multiple vehicles, which can significantly reduce
accidents caused by the blind spot [2]. Meanwhile, intelligent
infrastructures like roadside units (RSUs) and smart traffic lights
are deployed to analyze the vehicles in a specific region, then
provide vehicles with external information through vehicle to
infrastructure (V2I) communications [3]. Similarly, vehicle to
pedestrian (V2P) communication enables vehicles and pedes-
trians to deliver commands and safety warnings [4]. With V2X
communication in the IoV, intelligent vehicles have the potential
to adjust the driving status in time and avoid the occurrence of
traffic accidents and enhance the users driving experience.

Further, the digital twinning (DT) technology leverages ma-
chine learning and IoT technologies to create digital replicas
of physical objects. The replica has its properties cloned from
their original versions, and constantly update themselves with
real-time data from sensors. Empowered by DT technology, a
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virtual twin of vehicle in the IoV is generated and mapped to the
physical vehicle with IoT technologies [5]. The DT-empowered
IoV focuses on collecting the state information of the vehicle and
surroundings through the smart sensor devices, and sharing the
information with surrounding vehicles and infrastructures [6].
With the collected information, the digital twins are updated
constantly to keep consistent with the physical vehicles. Then,
through the technologies including augmented reality (AR)
simulation and artificial intelligence (AI) predictive analytics,
vehicles are provided with enhanced intelligence. Comparing
with the traditional IoV, DT-empowered IoV can easily access
the digital twins of vehicles instead of applying for and integrat-
ing numerous external data sources like the surveillance system
and the remote sensing (RS) system. Under such circumstances,
the data mining, simulation, and analytics of the IoV can be
enhanced by DT.

As most of the collected data in the DT-empowered IoV are in
the raw form (i.e., unprocessed images and videos), they cannot
be directly used for control and services [7]. Thus, a powerful
computing platform is required to refine the massive collected
data, then feedback the extracted instructions to vehicles and
passengers [8]. Usually, the processing of vehicular data re-
quires technologies such as object detection and AR, which are
computationally intensive operations [9]. To extend intelligent
vehicles’ capabilities, the cloud and edge computing solutions
provide DT-empowered IoV with a platform as a service (PaaS)
[10]. The data and service requests collected by vehicles are
offloaded to the cloud data center through RSU. After data being
processed at the cloud infrastructure, the refined data are fed
back in the form of instructions or services [11]. Technically,
the cloud data center is composed of centralized large-scale
computer clusters with high performance. To reduce the cost
of construction and facility maintenance, it is usually built in
areas far away from end-users. Therefore, service offloading to
the cloud will generate high latency during data transmission and
is easy to cause bandwidth tension [12]. As a complementary
paradigm of cloud computing, edge computing provides appro-
priate solutions in the DT-empowered IoV by offloading service
requests to edge computing devices (ECDs), servers deployed
close to vehicles and other end-users, for execution and data
extraction [13].

Despite the advantages of fast transmission and sufficient
bandwidth resources, edge computing has its own challenges.
Considering the distributed manner of ECDs, the computing
capacity of each independent ECD is smaller than the cloud data
center. Thus, the resources in each ECD are supposed to be fully
utilized to attain higher efficiency and quality of service (QoS)
[14]. Further, the load balancing in ECD is an important issue,
and mishandling of service offloading can cause load imbalance.
Consequently, some devices in ECDs would underperform due
to excessive service requests, and other would be underutilized.
To enhance the performance of edge computing and provide
reliable services to passengers, an effective service offloading
method is needed in the DT-empowered IoV [15].

For the dynamic offloading control, deep reinforcement learn-
ing (DRL) is adopted to evaluate and choose decisions where the
collective utilization is optimized [16]. Among the existing DRL

algorithms, the deep Q-network (DQN) has gained attention
as a modification of Q-learning, which takes the advantage of
temporal-difference learning from reinforcement learning (RL)
and the function approximation from deep learning (DL) [17]. In
this article, a dynamic service offloading method, named SOL,
is proposed based on DQN in edge computing. Specifically, the
contributions of this article are as follows.

1) Analyze the QoS level of DT-empowered IoV services in
respect of response time in a multiuser offloading system.

2) Model the ECD as the agent and formalize the state,
action, and reward in DRL to optimize the QoS level of
the offloading system.

3) Apply DQN with experience replay and target network
[17] to solve the problem of DT-empowered IoV service
offloading in edge computing.

4) Conduct comparative experiments with a real-world IoV
service dataset to evaluate the effectiveness and adapt-
ability of SOL.

The rest of the article is organized as follows. In Section II, the
related work is summarized. In Section III, the model of service
offloading in edge computing is described. In Section IV, details
of DRL and SOL are presented. Then, in Section V, comparison
experiments are conducted. Finally, Section VI concludes this
article.

II. RELATED WORK

So far, various applications in the DT-empowered IoV have
been proposed to enhance the QoS, safety, and security of
transportation [18]. However, the generated data of such ap-
plications are large in scale and has much redundancies, there-
fore not suitable for local computing and existing cloud com-
puting paradigms [19]. Hu et al. [20] addressed the scale-
sensitive problem of existing object detection, then modified
the deep convolutional neural network for vehicle detection
with a large variance of scales to guarantee the accuracy and
safety in IoV. From another perspective, Liu et al. [21] ex-
hibited the outstanding performance of edge computing on
enhancing the security and QoS of autonomous vehicles, in-
cluding extending computing capacity and reducing energy
consumption.

The placement of ECDs has great impact on overall perfor-
mance of edge computing. Zhao et al. [22] proposed a ranking-
based near-optimal placement algorithm to minimize average
access delay through SDN techniques in cloudlets placement.
Wang et al. [23] studied the ES placement while considering
load balancing as well as access delay and adopted mixed integer
programming to find the optimal placement. After ECDs are
located, task offloading can be taken into operation. He et al. [24]
gave consideration to users’ privacy and system cost in mobile
edge computing, and proposed a novel task offloading scheme
to enhance user experience. Zhou et al. [25] investigated the
task offloading under information asymmetry and uncertainty in
vehicular fog computing, and proposed a contract optimization
to realize the effective server recruitment.

Owing to higher effectiveness of evolutionary algorithms
(EAs), researchers widely adopted EAs as a tool for optimizing
the offloading problems in edge computing. Guo et al. [26]
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TABLE I
NOTATIONS AND DEFINITIONS

comprehensively investigated the computation offloading as
a mix integer nonlinear programming problem, and designed
a computation algorithm based on the genetic algorithm and
particle swarm optimization to minimize the energy consump-
tion of the user equipment. However, EAs are usually iterative
algorithms that find the global optimal solutions by updat-
ing the current solutions continuously. Thus, the dependency
on global information and the considerable time complexity
during the iteration of generations become significant draw-
backs [27]. If EAs are adopted for the offloading of each
service, the time overhead in controlling can be unaffordable
for the practical implementation of edge computing-empowered
IoV.

To obtain decentralized and time-efficient control in the IoV,
DRL has been adopted in many aspects of the IoV. To achieve
high QoS V2V communication, a decentralized resource alloca-
tion mechanism based on DRL is designed in [28]. Benefitting
from the decentralized manner, DRL can significantly reduce the
transmission overhead and the waiting time for global informa-
tion. Apart from the efficiency, DRL also exhibits the advantage
in adaptability. Liang et al. [29] adopted DRL to study the auto-
matic determination of traffic signal duration based on the data
collected from sensors. In their model, the actions are changes in
the duration of a traffic light, and the reward is the difference in
cumulative waiting time between two signal cycles. Meanwhile,
Zhou et al. [30] proposed a DRL-based car-following model,
which can make adjustments in driving behaviors under diverse
traffic demands, to improve travel efficiency and safety at sig-
nalized intersections in real-time. Generally, DRL is promising
in achieving distributed control in the dynamic environment of
IoV.

III. SYSTEM MODEL AND PROBLEM DEFINITION

This section describes the system model and service offload-
ing in edge computing. Table I presents the key notations and
definitions used in this article.

Fig. 1. Framework of service offloading in DT-empowered IoV with
edge computing.

A. Framework of Service Offloading for DT-Empowered
IoV in Edge Computing

In the proposed framework, vehicles are denoted by set
V = {v1, v2, . . . , vK}. For each vehicle, a digital twin of itself
is generated with information of position, speed, vehicle gap,
and dashcam videos collected by vehicular sensors and cameras.
The raw data and service messages of vehicles can be sent to
RSUs, denoted by set R = {r1, r2, . . . , rN}. With the constant
update, we can assume that the cloning is successful, and the
functions of the digital twin keep pace with the entity’s. Each
vehicle can concurrently request one service at time t, and the
data to be processed of each vehicular service is denoted by
setD(t) = {d1(t), d2(t), . . . , dK(t)}, while di(t) = 0 indicates
that no service is requested by vehicle vi. For RSUs are usually
considered as communicating nodes and not capable of a large
scale of computing tasks, ECDs are arranged to some certain
districts to process the service requests based on digital twins
of vehicles with massive data collected by RSUs. The ECDs are
denoted by the set E = {e1, e2, . . . , eM}. RSUs can communi-
cate with each other as well as ECDs in their transmission range.
Generally, the framework of task offloading in DT-empowered
IoV with edge computing is shown in Fig. 1.

In the DT-empowered IoV, the coverage of each ECD is
assumed to be the same and denoted by Ce, while for RSUs,
the range is denoted by Cr. Then, every RSU, ECD, and vehicle
can be, respectively, denoted by

ri (lati, loni, Cr) , 1 � i � N (1)

ej (latj , lonj , Ce) , 1 � j � M (2)

vk
(
˜latk(t), ˜lonk(t), dk(t)

)
, 1 � k � K (3)

where latn and lonn represent the latitude and longitude of a
network node, respectively, as the location of vehicle is dynamic
with time, ( ˜latk(t), ˜lonk(t), di(t)) is used to represent the state
of vk at time t.
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Based on the latitude and longitude, the distance between two
nodes (i.e., RSU, ECD, or cloud access point) can be calculated
by the Euclidean distance as

dist (nodei, nodej) =
√

(lati − latj)
2 + (loni − lonj)

2. (4)

It is guaranteed that the data transmission between a vehicle
and an RSU, as well as an RSU and an ECD, is a one-hop
transmission. Specifically, each RSU is in the coverage of at
least one ECD while each vehicle is in the coverage of at least
one RSU as

∀ri ∈ R, min
ej∈E

dist (ri, ej) � Ce (5)

∀vk ∈ V, min
ri∈R

dist (vk(t), ri) � Cr. (6)

B. QoS Model of DT-Empowered IoV Services
Offloading in Edge Computing

RSUs in the offloading system can independently choose their
computing paradigm in each time period, namely, local comput-
ing or edge computing. The response time of a service request
can be calculated as the sum of offloading time, execution time,
and feedback time.

1) Local Computing Model: When vehicle vk proposes a
service request at time t, and locally executes it, the offloading
indicator is ak(t) = 0. In this case, local computing yields a
response time of RT l

k(t), which only includes the execution
time of the task by vehicular computing units. The execution
time is determined by the processing capacity of resource units
and the length of data to be executed. Considering that the pro-
cessing requirements of vehicular services are usually different,
a standard measurement is to divide the vehicular processor into
multiple resource units with same local computing capacity of
λexec
l , and ua of these units are activated for the service. Then

the local execution time is calculated as

RT l
k(t) = RT que

k (t) +
f(dk(t))

ua · λexec
l

(7)

where RT que
k (t) is the queuing time of the task, denoted by the

difference between the execution starting time and requested
time as RT que

k (t) = T start
k − T request

k . Meanwhile, f(dk(t)) rep-
resents the total computation of the service with the size dk(t)
of raw data.

2) Offloading Computing Model: When the service of vehicle
vk is determined to be offloaded to ECD, the offloading indicator
is 1 � ak(t) � M , which indicates that the offloading destina-
tion is the ak(t)th ECD in the offloading system. Accordingly,
the response time RT o

k (t) is generated during three parts of
offloading computing. First, the data and service request of
vehicle are transmitted from vk to the nearest RSU ri, and ri
offloads the service to the destination ECD. During this phase,
network latency occurs in the data transmission, calculated as

RT o,tran
k (t) = RT o,tran

v (t) +RT o,tran
r (t)

=
dk(t)

λtran
v

+
dk(t)

λtran
r

(8)

where λtran
v is the data transmission rate between vk and ri

while λtran
r are the data transmission rate between ri and ECD.

According to the Shannon–Hartley theorem, λtran
v and λtran

r is
affected by the bandwidth B of the channel, signal power pt,
and the average power of the additive white Gaussian noise pn.
As the channel resources of an RSU are often utilized by several
vehicles, the bandwidth utilized by each RSU is denoted by B

Kc

when Kc vehicles are utilizing the channel concurrently. Thus,
λtran
v is calculated as

λtran
v =

Br

Kc
log2

(
1 +

pt
pn

)
(9)

analogously, the transmission rate λtran
r between the ECD and

one of Nc RSUs is calculated as

λtran
r =

Be

Nc
log2

(
1 +

p′t
p′n

)
. (10)

After the service and digital twin data of vk being offloaded,
the destination ECD will take time for execution. Analogous to
(7), the execution time of ECD is calculated as

RT o,exec
k (t) = RT que

k (t) +
f(dk(t))

ua · λexec
o

(11)

where λexec
o represents the execution capacity of the ECD, usu-

ally considered as λexec
o = n · λexec

l .
After the task is executed, the computing results are reported

back to the RSU to update the digital twin and give instruction
to the vehicle. Usually, the feedback data are condensed with
a relatively small size of d′k. Thus, the feedback time during
feedback is considered negligible.

Based on (8) and (11), the total response time of the service
proposed by vk at time t by offloading computing is RT o

k (t) =
RT o,tran

k (t) +RT o,exec
k (t).

3) QoS Measurement: To quantify and measure the QoS, the
maximum tolerable response time RTth is used as a standard to
normalize the indicator of QoS. The QoS level of response time
in local computing and offloading computing are calculated as

Sl
k(t) = 1− RT l

k(t)

RTth
(12)

So
k(t) = 1− RT o

k (t)

RTth
. (13)

C. Problem Definition

In the multiuser offloading system, the goal is to maximize the
average QoS level of vehicular services through an optimal of-
floading strategies set A(t) = {a1(t), a2(t), . . . , aK(t)} at each
time period t. Based on the models given above, the problem of
service offloading in DT-empowered IoV is formulated as

max
A(t)

K∑
k=1

[
Sl
k(t) +

M∑
m=1

So
k(t) Pr [ak(t)=m]

]/
K∑
k=1

Sgn(di(t))

(14)

s.t. ∀vk ∈ V, ak(t) ∈ [0,M ] (15)

∀vk ∈ V, So
k(t) � 0, Sl

k(t) � 0 (16)
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where Pr[ak(t) = m] is the probability of ak(t) = m, i.e., the
value is 1 if ak(t) = m, otherwise, 0. Meanwhile, Sgn(di(t))
is the sign of di(t), i.e., Sgn(di(t)) = 1 indicates that di(t) is
positive, and when di(t) = 0, Sgn(di(t)) = 0. As an element
of A, ak(t) represents the offloading destination, subject to
constraint (15). When ak(t) = 0, the service will be locally
executed. Otherwise, it will be offloaded to the corresponding
ECD for execution. Meanwhile, equation (16) indicates that the
QoS is not negative, i.e., the service response time should be
within the maximum tolerable time.

IV. SOL FOR DT-EMPOWERED IOV SERVICES OFFLOADING

In this section, SOL is designed for the service offloading
in edge computing-enabled IoV. First, the framework of RL
is introduced in service offloading. Then, the drawback of a
primitive RL algorithm-named Q-learning is analyzed, and a
DRL algorithm named DQN is leveraged for SOL.

A. Framework of Reinforcement Learning in SOL

RL is one of the significant branches of machine learning
alongside supervised learning and unsupervised learning. It
refers to the process of achieving the highest cumulative rewards
through the exploration of the environment and the exploitation
of previous knowledge. During such a trial-and-error process,
the agent in RL can obtain the perception of the environment
and the decision-making strategy.

In the offloading system, the ECD is enabled the controlling
of offloading decisions and viewed as the agent in RL. There are
three key elements of an agent, namely, the state (s), the action
(a), and the reward (R). Usually, the state is also considered the
environment that the agent reacts to. In SOL, the state consists
of two components, the available units of ECD, and the average
QoS level of each vehicle in the offloading system calculated as
(14). When the ECD receives a service request, it searches for an
optimal action ak(t) available in its current state. Based on the
action indicator ak(t), the ECD decides where to offload and
execute the service request. After making offloading decision
and execution, the QoS level of service is evaluated in terms of
the vehicle’s response time as Sk(t), then fed back to ECD as
the reward. In general, the goal of RL is to obtain the highest
cumulative reward in a learning episode.

Among the RL algorithms, Q-learning has proved to be ef-
fective in model-free learning problems [31]. In Q-learning, the
agent is given a Q-table which records the Q-value (i.e., quality)
of each pair of state and action as Q(s, a). For each step, the
agent selects an action at at the state st which brings it the
highest reward, then calculates and updates Q(st, at) based on
the action it chooses and the reward it gets as

Q(st, at)← Q(st, at) + α · δt (17)

where α is the learning rate parameter that satisfies 0 � α � 1
and determines the extent to which the newly acquired knowl-
edge overrides the old knowledge. Meanwhile, δt is the differ-
ence between the actual value of Q(st, at) and the estimated

value of it through the Q-table, calculated as

δt = rt + γmax
a′

Q(st+1, a
′)−Q(st, at) (18)

where γ represents the discount factor of future reward, st+1

is the next state after the agent performing at , and rt is
the instant reward experienced by the agent, also denoted as
the QoS level of service. Notice that, if the response time
exceeds the maximum tolerable time, the reward rt is set as
rt ← min(rt, 0) automatically as a punishment. Specifically, the
discount factor satisfies 0 � γ � 1, and the larger γ means that
the agent has a clearer view toward the future while lower γ
means that the agent is more focused on the instant reward.
Usually, Q-learning starts with a lower discount factor and
increases it toward its final value to accelerate learning.

As directly choosing the action with maximal Q-value encour-
ages exploitation but lacks exploration, agents might fall into the
local optimum. Thus, a certain degree of randomness is allowed
by introducing the ε-greedy in strategy selection. Specifically,
agents select the strategy with the highest Q-value with probabil-
ity Pr[si(t) = sbest] = 1− ε to exploit knowledge, while with
probability ε, they randomly select another action to explore for
more available choice. Usually, ε decreases over time to encour-
age exploration during the early phase and limit the blindness
and fluctuation of agents’ decision-making in the later phase.

B. SOL With Deep Q-Network

The primitive reinforcement learning method has a significant
disadvantage that it requires a Q-table to store the Q-values of
all possible state-action pairs. However, the number of states is
large or even infinite, the traverse and update of Q-table become
time-consuming. Moreover, there exist many state-action pairs
that are similar but not identical in a complex Q-table. There-
fore, the traditional Q-learning method will become ineffective
since the possibility of the agent to access a specific state-action
pair is relatively small. To tackle the problem, a practical ap-
proach is to approximate the Q-values of different state-action
pairs with deep neural network (DNN), which leads to the pri-
mary essence of DQN [17]. Intuitively, the differences between
Q-learning and DQN in offloading decision-making are shown
in Fig. 2.

Practically, the proposal of DQN successfully combined RL
with DL while tackling the challenges in the inconsistency
between them. Usually, DL assumes that the distribution of data
samples is in an independent manner. However, the states and
actions in RL are usually highly correlated, which is not consis-
tent with the requirement of DL. To mitigate the correlation in
data, a technique of experience replay is introduced. Technically,
a structure of experience pool D, which stores the experience of
each step as et(st, at, rt, st+1), is adopted to enable experience
replay in DQN. During the network training, a minibatch of the
experience is randomly drawn from D for training, such that
the distribution of data can be averaged, and the correlations can
be alleviated.

Another feature of DQN is to generate a target Q value in a
separate network (i.e., the target network Qtar). Unlike the orig-
inal network (i.e., the prediction network Qpre) which updates
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Fig. 2. Differences between offloading decision-making based on Q-
learning and DQN.

the parameters θ in every iteration, θ− in the target network are
only periodically updated in every C iterations and stay fixed
in other steps. Specifically, after C rounds of updates by the
prediction network, the target network is updated by a copy of
the prediction network. This feature adds a delay between the
update of the network and the effect on the targets yj and further
stabilizes the performance of DQN.

With DNN, the Q-value of state-action pair (st, a) is esti-
mated as Qpre(st, a; θ) ≈ Q(st, a), where the parameter θ is a
vector of weights in the DNN. To evaluate the accuracy of the
approximation and further train the network, the loss function is
introduced as

Li (θi) = E
[
(yi −Qpre (s, a; θi))

2
]

(19)

where yi represents the target Q-value generated by the target
network of

yi = r + γmax
a′

Qtar
(
st+1, a

′, θ−i
)
. (20)

By minimizing Li(θi) through updating weight θ repeatedly,
the network can be trained to be more accurate. Technically,
minibatch stochastic gradient descent (MSGD) is applied to
minimize the difference between the output of the target network
and the prediction network. More precisely, the pseudo code of
DQN is shown in Algorithm 1.

C. SOL Review

Generally, SOL is designed on the logical basis shown in
Fig. 3. The basic idea of SOL is to enable the ECD to make
optimal offloading decisions through RL. With the exploration
of the unknown environment, the agent in RL can learn from the
feedback reward. Meanwhile, the exploitation of experienced
knowledge enables the agent to select optimal action at each
state, jointly considering the instant reward and long-term re-
ward. However, as the environment of the IoV service offloading
system is dynamic and sophisticated, the space of states can be
vast or infinite. If primitive RL algorithms like Q-learning are
adopted, the update and search for optimal offloading decisions
generate a significant overhead of storage and time. Moreover,

Algorithm 1: SOL With Deep Q-Network.
1: Initialize experience pool D with the size of N
2: Initialize Qpre and Qtar with same random weights θ
3: for episode = 1 to M do
4: for t = 1 to T do
5: Approximate Q-values of all actions at state s
6: Select the optimal offloading decision at based on

ε-greedy policy
7: Perform service offloading or local computing

according to at
8: Calculate the reward rt and the next state st+1

9: Store experience et(st, at, rt, st+1) in D
10: Perform MSGD to update the parameters θ of

prediction network Qpre through minimizing L(θ)
11: Update the target network Qtar every C steps
12: end for
13: end for

the similar but not identical states significantly increase the
agent’s exploration range and will lead to slow convergence of
RL. To reduce the overhead in storage and time while fastening
convergence, a DRL algorithm named DQN is adopted in SOL.
Instead of referencing the Q-table to find the optimal decision,
DQN introduced the function value approximation of DL to
estimate the Q-value of state-action pairs. Also, with the features
of experience replay and target network, DQN successfully
alleviates the inconsistency between RL and DL, and can achieve
satisfying performance in SOL.

V. EXPERIMENTAL EVALUATION

In this section, SOL is implemented and experiments are con-
ducted based on the real-world IoV service requests. Then, com-
parative offloading strategies are introduced. Finally, the results
of SOL and comparative offloading strategies under different cir-
cumstances are presented, and the effectiveness and adaptability
of SOL are verified based on the experimental results.

A. Experiment Setup

Two real datasets of IoV service requests in Nanjing are
applied in the experiment. One dataset contains details of 436
activated RSUs in Nanjing, including their latitude and longi-
tude values. Based on the RSU locations, partitioning around
medoids (PAM) clustering is adopted with the parameter K=40
to simulate the placement of ECDs and the assignment of RSUs.
As shown in Fig. 4, on part of the brief road map of Nanjing,
the RSUs and ECDs in one cell of the offloading system are
marked with blue dots and red server icons, respectively. The 3
ECDs and 26 RSUs (including 3 colocated with each ECD) are
analyzed in the experiments.

The other dataset contains vehicular service requests collected
by RSUs in 30 consecutive days (from 00:00:00 Sep. 1st to
23:59:59 Sep. 29th). The total number of service requests is
more than 160 million. From the second dataset, the service
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Fig. 3. Programming flowchart of SOL.

Fig. 4. Distribution of RSUs and ECDs in an offloading system.

TABLE II
CONTROLLED VARIABLE SETTINGS

requests in one cell of the offloading system are extracted for
comparative analysis.

B. Comparative Offloading Strategies

1) Entirely Local Computing: Entirely local computing is a
conventional paradigm which depends only on the vehicles’
local execution capacity. Entirely local computing requires no
additional controlling strategy, and is used as a baseline to eval-
uate the optimization capability of other offloading strategies.

2) Nearest Neighbor Offloading Computing: Contrary to en-
tirely local computing, nearest neighbor offloading strategy en-
ables all the service requests and raw data to be offloaded to the
nearest ECD for execution. As the location of RSUs and ECDs
are fixed, the nearest ECD of each RSU can be determined. When
the computational resources of ECD are abundant, this strategy
can achieve a high level of QoS without complicated controlling.
However, as the local computing units are not utilized, and the
distribution of workload is uneven, excessive offloaded services
will increase the risk of ECD being overloaded and severely
lower the QoS level of the offloading system.

3) First Fit Offloading Computing: First fit is an online algo-
rithm where the service is offloaded to the nearest ECD that can
accommodate it. When first fit algorithm begins, it searches for
the closest ECD to the RSU which collected a service request. If
the ECD has insufficient idle resource units for the service, it will
be offloaded to the next closest ECD with sufficient resources. If
no ECD is capable, the service will be executed by the computing
devices of the vehicle which proposes the request.

C. Analysis on the Adaptability of Offloading Strategy

As the real condition of IoV services in cities are various, e.g.,
the number of vehicles and ECDs varies with the development
of cities. Thus, the offloading strategy needs to be adaptive,
so that it can be applied widely. To verify the adaptability
of SOL, four sets of controlled experiments with diversity in
services conditions are conducted, and the performance of SOL
is evaluated.

The controlled value of variables in the comparative analysis
are listed in Table II. In each set of experiment, there is one
variable with its value flucuating around the controlled value
and the others remain unchanged.

1) Analysis on the Variety of ECD Execution Capacity: Ex-
periments are conducted with different ECD’s execution capac-
ity, and the results are shown in Fig. 5. In this set of experiments,
the ratio of ECD execution capacity to local execution capacity
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Fig. 5. Comparison of QoS level with variety in ECD capacity.

Fig. 6. Comparison of QoS level with variety in ECD number.

ranges from three to seven. As the results indicate, SOL out-
performs entirely local computing, nearest neighbor offloading,
and first fit offloading in response time. When the capacity of
ECD is insufficient, the risk of ECD being overloaded is high
if no effective offloading strategy is adopted. Thus, the QoS
level of vehicular services by nearest neighbor offloading is
severely reduced by long response time. In contrast, when the
execution capacity of ECD is ample, the difference in response
time between SOL and the other offloading strategies is small. As
the ECDs can efficiently execute most of the services, offloading
computing is usually the optimal choice.

2) Analysis on the Variety of ECD Number: When the num-
ber of ECDs in the offloading system are different, the QoS level
of vehicular services are shown in Fig. 6. With other variables
unchanged, the number of ECDs ranges from one to five in
this set of experiments. The QoS level of SOL is generally the
highest despite the little disadvantage over first fit when ECD
number is five. When ECDs are sparsely deployed, the ECDs
can be easily overloaded by the excessive service requests. Thus,
SOL tends to assign the services to be executed locally and
has a slight advantage over other strategies. In contrast, when
ECDs are ample, the service requests and the workload of ECDs
are more balanced with SOL or first fit offloading strategy, and
overloading is unlikely to occur during offloading computing.

3) Analysis on the Variety of Service Number per Vehicle:
Fig. 7 illustrates the impact on the QoS level by the number of
services per vehicle. In this set of experiments, we assume each
vehicle can propose multiple service requests at different time,
and the number of proposed service requests per vehicle ranges

Fig. 7. Comparison of QoS level with variety in service number.

Fig. 8. Comparison of QoS level with variety in average size of raw
data.

from three to seven, while other variables remain unchanged.
The QoS level of response time by offloading method goes
down as the number of services rises, while SOL keeps the
decline smaller than first fit and nearest neighbor offloading.
The advantage of SOL is that ECD selectively executes some
of the services while others are executed locally, which reduces
the latency in queuing. When the execution capacity of ECD
goes beyond the service requests of vehicles, the QoS level of
first fit and nearest neighbor offloading is close to the one of
SOL and both outperform local computing. In addition, as the
bandwidth of ECD is usually considered fixed, the intensive data
transmission also has an impact on the offloading time when the
communication is frequent.

4) Analysis on the Variety of Average Size of Raw Data: In
Fig. 8, the QoS level with diversity in the average size of raw
data is analyzed. Experiments are conducted with the average
size of raw data ranging from 30 to 70 MiB, while the other
variables remain unchanged. It is intuitive that the QoS level
declines with the rise in the size of raw data. As the computing
capacity of on-board devices is usually insufficient, the response
time of local computing is intolerable. Simultaneously, the QoS
level of nearest neighbor offloading, first fit offloading, and
SOL also experience a drop. However, as the execution rate
of ECD is much higher than on-board devices, the increase in
response time by offloading methods is not significant. Instead,
the time overhead generated in data transmission has an impact
on the QoS level. Hopefully, 5G communication is promising
in mitigating the data transmission time and further enhance the
QoS level of service offloading by SOL.
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VI. CONCLUSION

In this article, edge computing was adopted in the DT-
empowered IoV to provide vehicular services with a high QoS
level, and a service offloading method with deep reinforcement
learning named SOL is proposed. First, a multiuser offloading
system in DT-empowered IoV was modeled with consideration
of response time. Then, DQN with experience replay and target
network, which exerts the advantages of both RL and DL, was
adopted in the offloading system to obtain optimal offloading
strategy. The experiments were conducted with a real-world
dataset of RSU locations and IoV service requests, and the
results verified the effectiveness and adaptability of SOL.

To simplify the model, the IoV service offloading was mod-
eled as a binary offloading process where the services are
assumed atomic, i.e., services cannot be divided and executed
on more than one devices. In future works, partial offloading
can be taken into consideration where a service can be divided
into several procedures and offloaded to different ECDs. In this
case, computational resources can be better utilized. However,
if partial offloading is adopted, the partibility, dependency, and
priority in the procedures of services need to be thoroughly
analyzed, and the offloading decisions are required a strict graph
dependency constraint.
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Abstract

The advancements in computer vision-related

technologies attract many researchers for

surveillance applications, particularly involving the

automated crowded scenes analysis such as crowd

counting in a very congested scene. In crowd

counting, the main goal is to count or estimate the

number of people in a particular scene.

Understanding overcrowded scenes in real-time is

important for instant responsive actions. However,

it is a very difficult task due to some of the key

challenges including clutter background, occlusion,

variations in human pose and scale, and limited

surveillance training data, that are inadequately
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covered in the employed literature. To tackle these

challenges, we introduce “SD-Net” an end-to-end

CNN architecture, which produces real-time

high quality density maps and effectively counts

people in extremely overcrowded scenes. The

proposed architecture consists of depthwise

separable, standard, and dilated 2D convolutional

layers. Depthwise separable and standard 2D

convolutional layers are used to extract 2D features.

Instead of using pooling layers, dilated 2D

convolutional layers are employed that results in

huge receptive fields and reduces the number of

parameters. Our CNN architecture is evaluated

using four publicly available crowd analysis

datasets, demonstrating superiority over state-of-

the-art in terms of accuracy and model size.

This is a preview of subscription content, access via
your institution.

Access options

Buy article PDF

39,95 €
Price includes VAT (India)

Instant access to the full article PDF.

Rent this article via DeepDyve.

https://wayf.springernature.com/?redirect_uri=https%3A%2F%2Flink.springer.com%2Farticle%2F10.1007%2Fs11554-020-01020-8
https://www.deepdyve.com/lp/springer-journal/sd-net-understanding-overcrowded-scenes-in-real-time-via-an-efficient-RYCGjz827Y?key=springer


7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 3/17

Learn more about Institutional subscriptions

References

1. Li, T., et al.: Crowded scene analysis: a survey.

IEEE Trans. Circuits Syst. Video Technol. 25(3),

367–386 (2014)

2. Hassaballah, M., Kenk, M.A., Elhenawy, I.M.:

On-road vehicles detection using appearance

and texture information. Egypt. Comput. Sci. J.

43(1) (2019)

3. Zhang, C., et al.: Cross-scene crowd counting via

deep convolutional neural networks. In:

Proceedings of the IEEE conference on

computer vision and pattern recognition (2015)

4. Zhang, C., et al.: Data-driven crowd

understanding: a baseline for a large-scale

crowd dataset. IEEE Trans. Multimedia 18(6),

1048–1061 (2016)

5. Li, Y., Zhang, X., Chen, D.: Csrnet: Dilated

convolutional neural networks for

understanding the highly congested scenes. In:

https://www.springernature.com/gp/librarians/licensing/agc/journals


7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 4/17

Proceedings of the IEEE conference on

computer vision and pattern recognition (2018)

6. Pan, J., et al.: Shallow and deep convolutional

networks for saliency prediction. In:

Proceedings of the IEEE Conference on

Computer Vision and Pattern Recognition

(2016)

7. Long, J., Shelhamer, E., Darrell, T.: Fully

convolutional networks for semantic

segmentation. In: Proceedings of the IEEE

conference on computer vision and pattern

recognition (2015)

8. Wei, Y., et al.: Stc: A simple to complex

framework for weakly-supervised semantic

segmentation. IEEE Trans. Pattern Anal. Mach.

Intell. 39(11), 2314–2320 (2016)

9. Wei, Y., et al.: Object region mining with

adversarial erasing: a simple classification to

semantic segmentation approach. In:

Proceedings of the IEEE conference on

computer vision and pattern recognition (2017)



7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 5/17

10. Yu, F., Koltun, V.: Multi-scale context

aggregation by dilated convolutions. arXiv

preprint arXiv:1511.07122 (2015)

11. Chen, L.-C., et al.: Deeplab: semantic image

segmentation with deep convolutional nets,

atrous convolution, and fully connected crfs.

IEEE Trans. Pattern Anal. Mach. Intell. 40(4),

834–848 (2017)

12. Andri, R., et al.: YodaNN: An ultra-low power

convolutional neural network accelerator

based on binary weights. In: 2016 IEEE

Computer Society Annual Symposium on VLSI

(ISVLSI). 2016. IEEE

13. Jia, Y., et al.: Caffe: Convolutional architecture

for fast feature embedding. In: Proceedings of

the 22nd ACM international conference on

Multimedia (2014)

14. Qiu, J., et al.: Going deeper with embedded

fpga platform for convolutional neural

network. In: Proceedings of the 2016

ACM/SIGDA International Symposium on

Field-Programmable Gate Arrays (2016)

15. Zhang, X., et al.: High-performance video

content recognition with long-term recurrent

http://arxiv.org/abs/1511.07122


7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 6/17

convolutional network for FPGA. In: 2017 27th

International Conference on Field

Programmable Logic and Applications (FPL).

2017. IEEE

16. Zhang, X., et al.: Machine learning on FPGAs

to face the IoT revolution. In: 2017 IEEE/ACM

International Conference on Computer-Aided

Design (ICCAD). 2017. IEEE

17. Loy, C.C., et al.: Crowd counting and profiling:

Methodology and evaluation. Modeling,

simulation and visual analysis of crowds, pp.

347–382. Springer, Berlin (2013)

18. Dollar, P., et al.: Pedestrian detection: an

evaluation of the state of the art. IEEE Trans.

Pattern Anal. Mach. Intell. 34(4), 743–761

(2011)

19. Dalal, N., Triggs, B.: Histograms of oriented

gradients for human detection. In: 2005 IEEE

computer society conference on computer

vision and pattern recognition (CVPR'05).

2005. IEEE.



7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 7/17

20. Viola, P., Jones, M.J.: Robust real-time face

detection. Int. J. Comput. Vision 57(2), 137–

154 (2004)

21. Felzenszwalb, P.F., et al.: Object detection with

discriminatively trained part-based models.

IEEE Trans. Pattern Anal. Mach. Intell. 32(9),

1627–1645 (2009)

22. Hassaballah, M., Awad, A.I.: Detection and

description of image features: an introduction.

Image feature detectors and descriptors, pp.

1–8. Springer, Berlin (2016)

23. Chan, A.B., Vasconcelos, N.: Bayesian Poisson

regression for crowd counting. In: 2009 IEEE

12th international conference on computer

vision. 2009. IEEE.

24. Idrees, H., et al.: Multi-source multi-scale

counting in extremely dense crowd images. In:

Proceedings of the IEEE conference on

computer vision and pattern recognition

(2013)



7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 8/17

25. Lowe, D.G.: Object recognition from local

scale-invariant features. In: Proceedings of the

seventh IEEE international conference on

computer vision. 1999. IEEE.

26. Lempitsky, V., Zisserman, A.: Learning to

count objects in images. In: Advances in

neural information processing systems (2010)

27. Pham, V.-Q., et al.: Count forest: Co-voting

uncertain number of targets using random

forest for crowd density estimation. In:

Proceedings of the IEEE International

Conference on Computer Vision (2015)

28. Hassaballah, M., Awad, A.I.: Deep learning in

computer vision: principles and applications.

CRC Press, Boca Raton (2020)

29. Muhammad, K., et al.: Energy-efficient

monitoring of fire scenes for intelligent

networks. IEEE Netw. 34(3), 108–115 (2020)

30. Ullah, A., et al.: Action recognition using

optimized deep autoencoder and CNN for

surveillance data streams of non-stationary

environments. Future Gener. Comput. Syst.

96, 386–397 (2019)



7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 9/17

31. Krizhevsky, A., Sutskever, I., Hinton, G.E.:

Imagenet classification with deep

convolutional neural networks. In: Advances

in neural information processing systems

(2012)

32. Simonyan, K., Zisserman, A.: Very deep

convolutional networks for large-scale image

recognition. arXiv preprint arXiv:1409.1556

(2014)

33. Yan, L., Zheng, Y., Cao, J.: Few-shot learning

for short text classification. Multimedia Tools

Appl. 77(22), 29799–29810 (2018)

34. Hassaballah, M., Hosny, K.M.: Recent

advances in computer vision: theories and

applications, vol. 804. Springer, Berlin (2018)

35. Ul Haq, I., et al.: Personalized movie

summarization using deep cnn-assisted facial

expression recognition. Complexity. 2019

(2019)

http://arxiv.org/abs/1409.1556


7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 10/17

36. Muhammad, K., et al.: Deep learning for

Multigrade Brain Tumor classification in

smart healthcare systems: a prospective

survey. IEEE Trans. Neural Netw. Learn. Syst.

(2020)

37. Ullah, F.U.M., et al.: Violence detection using

spatiotemporal features with 3D convolutional

neural network. Sensors 19(11), 2472 (2019)

38. Khan, S.U., et al.: Cover the violence: a novel

deep-learning-based approach towards

violence-detection in movies. Appl. Sci. 9(22),

4963 (2019)

39. Walach, E., Wolf, L.: Learning to count with

cnn boosting. In: European conference on

computer vision. Springer, Berlin (2016)

40. Shang, C., Ai, H., Bai, B.: End-to-end crowd

counting via joint learning local and global

count. In: 2016 IEEE International

Conference on Image Processing (ICIP). 2016.

IEEE

41. Boominathan, L., Kruthiventi, S.S., Babu, R.V.:

Crowdnet: A deep convolutional network for

dense crowd counting. In: Proceedings of the



7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 11/17

24th ACM international conference on

Multimedia (2016)

42. Marsden, M., et al.: Fully convolutional crowd

counting on highly congested scenes. arXiv

preprint arXiv:1612.00220 (2016)

43. Sindagi, V.A., Patel, V.M.: Cnn-based

cascaded multi-task learning of high-level

prior and density estimation for crowd

counting. In: 2017 14th IEEE International

Conference on Advanced Video and Signal

Based Surveillance (AVSS). 2017. IEEE.

44. Zhang, Y., et al.: Single-image crowd counting

via multi-column convolutional neural

network. In: Proceedings of the IEEE

conference on computer vision and pattern

recognition (2016)

45. Onoro-Rubio, D., López-Sastre, R.J.: Towards

perspective-free object counting with deep

learning. In: European Conference on

Computer Vision. Springer, Berlin (2016)

46. Shi, X., et al.: A real-time deep network for

crowd counting. arXiv preprint

arXiv:2002.06515, (2020)

http://arxiv.org/abs/1612.00220
http://arxiv.org/abs/2002.06515


7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 12/17

47. Wang, N., et al.: A light tracker for online

multiple pedestrian tracking. J. Real-Time

Image Process. 1–17

48. Balasundaram, A., Chellappan, C.: An

intelligent video analytics model for abnormal

event detection in online surveillance video. J.

Real-Time Image Process. 1–16 (2018)

49. Shallari, I., Krug, S., O’Nils, M.:

Communication and computation inter-effects

in people counting using intelligence

partitioning. J. Real-Time Image Process. 1–

14 (2020)

50. Migniot, C., Ababsa, F.: Hybrid 3D–2D

human tracking in a top view. J. Real-Time

Image Proc. 11(4), 769–784 (2016)

51. Poiesi, F., Cavallaro, A.: Predicting and

recognizing human interactions in public

spaces. J. Real-Time Image Proc. 10(4), 785–

803 (2015)

52. Nam, Y., Hong, S.: Real-time abnormal

situation detection based on particle advection

in crowded scenes. J. Real-Time Image Proc.

10(4), 771–784 (2015)



7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 13/17

53. Bahri, H., et al.: Real-time moving human

detection using HOG and Fourier descriptor

based on CUDA implementation. J. Real-Time

Image Process. 1–16 (2019)

54. Chun, S., Lee, C.-S., Jang, J.-S.: Real-time

smart lighting control using human motion

tracking from depth camera. J. Real-Time

Image Proc. 10(4), 805–820 (2015)

55. Lotfi, M., Motamedi, S.A., Sharifian, S.: Time-

based feedback-control framework for real-

time video surveillance systems with

utilization control. J. Real-Time Image Proc.

16(4), 1301–1316 (2019)

56. Sam, D.B., Surya, S., Babu, R.V.: Switching

convolutional neural network for crowd

counting. In: 2017 IEEE Conference on

Computer Vision and Pattern Recognition

(CVPR). 2017. IEEE

57. Sindagi, V.A., Patel, V.M.: Generating high-

quality crowd density maps using contextual

pyramid cnns. In: Proceedings of the IEEE

International Conference on Computer Vision

(2017)



7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 14/17

58. Chan, A.B., Liang, Z.-S.J., Vasconcelos, N.:

Privacy preserving crowd monitoring:

Counting people without people models or

tracking. In: 2008 IEEE Conference on

Computer Vision and Pattern Recognition.

2008. IEEE

59. Sajjad, M., et al.: Multi-grade brain tumor

classification using deep CNN with extensive

data augmentation. J. Comput. Sci. 30, 174–

182 (2019)

60. Howard, A.G., et al.: Mobilenets: Efficient

convolutional neural networks for mobile

vision applications. arXiv preprint

arXiv:1704.04861 (2017)

61. Chollet, F.: Xception: Deep learning with

depthwise separable convolutions. In:

Proceedings of the IEEE conference on

computer vision and pattern recognition

(2017)

62. Chen, L.-C., et al.: Rethinking atrous

convolution for semantic image segmentation.

arXiv preprint arXiv:1706.05587 (2017)

63. Zeiler, M.D., et al.: Deconvolutional networks.

In: 2010 IEEE Computer Society Conference

http://arxiv.org/abs/1704.04861
http://arxiv.org/abs/1706.05587


7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 15/17

on computer vision and pattern recognition.

2010. IEEE

64. Noh, H., Hong, S., Han, B.: Learning

deconvolution network for semantic

segmentation. In: Proceedings of the IEEE

international conference on computer vision

(2015)

65. Lu, Z., et al.: The Classification of Gliomas

Based on a Pyramid Dilated Convolution

ResNet Model. Pattern Recogn. Lett. (2020)

66. Tota, K., Idrees, H.: Counting in dense crowds

using deep features. In: Proc. CRCV. (2015)

Acknowledgements

This research was supported by Basic Science

Research Program through the National Research

Foundation of Korea (NRF) funded by the Ministry

of Education (No. 2019R1A2B5B01070067).

Author information

Authors and Affiliations

Intelligent Media Laboratory, Digital

Contents Research Institute, Sejong

University, Seoul, Republic of Korea

Noman Khan, Amin Ullah, Ijaz Ul Haq & Sung

Wook Baik



7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 16/17

Department of Computer Science and

Engineering, SCMS School of Engineering

and Technology, Ernakulam, 683576, India

Varun G. Menon

Corresponding author

Correspondence to Sung Wook Baik.

Additional information

Publisher's Note

Springer Nature remains neutral with regard to

jurisdictional claims in published maps and

institutional affiliations.

Rights and permissions

Reprints and Permissions

About this article

Cite this article

Khan, N., Ullah, A., Haq, I.U. et al. SD-Net: Understanding
overcrowded scenes in real-time via an efficient dilated

convolutional neural network. J Real-Time Image Proc 18,

1729–1743 (2021). https://doi.org/10.1007/s11554-020-

01020-8

Received
10 May 2020

Accepted
13 September

2020

Published
28 September

2020

Issue Date

October 2021

DOI
https://doi.org/10.1007/s11554-020-01020-8

mailto:sbaik@sejong.ac.kr
https://s100.copyright.com/AppDispatchServlet?title=SD-Net%3A%20Understanding%20overcrowded%20scenes%20in%20real-time%20via%20an%20efficient%20dilated%20convolutional%20neural%20network&author=Noman%20Khan%20et%20al&contentID=10.1007%2Fs11554-020-01020-8&copyright=Springer-Verlag%20GmbH%20Germany%2C%20part%20of%20Springer%20Nature&publication=1861-8200&publicationDate=2020-09-28&publisherName=SpringerNature&orderBeanReset=true
SRUTHY K JOSEPH
Highlight



7/27/23, 3:10 PM SD-Net: Understanding overcrowded scenes in real-time via an efficient dilated convolutional neural network | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-01020-8 17/17

Keywords

Crowd counting Crowded scenes

Deep learning

Dilated convolutional neural network

Real-time Surveillance



Received May 7, 2020, accepted July 29, 2020, date of publication August 6, 2020, date of current version August 19, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.3014622

SafeCity: Toward Safe and Secured Data
Management Design for IoT-Enabled
Smart City Planning
HUI ZHANG 1,2, MUHAMMAD BABAR 3, MUHAMMAD USMAN TARIQ3,
MIAN AHMAD JAN 4,5, VARUN G. MENON 6, (Senior Member, IEEE),
AND XINGWANG LI 7, (Senior Member, IEEE)
1School of Energy Science and Engineering, Henan Polytechnic University, Jiaozuo 454003, China
2Coal Mining and Design Branch, China Coal Research Institute, Beijing 100013, China
3Department of Management, Abu Dhabi School of Management, Abu Dhabi, United Arab Emirates
4Informetrics Research Group, Ton Duc Thang University, Ho Chi Minh City, Vietnam
5Faculty of Information Technology, Ton Duc Thang University, Ho Chi Minh City, Vietnam
6Department of Computer Science and Engineering, SCMS School of Engineering and Technology, Ernakulam 683576, India
7School of Physics and Electronic Information Engineering, Henan Polytechnic University, Jiaozuo 454003, China

Corresponding author: Mian Ahmad Jan (mianjan@tdtu.edu.vn)

This work was supported in part by the National Natural Science Foundation General Fund under Project 51874109, in part by the Key
Scientific and Technological Projects in Henan Province under Grant 182102310005, in part by the Science and Technology Support Plan
of Guizhou Province (Science Support of Guizhou Province) under Grant [2019] 2861, in part by the Science and Technology Project for
Outing and Young Talents of Guizhou (Talents of Science Platform in Guizhou) under Grant [2019] 5674, in part by the Key Scientific
Research Projects of Higher Education Institutions in Henan Province under Grant 20A510007, and in part by the Fundamental Research
Funds for the Universities of Henan Province under Grant NSFRF180309.

ABSTRACT The interaction among different Internet of Things (IoT) sensors and devices become massive
and insecure over the Internet as we probe to smart cities. These heterogeneous devices produce an enormous
amount of data that is vulnerable to various malicious threats. The generated data need to be processed and
analyzed in a secure fashion to make smart decisions. The smart urban planning is becoming a reality through
the mass information generated by the Internet of Things (IoT). This paper exhibits a novel architecture,
SafeCity, that limelight the ecosystem of smart cities consists of cameras, sensors, and other real-world
physical devices. SafeCity is a three-layer architecture, i.e., a data security layer, a data computational layer,
and a decision-making layer. At the first layer, payload-based symmetric encryption is used to secure the data
from intruders by exchanging only the authentic data among the physical devices. The second layer is used for
the computation of secured data. Finally, the third layer extracts visions from data. The secured exchange of
data is ensured by using Raspberry Pi boards while the computation of data is tested on trustworthy datasets,
using the Hadoop platform. The assessments disclose that SafeCity presents precious insights into a secured
smart city in the context of sensors based IoT environment.

INDEX TERMS Internet of Things, smart city, symmetric encryption, data management design, data
analytics, data mining.

I. INTRODUCTION
Currently, 55% population of the world is in the cities that are
expected to grow up to 67% by the year 2050 [1], [2]. The
gradual increase in the urbanization poses various encounters
for the decision-makers in proposing different facilities to
the inhabitants of these cities. The ICT (Information and
Communication Technologies) are used to make the cities
smart enough by deploying and promoting sustainable devel-

The associate editor coordinating the review of this manuscript and

approving it for publication was Jesús Hamilton Ortiz .

opment practices for addressing the growing challenges of
urbanization. A solid foundation is offered for the Internet of
Things (IoT) with an advancement in the field of smart cities’
sensors by enabling them to interconnect [3]. Technology in
the shape of smartphones, sensors, and other devices is play-
ing a pivotal role in bringing the era of ubiquitous computing.
In 2017, Gartner predicted that the number of interconnected
devices will increase by 31% in 2017 by getting 8.5 billion
and exceeded 20+ billion by the year 2020.
The IoT-enabled environment is a pattern where the pro-

cessing of information is connected with every encountered
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activity [4]. A huge number of real-world physical devices
in a ubiquitous environment will generate voluminous data
containing a variety of information that needs new forms
of computation to facilitate enhanced decision making. The
vast amount of data generated by the ubiquitous devices
will add veracity, value, and variability to the Internet [5].
Advancement in the ubiquitous computing is causing in a
large-scale valuable data or information, and with the assis-
tance of Big Data tools and proficient machine learning
methods, there is a great potential of analytical amenities to
the smart cities [6]–[9]. A number of proposals are found
to process and analyze the data generated by heterogeneous
devices to perform efficient decision making.

Smart city data computation and pervasive intelligence
expose the networks to security attacks, malware, and other
cyber breaches. The inter-connectivity requirements of every-
day physical devices would probably add numerous ground-
breaking and resourceful malicious prototypes to IoT data
computing [10]. The presence of malicious intruders may
generate fabricated data to manipulate the sensed information
of legitimate devices. The intruders may adversely affect the
services and decision making in a ubiquitous environment.
Furthermore, these malicious entities may liftoff attacks like
denial-of-service by disrupting the transmission, and sensing
of a ubiquitous environment to reduce the eminence of smart
services [11].

Security provisioning in a ubiquitous environment is an
intricate work since every machine possesses its identifi-
able unique characteristics and the uniqueness to be veri-
fied when connected to the Internet. The solutions for these
ubiquitous devices in the marketplace lack the secured char-
acteristics and are exposed to an extensive kind of adver-
sarial attacks [12]. Besides, the existing privacy-preserving
and authentication algorithms for smart ubiquitous environ-
ments involve complex and resource-intensive operations that
require an abundance of resources. Most of these algorithms
are not suitable for delay-sensitive and priority-based traffic
generated in these environments.

In this article, we propose a safe and secured data manage-
ment design for smart city planning using ubiquitous comput-
ing. The key contributions of the proposed architecture are as
follows.

1. Payload-based symmetric encryption is proposed
for a smart ubiquitous environment that is simple,
lightweight, robust, and resilient against various mali-
cious threats. The proposed approach uses 128-bit
security primitives for secured exchange of data among
the real-world physical devices.

2. A customized utility is proposed for the efficient load-
ing of secured data into Hadoop. The proposed loading
utility is efficient in terms of time and storage. The
default HDFS (Hadoop Distributed File System) archi-
tecture is customized to achieve effective data storage.
Our customized HDFS reduces storage consumption
along with the network overhead.

3. The traditional YARN (Yet Another Resource Negotia-
tor) Hadoop definition is customized for efficient data

computation. This is accomplished by introducing the
concept of dynamic scheduling into the Hadoop YARN
definition.

The remaining paper is ordered as follows. In Section 2,
we spotlight the existing studies. In Section 3, we
spotlight our proposed SafeCity framework for an IoT sensors
based environment. In Section 4, the experimental results
for secured data transmission and processing are presented.
Finally, the paper is concluded in Section 5.

II. LITERATURE REVIEW
In this section, first we highlight the current works about
the secure transmission of ubiquitous data collected from the
smart cities, followed by their processing to extract valuable
features.

A. SECURED TRANSMISSION OF DATA
Over the last decade, a lot of hype has been witnessed around
building the concept of smart cities. Finally, the presence of
sensor-embedded Internet of Things (IoT) platforms, ubiq-
uitous connectivity, and cloud and data analytics has turned
this concept into a reality. Although cities around the globe
are seeking to become smarter, the applications of smart
cities face a plethora of challenges in terms of security and
privacy. These applications need to secure the gathered data
from unauthorized access, disruption, annihilation, modifi-
cation, inspection, and various other malevolent activities.
In literature, numerous studies exist to protect the volumi-
nous data traffic of smart ubiquitous cities from malicious
entities. The error-prone communication channels used by the
resource-starving sensors of smart cities limit the usage of
TLS (Transport Layer Security) for seamless traffic flow [13].
As a result, most of the sensor nodes in smart ubiquitous envi-
ronments rely on DTLS (Datagram Transport Layer Security)
for the secured transmission of their data [14]. Nonetheless,
the record layers of DTLS and handshake have a collective
overhead of 25 bytes in each datagram header. The DTLS
needs to be stripped of the resource-intensive operations to
suit the resource-starving sensor nodes of smart cities [15].

In [16], the authors proposed an extremely lightweight
encryption approach for the secured establishment of a uni-
cast communication system in smart cities. The authors
claimed that their model decreases the energy consumption
and computational time of the sensor nodes. However, they
did not provide any experimental and analytical results to
verify their claim. In [17], the authors studied the use ofDTLS
for secured communication in a smart ubiquitous environ-
ment. They argued that the streaming applications of smart
cities require an abundance of memory space and the use of
DTLS is not feasible for them. The authors emphasized the
use of compressed IPSec to offer security at the network layer
for streaming applications.

A robust and resilient secured scheme for ubiquitous appli-
cations of smart cities was proposed in [18]. An RSA-based
DTLS implementation was used for the secured exchange
of ubiquitous data. However, both the RSA and DTLS have
higher computational overheads due to resource-intensive
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handshake mechanisms. The presence of complex cipher
suites of RSA incurs a higher energy consumption and com-
putational overhead for the ubiquitous operation of sen-
sor nodes. The performance of the DTLS handshake was
evaluated for ubiquitous smart devices using the Elliptic
Curve Cryptography (ECC) [19].

In [20], a DTLS implementation for smartphones was pro-
posed using the Constrained Application Protocol (CoAP).
The proposed scheme involves computationally difficult
encryption suites, requires ample processing and powermem-
ory, and is not suitable for sensor nodes of the smart cities.
In [21], a lightweight encryption approach was proposed for
ubiquitous communication in a smart city environment. Prior
to establishing a secured session, the proposed approach val-
idates the identities of clients and servers. For authentication,
symmetric encryption with 128- bit security primitives were
used. However, the proposed scheme is not validated experi-
mentally to verify its efficiency, robustness, and resilience.

B. DATA PROCESSING AND FEATURE EXTRACTION
In this section, the challenges and issues in the existing
works for smart city planning utilizing the Big Data analytical
techniques are presented. In [22], the authors designed a
model to compute Big Data generated in the loT-based smart
health setting. It involves the separation of vigorous data
into subclasses that are based on hypothetical simulation of
data fusion to improve computational effectiveness. The key
issues underlined in this model are the use of customary
MapReduce Cluster management for Apache Hadoop server,
insufficient data loading to Hadoop, a conceptual framework,
and the utilization of only healthcare datasets.

A Big Data analytics framework comprised of various
tiers was proposed for urban planning in [23]. Each tier of
the framework is responsible for different activities of the
Big Data analytics to have efficient modularization of the
overall process. Although, it is a complete framework from
data generation and collection to application and usage of
the analyzed data, it causes significant delay in processing
and the use of classical MapReduce deteriorates the per-
formance [24]. Moreover, prior to data loading, the authors
focused on data aggregation while overlooking the data load-
ing competence.

An IoT-enabled framework using Hadoop-based Big Data
analytics was proposed in [25] for a smart city application.
The proposed framework has different layers from data acqui-
sition to the application. The main problem of this framework
is that the data loading efficiency was ignored.

A proposal based on the analysis of Big Data that endorses
the perception of SCC (smart and connected societies) for
smart cities was proposed in [26]. The SCC model is a
conceptual framework that was not implemented. A similar
model was proposed for the ubiquitous smart city application
in [27]. However, this model was not implemented as well.
Moreover, [26] and [27] overlooked the data loading and
ingestion into a distributed ubiquitous smart city environ-
ment. In addition, many solutions have been proposed to treat
similar problems of Big Data analytics in smart ubiquitous

environments [28], [29]. Vecular fog computing may also
be utilized for smart city planning [30]. However, a critical
issue in the design of these methods is the deployment of
a traditional cluster resource management scheme and insuf-
ficient data loading to the Hadoop server.

A graph-oriented architecture to analyze the Big Data in a
smart ubiquitous transportation system was proposed in [31].
This graph-based solution is more scalable and efficient, but
it incurs additional delay due to graph processing. In addition
to processing delay, the proposed solution was tested only
for the transportation dataset, and loading the Big Data to
the Hadoop server and its efficiency was overlooked. The
proposed architecture was tested only for a healthcare dataset.
The authors proposed a multi-level data processing scheme,
based on parallel processing, for Big Data analysis. However,
a YARN-enabled solution was provided but the data ingestion
efficacy was ignored.

III. A SAFE AND SECURED DATA
MANAGEMENT FRAMEWORK
For a smart and safe city to perform intelligent and secure
decisions, the ubiquitous data collected by the devices are
processed using different approaches. In SafeCity, the data
analysis and machine learning approaches are applied to the
data generated and acquired in a ubiquitous environment. The
acquisition is carried out by systems that convert the analog
information into digital. The cellular technology, i.e, 4G/LTE,
is used as a ridging technology between the users, devices,
and the system, as shown in Figure 1.

FIGURE 1. Overview of the proposed system.

To design a ubiquitous environment, numerous surveil-
lance cameras, wired and wireless sensors, and device-
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mounted sensors are deployed. Data sensing, acquisition, and
collection are performed in this environment. Digital loggers
and digital data acquisition systems are used to detect and col-
lect data from devices and disseminate them with the help of
the Internet. The produced ubiquitous data are secured before
forwarding to a computational unit for safe and secured pro-
cessing and transmission. Afterward, the decisions are made
on the secured ubiquitous data. The proposed system is a
three-layer architecture, i.e., a ubiquitous data security layer,
a ubiquitous data computation layer, and a decision-making
layer. A payload-based authentication approach is utilized
in the first layer to make the ubiquitous data secured from
adversaries.

This layer ensures that only secured data is forwarded.
The second layer is accountable for the resource-intensive
processing of secured ubiquitous data at the conventional
computing platforms. Finally, the third layer provides insights
from the ubiquitous data and makes smart decisions. The pro-
posed architecture is shown in Figure 2. The comprehensive
description of each layer is given in the following subsections.

FIGURE 2. System architecture of SafeCity.

A. DATA SECURITY LAYER
This layer of SafeCity is linked to the data sources. The
data received from the sensors are in the form of mes-
sages. At this layer, message identification and authentication

are performed using a simple payload-based authentication
scheme. The proposed scheme uses the CoAP protocol [32]
for message exchange and authentication at the application
layer of each data source. In ubiquitous environments, most
of the CoAP-based solutions are relied on the use of DTLS
to ensure the protected transfer of resources between the
devices. However, the DTLS-enabled CoAP stack incurs
an excessive computational and communication overhead.
Furthermore, the use of DTLS in combination with CoAP
adds an extra layer of protocol header for security provision-
ing. In our approach, the security of data messages is not
compromised while transferred between clients and servers.
The session key is transmitted within the payload mes-
sages while authentication is achieved at the request-response
communication, as shown by the top layer in Figure 2.
In SafeCity, CoAP is equipped with secured features for
authentication, efficiency, robustness, and defense against a
number of malevolent threats.

FIGURE 3. Mutual authentication.

During the authentication process, the resource-constrained
clients communicate with a server to verify each other identi-
ties. As an example, the ubiquitous clients of Figure 1 observe
various events such as, temperature, humidity, pollution, and
fire eruption, at the server. For a server to provide access to
the residing resources, both the parties need to be mutually
authenticated. In SafeCity, the authentication is accomplished
using four handshake messages. A maximum of 256-bits is
used within the payload of each message. The four hand-
shake messages are session launch, server challenge, client
challenge and reply, and server reply, as shown in Figure 3.
The session launch is headed by a provisioning stage where
the clients share a secret key with the server. The server
conserves a trace of keys, based on an associated unique
identifier (ID). The exchange of a session key between the
client and server takes place upon successful authentication.
For each client, a session key is implanted on the device at the
manufacturing time. If an impostor strives to rage the client,
a specific alarm is spawned to notify the crack. To encode
the payload of authentication information, the Advanced
Encryption Standard (AES) is utilized.
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During the session launch, a secret key λi is shared with
the server, where λi is 128-bit long. The λi is identified only
by clienti (it belongs) and server, where i ∈ {1,2,3,. . . ,I }.
Each i has a unique identifier that helps the server to execute
a look-up table for verification of identity. The session launch
is similar to a Hellomessage and its payload consists of CoAP
options fields, i.e., Auth and Auth-Msg-Type, to indicate
the type of operations performed between the client and a
server. After the session launch, the next step is the server
challenge, in which the server creates a challenge for the
client. The encounter containing a pseudo-random nonce ηr
and a session key µ produced by the server. The following
equations are used to create a challenge.

ϑ = λi ⊕ µ (1)

Cr = AES{λi, (ϑ |ηr )} (2)

where, i is the ID of a client, ϑ is the intermediate value
generated by the server, and Cr is the challenge sent to i.
In the client challenge and reply message, the client retrieves
ηr and λ from the server challenge and creates a challenge in
response using the following equations.

ϑ ′ = ηr ⊕ λi (3)

Ci = AES{µ, (ϑ ′|ηi)} (4)

where ηi is the pseudo-random nonce and ϑ’ is the intermedi-
ate value generated by the client, and Ci is the challenge sent
to the server. Upon receiving, the server tries to retrieve ηr
from the client’s challenge. If this nonce is present, the status
of i changes to Authenticated, and the server responses to
the client’s challenge to complete the authentication process,
using the following equation.

Cr = AES{λi, (ηr |µ)} (5)

B. DATA PROCESSING AND COMPUTATION LAYER
Versatile analysis and intelligent processing on huge data
streams can be unrealistic and infeasible if the data streams
are not properly pre-processed. Data pre-processing are per-
formed prior to the core computation and processing. The pre-
processing steps involve the reduction to realize the reduced
data with similar properties, data transformation to standard-
ize data to an appropriate arrangement for processing, and
data cleansing. These activities are carried out using machine
learning approaches. The objective is to dig out the data
about various sets of an IoT domain, based on its charac-
teristics. Next, the data loading is performed using multiple
attribute criteria model (MACM) in the context of the Hadoop
ecosystem. The MACM includes parallel data loading using
the customized utility. The HDFS saves the huge files in
small chunks that are customized to avoid too much data and
metadata, that would otherwise create the overhead.

In HDFS, a replication method is to replicate the original
chunk of data which is a time-consuming task. As a result,
customized replication is proposed in this paper. Moreover,
the Sqoop utility is used due to the parallel loading of data

using the map method. The proposed scheme utilizes Sqoop
that offers connectivity to the external databases. The uti-
lization of Sqoop brings a variety of features in SafeCity,
such as loading with increments, complete import, paral-
lel import, and corresponding export, compression, easy
movement, enterprise independence, and auto-generation of
tedious user side’s code. Data processing and analytics are
carried out using the MapReduce programming paradigm.
Hadoop divides input dataset into small blocks of same size
files, known as input splits. The size of the split is usu-
ally identical to the block or chunk size. One specific task
(known as map task) is formed for each split that performs
the function of the map, defined by the programmer, for each
row (a record). A RecordReader is used to arrange the rows
as a pair (key-value). The MapReduce process is depicted
in Figure 4. The outputs of the map are not stored in HDFS,
these results are stored in the local storage. Results from a
number of mappers are the input for the reduce task. Reduce
tasks do not include the advantage of data locality charac-
teristic. Therefore, the stored map results have to transfer
crossway the system to that specific location, where the job
of reducing is performing. The of the reducer result is stored
on HDFS.

FIGURE 4. MapReduce paradigm.

Our projected scheme is grounded on the up-to-date depic-
tion of Apache Hadoop framework which is embedded with
Yet Another Resource Negotiator (YARN) and is account-
able for data computation and cluster management. Unlike
conventional MapReduce, the computation elements and
resource management is separated by YARN. The YARN-
enabled model is not limited to the MapReduce classical
mechanism. The YARN is preferred due to limitations of
classical MapReduce that are mostly associated with scal-
ability and workload support. In the proposed architecture,
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YARN has a ResourceManager that runs as a master dae-
mon by managing the accessible cluster resources among a
wide range of competing and contending applications. The
ResourceManager keeps track of the available resources and
live nodes on the cluster. As it is the solo process having
this information, so it coordinates the resource allocation
and scheduling between the submitted applications. The allo-
cation decisions are made in a secured, multi-tenant, and
shared way, e.g. based on queuing capacity, data locality,
an application priority, etc. On the submission of an applica-
tion, a lightweight process instance, also known as Applica-
tionMaster, is initiated that is responsible for the execution
of all the tasks within an application. It is comprised of
tasks monitoring, restarting failed tasks, and calculating the
overall values of the used application counters. In the existing
literature, the classical MapReduce framework is utilized
where a single JobTracker is responsible to take care of these
responsibilities for all the jobs. Utilizing a single JobTracker
in huge clusters exposes them to the scalability bottleneck.

FIGURE 5. Yet another resource negotiator (YARN).

Different tasks associated with a particular application and
an ApplicationMaster are controlled, monitored, and man-
aged by the corresponding NodeManagers. Unlike the Task-
Tracker of a classical MapReduce framework, NodeManager
is an efficient and more generic version of the TaskTracker.
The NodeManager has many resource containers that are
created dynamically, rather than having a defined number of
slots (maps and reduces). All the components of the YARN
such as ResourceManager, NodeManagers, ApplicationMas-
ter, and containers cooperate with each other in a specific way
upon the submission of an application in the cluster of YARN.
This interaction of different parts of a YARN framework is
shown in Figure 5.

The application is submitted using the Hadoop jar com-
mand in CLI or using Java IDE to RM, in a similar way to
classical MR. A complete list of running jobs on the Hadoop
cluster and all the available and accessible resources on every
NM (live) are maintained by RM. The RM needs to decide
which application is the next to acquire a piece of cluster
resource. A number of constraints are taken into considera-
tion while taking this decision such as fairness and capacity
of the queue. The RM employs a scheduler that focuses
mainly on scheduling activities. It deals with accessing the
resources of a cluster and decides when and who will access
them.Within an application, the taskmonitoring is not carried
out by the scheduler and it never tries to restart a failed
task. When the submission of a new application is accepted
by ResourceManager, first the scheduler decides to select a
container where ApplicationMaster will be started and run.

The ApplicationMaster will be in charge of the entire life
cycle of the application when it starts. Primarily, Applica-
tionMaster would be requesting for various resources to the
overall manager (ResourceManager) in order to inquire for
different containers that are required to execute tasks of a
particular application. A request for a particular resource
is just a demand for several containers to assure various
resource necessities, i.e., a number of resources. For example,
CPU share, MB memory, preferred location, e.g. rack name,
hostname or if no preference is required then ∗ is used, and
priority inside the current application.

The ResourceManager grants a container, whenever possi-
ble, that satisfies the request made by an ApplicationMaster.
On a specific host, the application is permitted by the
container to utilize specified resources. ApplicationMaster
requests the NodeManager to launch an application-specific
task to utilize these resources after a container is granted.

Please recall that the NodeManager is responsible to man-
age the host on which a particular container is assigned. The
application-specific task could be any particular task written
in any framework, e.g. MapReduce. The NodeManager only
monitors and examines the resource usage in the containers.
It does not monitor the tasks and destroys them if they use
more than the allocated memory.

The ApplicationMaster is responsible for monitoring the
restarting tasks in fresh containers that are failed, the progress
of tasks and its application, and provides the progress back
to a client. The ApplicationMaster closes itself and releases
its container on completion of the application. Nevertheless,
the RM does not check the tasks inside an application at
all. It only confirms the health of the ApplicationMasters.
In this paper, a flowchart is proposed using the MapReduce
programming paradigm that is applied to a water dataset. This
flowchart is used to collect the values/quantity of water con-
sumption against different houses to govern the level of water
and its demand. The pictorial illustration of recommended
MapReduce is depicted in Figure 6.

The mapper gets the offset of a line as a specific key and
the entire row is considered as a value. The time parameter
(timestamp) and associate values are produced as output
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FIGURE 6. MapReduce flowchart for water dataset.

Algorithm 1Mapper for Water Dataset
BEGIN
Input:
key: line-offset
value: = row

Output:
key: fecilityID
value: LOTLINK
//containing water consumption measurement

// line splitting
fecilityID, LOTLINK: = line.split (‘\t’)
key: = fecilityID
value: = LOTLINK
emit (key, value)

END

by the mapper. The reducer clusters the necessary associate
values alongside every timeStamp and relates with the TLV
(threshold limit value). Information with regard to the water
consumption of different houses is obtained with the help of
such algorithms. As the MapReduce executes various jobs
in 2 phases, i.e., Map phase and Reduce phase, therefore,
a separate Map function and a Reduce function is proposed
for the flowchart of Figure 6. In Algorithm 1, we present the
mapper for the water dataset and in Algorithm 2, we present
the reducer for the same dataset.

Algorithm 2 Reducer for Water Dataset
BEGIN
Input:
key: fecilityID
value: LOTLINK

Output:
key: fecilityID
value: LOTLINK greater than threshold

initialize threshold
final []
FOR each (LOTLINK) at fecilityID DO
IF (LOTLINK > threshold)
Begin

final.append (LOTLINK)
key: = fecilityID
value: = final
emit (key, vaue)

End IF
END

C. DECISION-MKING LAYER
The intelligent decision making is the key to our SafeCity
framework that includes the prediction, creation of training
sets, thresholds setting, rules definition, and event manage-
ment. It acts as the moderator between the end-users and
it is carried out by the decision-making agent, based on AI
approaches. Various limits are defined and several rules are
set for the assessment of different datasets. The processing of
data is carried out using these rules according to proposed
algorithms. The TLV (Threshold Limit Value) is a precise
value set for each dataset also known as threshold or limit
which is the base for event generation and decision making.
Likewise, several rules are set centered on corresponding
limits in the form of if/then statements that are utilized for
decision making. The notification and event alert component
determines the specific recipient of a generated event. Hence,
it notifies the operator with the generated event for further
actions.

IV. SYSTEM EVALUATION AND ANALYSIS
The detailed analysis and discussion of results achieved
using SafeCity discuss in this segment. The secured data
authentication is realized using Raspberry Pi boards for the
client-server interface model. The Libcoap library is used for
Raspbian operation system that provides basic communica-
tion among the ubiquitous devices. The analysis is carried out
on a dataset that is realistic to evaluate the SafeCity scheme
using the premeditated algorithms. The implementation of
our ubiquitous data computation layer is carried out using
the Hadoop cluster on Ubuntu OS along with Sqoop. More-
over, Java is used for the MapReduce implementation by
utilizing the pre-defined classes (mapper and reducer). The
data is received from diverse but trustworthy sources that
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are authentic. These datasets contain the transportation data,
i.e., vehicles on roads in Aarhus city, Denmark. The water
dataset homes are gained from the houses in Surrey, Canada.

A. SYSTEM EVALUATION FOR SAFETY AND SECURITY
The experimental results concerning the ubiquitous data secu-
rity layer are illustrated here. A comparison of our payload-
based authentication for SafeCity and CoAP-based DTLS
implementation for smartphones is provided in Figure 7.
DTLS+ denotes a smartphone (ubiquitous device) operating
as a server and a workstation as a client. On the other hand,
DTLS∗ denotes the handshake between a smartphone and a
workstation, where the smartphone operates as a client and
the workstation as a server. As the figure shows, SafeCity has
a much lower handshake duration and standard deviation in
comparison to DTLS∗ and DTLS+.

FIGURE 7. Handshake duration.

FIGURE 8. Average response time.

Similarly, SafeCity focuses on asynchronous communi-
cation of CoAP messages over the UDP sockets. A record
of transferred Confirmable (CON) requests is maintained by
every client. The mean reaction time for one CON request
message of 1 byte is compared with DTLS exchange and the
CoAP protocol with no added security, in Figure 8. SafeCity
has a much lower average response time in comparison to
DTLS because the latter involves computationally complex
cipher suites and a resource-intensive record layer. CoAP
with no added security has a slower response time but it is
prone to various malicious and adversarial attacks.

TABLE 1. Average consumption (kb).

The memory utilization of a CON request is evaluated
at the compile time in Table 1. The proposed SafeCity is
compared with the existing schemes for a CON message of
minimum 500 bytes, as depicted in Figure 9 too. Among
the current schemes, CoAPBlip [33] allocates considerable
storage to messages at the compile time of the message.
TinyCoAP [34] is a variation of the standard libraries of
C that need the TinyOS element for its installation on a
ubiquitous device. HTTP has a short foot-print of memory
as it doesn’t offer a trustworthiness method or correlation
of a request/response. Both TinyCoAP and CoAPBlip use
resource-consuming libraries and have a much higher mem-
ory consumption.

FIGURE 9. Average memory consumption.

B. SYSTEM EVALUATION FOR DATA PROCESSIGN
AND COMPUTATION
Our SafeCity architecture generates alerts in real-time for a
particular ubiquitous environment. In this section, we evalu-
ate SafeCity in terms of efficiency by considering the execu-
tion time and throughput. To examine the system performance
in real-time, various datasets, such as vehicular and water, are
replayed to our Hadoop-based YARN framework of SafeCity.
The throughput is assessed using datasets by increasing the
data size. The efficiency concerning throughput is measured
as shown in Figure 10. It can be observed that with the
growth in size, the processing speed is reduced. The system
throughput of Yarn-based framework is considerably higher
in comparison to the existing classical MR-based solution.

Table 2 reveals the processing time, also known as the
execution time proposed framework in the context of data
volume. The execution time is evaluated for different sizes
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FIGURE 10. System throughput.

TABLE 2. Processing time of proposed framework.

TABLE 3. Average consumption (kb).

of data. The data size is started from 500MB and experienced
up to 13 GB of data.

Table 3 determines the processing time in comparison
to the classical structure. The time is calculated for minor,
average, and huge datasets. It is observed that the pro-
cessing time improves when the dataset size is increased.
Figure 11 demonstrates the execution time of jobs using our
Yarn-based framework in comparison to the existing scheme.
The execution time is evaluated for small, medium, and large
datasets. It is observed that the processing time improves
when the dataset size is increased. It is mostly because of the
data loading efficiency and improvement.

C. DATA ANALYSIS
The time difference of data loading is not perceptible
when the size is smaller. The data ingestion time is pretty
evident when the bulk of a dataset is larger due to the

FIGURE 11. Execution time (s).

replication approach. The query that arises is the threshold
data, to discover the TLV size, the data loading performance
is measured by testing the different sizes of data.

The TLV size is the point where the time difference
becomes positive (greater than 0) which means a significant
change occurs. The TLVs for various attributes are set using
the outputs of similar trials. Taking into account the data
ingestion tool experiments, the TLV size is 900MB (size of
data). At this value, the effect of the data ingestion period is
experienced as shown in Figure 12. This figure demonstrates
that 1GB of size does not generate any change even if the
automated ingestion is practice. The productivity is attained
when dataset size is greater than 900 MB at least.

FIGURE 12. Data loading efficiency.

The water consumption is evaluated to achieve sustainable
water management in the city due to the inconsistent con-
sumption of water could be a disaster in the future. The data
utilized in our research contains information about the city of
Surrey, Canada. It comprises of the water intake of the houses
in Surrey that is processed using our proposed algorithms.
The results are demonstrated in Figure 13.

It shows the houses consumed more than 82000 liters
each month. The defined TLV is 82000 found from the rule
engine. The water usage higher than the TLV is particu-
larly highlighted in this figure and this can cause frightening
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FIGURE 13. Water consumption.

situations for the authorities. It is observed that almost 50%
of the consumers consumed more than the threshold limit.
Most of the consumers, above the TLV limit, consumed water
between 110000 to 120000 liter, which is quite alarming.
Up-to-date fabrication methods could be industrialized to
control the issues of the consumers in a city.

FIGURE 14. Number of vehicles on the road.

FIGURE 15. Average speed of automobiles.

Regarding traffic management, we consider the traffic data
about road congestion. The data is intelligently processed
using the SafeCity framework to overcome the traffic issues
when the vehicles on roads surpass TLV. Figure 14 reveals

the vehicles and the corresponding TLV. It depicts vehicles
at a different time on the roads. It is observed that due to
schooling hours, there are more cars between 8:05-12:15 PM
due to school and office timing in the city.

Furthermore, the average speed of vehicles is revealed
in Figure 15. It is noticed that the average speed of the
vehicles is quite alike all day, except from 13:00 to 18:00,
when there are few vehicles.

V. CONCLUSION
This paper has envisioned the vital role of safety and secu-
rity in IoT-enabled data computation and communication to
achieve safe and secure decisions. The data generated by IoT
sensors exploit the association between various features of
data and enables the meaning of a safe city. We have sug-
gested the conception of SafeCity and proven its applicability
using apache and Hadoop, via cautious investigation and
assessment of the presence of residents in the evolving smart
cities. SafeCity carefully controls the encounter of security
and computation faced by the ubiquitous data. It is a layered
architecture that is composed of a data security layer, data
computation layer, and decision-making layer. A payload-
based authentication approach is utilized at the ubiquitous
data security layer to secure the ubiquitous data from malev-
olent entities.

The data computation layer is liable for the processing
of secured data. Finally, the decision-making layer extracts
insights for making smart decisions. The ubiquitous data
security is evaluated using the Raspberry Pi boards while the
ubiquitous data computation is tested on trustworthy datasets,
using Hadoop. In association with the current methods,
SafeCity is trivial about handshake duration, response time,
and average memory consumption. Furthermore, it attains a
lesser processing time, greater throughput, and efficient about
massive data ingestion.
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Abstract—Industry 5.0 is the digitalization, automation,
and data exchange of industrial processes that involve arti-
ficial intelligence, industrial Internet of Things (IIoT), and
industrial cyber-physical systems (I-CPS). In healthcare,
I-CPS enables the intelligent wearable devices to gather
data from the real-world and transmit to the virtual world
for decision-making. I-CPS makes our lives comfortable
with the emergence of innovative healthcare applications.
Similar to any other IIoT paradigm, I-CPS capable health-
care applications face numerous challenging issues. The
resource-constrained nature of wearable devices and their
inability to support complex security mechanisms provide
an ideal platform to malevolent entities for launching at-
tacks. To preserve the privacy of wearable devices and their
data in an I-CPS environment, in this article we propose
a lightweight mutual authentication scheme. Our scheme
is based on client-server interaction model that uses sym-
metric encryption for establishing secured sessions among
the communicating entities. After mutual authentication,
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the privacy risk associated with a patient data is predicted
using an AI-enabled hidden Markov model. We analyzed
the robustness and security of our scheme using Burrows–
Abadi–Needham logic. This analysis shows that the use
of lightweight security primitives for the exchange of ses-
sion keys makes the proposed scheme highly resilient in
terms of security, efficiency, and robustness. Finally, the
proposed scheme incurs nominal overhead in terms of
processing, communication and storage and is capable to
combat a wide range of adversarial threats.

Index Terms—Artificial intelligence (AI), authentication,
client-server model, industrial cyber-physical systems
(I-CPS), Industrial Internet of Things (IIoT), privacy, security.

I. INTRODUCTION

THE latest developments in Industry 5.0 have enabled the in-
tegration of industrial Internet of Things (IIoT), industrial

cyber-physical systems (I-CPS), big data technologies, cloud
computing, and artificial intelligence (AI) [1]. It has resulted in
collecting huge amounts of data from different industrial appli-
cations using intelligent IIoT devices. For example, in I-CPS
enabled healthcare applications, wearable devices implanted on
a patient body are capable to stream the real-time data to the
cyberspace for computation, storage, and bigdata analytics [2].
I-CPS facilitate the healthcare entities with cyber computa-
tional capabilities for making quicker decisions. To deliver
high-quality services at low cost, the healthcare practitioners
need to adopt I-CPS based practices. In a healthcare ecosystem,
the smart devices of IIoT are capable to gather, analyze, and
broadcast a diverse range of data. These devices ensure the
real-time monitoring of patients to save lives in an event of
emergency, e.g., heart failure, severe pain, asthma, etc. The
proliferation in mobile communication bridges the gap among
these smart devices and the practitioners by providing seamless
and reliable delivery of gathered data [3]. The patient-centric
approach of I-CPS enables the remote monitoring of patients
with shorter hospital stays and, in most cases, avoiding the
hospital altogether. Using industrial techniques in I-CPS, we
need to consider the patients’ willingness and feelings about
these techniques.
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See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Scms School Of Engineering And Technology. Downloaded on July 27,2023 at 09:36:49 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0003-4227-6067
https://orcid.org/0000-0003-1631-6483
https://orcid.org/0000-0002-8498-4718
https://orcid.org/0000-0002-3055-9900
https://orcid.org/0000-0002-1399-7175
mailto:fazlullahkhan@duytan.edu.vn
https://doi.org/10.1109/TII.2020.3043802


5830 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. 17, NO. 8, AUGUST 2021

The increasing use of industrial techniques in I-CPS brings
new risks, vulnerabilities, and challenges for practitioners and
their patients. Not only the IIoT devices and their data, but the
complete healthcare ecosystem needs to be secured against the
adversarial attacks [4]. The IIoT devices hosting the healthcare
applications contain sensitive information, e.g., date of birth,
prescriptions, medical histories, and social security numbers
of the patients. These devices act as gateways to the secured
Internet. An adversary may compromise these devices to in-
ject fabricated data, ransomwares and other malwares into the
network [5]. In the traditional computing platforms, cyberse-
curity is a matured domain and can defend against most of
these adversarial threats. The existing cybersecurity solutions
include cryptographic techniques, secured protocols and privacy
protections that require ample of network resources. However,
the security requirements and system architecture of IIoT-based
I-CPS are different and as such, these existing solutions are not
directly applicable [6], [7]. In I-CPS, most of the devices are
connected to the Internet for the first time. It is extremely difficult
to predict the nature of adversarial threats posed by these devices,
if compromised. To secure the I-CPS, data integrity, data con-
fidentiality, data availability, authenticity, and nonrepudiation
need to be in place [8].

I-CPS enabled healthcare applications consist of resource-
constrained sensor nodes and requires lightweight and low-cost
protective measures. To deal with the aforementioned chal-
lenges, datagram transport layer security (DTLS) is proposed
as a lightweight secured approach for these applications of
I-CPS [9]. In literature, numerous DTLS-enabled authentication
approaches exist for secured data transmission, and privacy
of patients in healthcare applications [8], [10]–[12]. In [10],
the authors proposed an end-to-end authentication scheme for
a mobility-enabled healthcare application. A certificate-based
DTLS handshake approach is used for the end-users authenti-
cation and authorization. The proposed scheme provides robust
mobility using the interconnected smart gateways at the expense
of computational overhead due to the use of certificate-based
DTLS. In [11], a secured authentication approach was proposed
using a body sensor network. The use of crypto-primitives
enable the proposed approach to achieve system efficiency and
robustness, and at the same time, provides the transmission
confidentiality and authentication among the wearables and a
backend server. However, the use of an asymmetric algorithm,
i.e., Elliptic-curve cryptography, incurs additional overhead for
these intelligent wearables. In [12], the authors presented a
lightweight DTLS-enabled authentication approach for wear-
ables of a smart healthcare system. The proposed approach
allows a user to authenticate his/her wearable device(s) and a
mobile terminal, prior to establishing a session key among them.
The use of bitwise exclusive-OR (XOR) and hash functions
make the proposed scheme significantly lightweight for the
resource-constrained wearables. The security analysis of DTLS
via different techniques, such as the random oracle model [13]
and the Burrows–Abadi–Needham (BAN) logic [14], showed
that the use of DTLS for secured message exchanges leaves
a handful of payload for most of healthcare applications. This

remaining payload is not sufficient for these applications due to
their larger packet sizes, e.g., healthcare streaming applications.

Besides authentication, the privacy of patients and their data
needs to be dealt with utmost care in I-CPS. Different machine
learning (ML) algorithms have been used in the literature for this
purpose. An ML-based privacy-preserved healthcare framework
was presented in [15]. This framework uses ML-based scor-
ing service for the classification, and cryptographic algorithms
for data protection. It is a cloud-based framework for privacy
risk prediction in healthcare applications. In [16], the authors
have provided general guidelines about privacy challenges in
AI-based healthcare applications. The proposed work mainly
focuses on policies for the usage of AI-based healthcare guide-
lines to preserve the privacy of patients. In [17], the authors have
proposed a framework known as ModelChain. This framework
uses ML and blockchain for privacy preservation of patients in
a decentralized environment. ModelChain embeds the intelli-
gence in private blockchains to preserve the privacy of patients
and increases the interoperability between healthcare centers.
In [18], the authors have discussed AI-based cyber-physical
security and privacy for healthcare applications. They proposed
a ciphertext-policy attribute-based encryption scheme. In the
proposed scheme, complex computation tasks are offloaded to
the third parties for reducing load on wearables while preserving
their privacy at the same time. Most of these approaches use
asymmetric encryption that require ample resources on part of
the wearables to perform effectively.

In view of the resource-constrained nature of the healthcare
devices, we propose a lightweight mutual authentication scheme
for I-CPS. The proposed scheme uses symmetric encryption
for the exchange of handshake messages that can be used as
an alternative to the DTLS scheme. We perform its security
analysis using BAN logic to determine whether the exchanged
information is trustworthy and secured against eavesdropping
attack, and predict the privacy leakage using a hidden Markov
model (HMM). The hidden and observable states of HMM are
used to measure the risk of data leakage by preserving the
privacy of a patient and his/her connected devices. The major
contributions of the proposed work are as follows.

1) An authentication scenario is proposed in which a client-
server authentication takes place only if the clients, i.e.,
wearable patients, are within the coverage of their desig-
nated servers. Each server maintains a record of preshared
keys for the clients in its proximity. For the aforemen-
tioned scenario, a set of theorems are proposed and their
proofs are provided. Each theorem corresponds to a hand-
shake message that takes into account the possibility and
probability of an adversarial attack.

2) A privacy risk prediction model is proposed using HMM.
The proposed model is used to predict the risk of privacy
leakage of the patient identity and his/her data. If the
privacy risk is predicted, the patients’ data is altered with a
loss in utility. To the best of our knowledge, this is the first
ever work on HMM for predicting the privacy leakage.

3) Security analysis of mutual authentication and session
key exchange of our proposed scheme is performed using
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Fig. 1. Smart and secured healthcare facilitation center.

BAN logic. The security goals are set according to the
exchanged messages and are proven using the postulates
of BAN logic.

The rest of the article is organized as follows. In Section II,
the network and threat model is briefly explained. In Section III,
our proposed lightweight mutual authentication and privacy-
preservation scheme are presented. In Section IV, the security
analysis of the proposed scheme is performed using BAN logic.
In Section V, we present the experimental results of our proposed
scheme. Finally, the article is concluded in Section VI.

II. NETWORK AND THREAT MODEL

We have considered a healthcare facilitation center, i.e., a
hospital within an industry, as a case study of our proposed
I-CPS scheme. Various units such as critical care, chaplaincy,
cardiology, radiology, wards, and discharge lounge, along with
private rooms provide timely healthcare facilities to the patients.
These units and rooms are connected to remote servers for
storing the patients’ data and other credentials to provide on-
demand and responsive services. In Fig. 1, the sensor-embedded
wearables, i.e., clients, in various units and rooms are con-
nected to servers via their proxies. Each server facilitates a
number of clients within its coverage region. A client is static
in the context of the server’s coverage region, i.e., a client
remains within the coverage region of its associated server. For
seamless and interoperable communication, these clients need
to establish secured communication links to their concerned
servers.

In healthcare applications, any adversarial attack can lead to
the loss of precious lives and the associated medical data. An
adversary may establish secured connections to the servers if
its authentication requests are accepted. The smart healthcare
environment of Fig. 1 is prone to various types of adversarial
attacks. An adversary may infiltrate the network by seizing

the identities of clients and servers to pose various threats.
It is important to mention that in Fig. 1 the adversary uses
a smartphone to launch the attacks. Moreover, it may clone
itself for a large-scale adversarial effect on the overall sys-
tem. To prevent such threats, we propose a lightweight mutual
authentication approach for resource-starving intelligent wear-
ables. Our authentication approach is resilient against the fol-
lowing threats.

1) Replay: An adversary may replay a stream of previously
transmitted messages to the clients or servers.

2) Forward and backward secrecy: An adversary may launch
this attack by seizing the session key to predict the out-
come of previous or future sessions.

3) Client and server impersonation: An adversary may im-
personate a legitimate client to the server by fabricating
the preshared key of the given client. Moreover, it may
impersonate a legitimate server to one or more clients by
fabricating the session key of the given server.

4) Anonymity and untraceability: An adversary may launch
this attack by extracting the one-time nonces, and the
identities of clients and servers from exchanged mes-
sages. In doing so, it may interlink various sessions to
maliciously affect the clients and servers.

5) Eavesdropping: An adversary may launch active or pas-
sive eavesdropping by listening to the communication in
transit. It may seize various messages, manipulate them,
and may launch other types of attacks. The use of pseu-
dorandom nonces in our approach restricts an adversary
from launching this attack.

6) Denial of service (DoS): An adversary may broadcast
excessive requests to the clients or servers to authenticate
itself. By doing so, it may deprive the legitimate clients
from exchanging their data with the legitimate servers.
The use of preshared keys restricts an adversary from
launching a DoS attack in our approach.

III. LIGHTWEIGHT MUTUAL AUTHENTICATION AND

PRIVACY-PRESERVATION SCHEME

In this section, we discuss our mutual authentication and
privacy preservation scheme for the healthcare facilitation center
of Fig. 1. Numerous wearables within the hospital communicate
with their concerned servers for authentication, as shown in
Fig. 2. In this figure, A is the set of attackers, C is the set of
clients, and S is the set of servers, where Ci can communicate
either directly with Sj or via a proxy (P). Our proposed scheme
comprises of Ci clients and Sj servers, where i={1, 2, 3, . . ., I}
and j={1, 2, 3, . . ., J}, such that i, j ∈ N , and i > j. Here, N
is the total number of Ci and Sj in the network, i.e., N=Ci ∪ Sj .
Ci are dynamic in nature and may change their positions quite
frequently, whereas Sj are static in nature. Our proposed scheme
initiates a four-way handshake between any Ci and Sj for mutual
authentication. If the handshake is successful, Sj provides a
session key to Ci for data transmission. The list of Symbol
used in authentication is given in Table I. We discuss mutual
authentication in Section III-A and privacy risk prediction using
HMM in Section III-B.
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Fig. 2. Proposed mutual authentication scheme.

TABLE I
SYMBOLS AND MEANING USED IN AUTHENTICATION

A. Mutual Authentication

Each Ci periodically collects the desired data and transmits to
the nearest Sj . However, prior to the data transmission, both Ci

and Sj need to be authenticated. Our lightweight authentication
scheme verifies the identities of Ci and Sj before their engage-
ment for data exchange. The authentication is performed using
the following four handshake messages.

1) Session initiation.
2) Server challenge.
3) Client response and challenge.
4) Server response.

Initially, both Ci and Sj are assumed to be unauthentic, and
thus, untrustworthy. Prior to mutual authentication, each Ci is
assigned a unique 128-b preshared key (λi), and an identity (IDi)
in an offline phase. These secret primitives are also shared with
their associated Sj , located in their vicinity. The offline phase
is a prerequisite for the initialization of Ci and Sj , respectively.
Next, each Ci initiates a session request to its associated Sj .
This session initiation request contains the encrypted identity

λi(IDi)h() of Ci, i.e., IDi is encrypted by Ci using its λi and
hashed using h(). The transmitted request message is meaning-
less to the neighboring Ci−1 clients and adversaries Ak, where
k={1, 2, 3, . . .,K}, such that k /∈ {i, j}. The recipient, be it Ci,
Sj or Ak, needs to decrypt λi(IDi)h() with the same λi and h().
Please note that the mode of wireless communication means that
any device can intercept the session initiation request.

Theorem 1: At least one legitimate Ci, not an adversary Ak,
initiates a session with the corresponding Sj .

Proof: Each Ci shares its λi with its associated Sj in
an offline phase. The set of identities and keys of Ci,
i.e., {ID1, ID2, ID3, . . ., IDi} and {λ1, λ2, λ3, . . ., λi}, respec-
tively, are stored by Sj in a database. An Ak may initiate a session
request by transmitting a message λk(IDk)h(IDk), encrypted
with a fabricated λk and h(IDk). Sj checks the authenticity of
this request by retrieving the corresponding decrypting key λk.
Since, λk /∈ { λ1, λ2, λ3, . . ., λi}, Sj assumes that the request
was initiated by an adversary. The λi for encryption and de-
cryption is computed using the equality to compute λi and λ′i,
respectively [19].

λi = from-state⊕ Round0−9 ⊕ Add-Roundkey ⊕ to-state λ′i
= from-state ⊕ Round‘0−9 ⊕ Add-Roundkey ⊕ to-state

Here, λi and λ′i are the secret encryption and decryption
keys, where λi=λ′i. The only difference is that in λi, from-state
represents the plain text and to-state represents the cipher text.
For λ′i, from-state and to-state work oppositely to λi. Round is
a function used to compute a unique key every time [19], as
explained below.

Round0 statekey = AddRoundkey (ShiftRows(SubBytes
state))⊕ (Roundn+1 statekey = Roundnstatekey (AddRoundkey
(MixColumns (ShiftRows (SubBytes state))))). where, Ad-
dRound is a pairwise XOR operation, ShiftRows applies per-
mutation to the block, SubBytes applies an S-Box operation on
every state and MixColumns transforms every column of the
metric.

The session initiation request is terminated by Sj either by
ignoring it or by sending a denial message, i.e., when λk /∈
{ λ1, λ2, λ3, . . ., λi}. Hence, any Ci with an appropriate λi is
capable of initiating the session with an Sj . Conversely, if the
session initiation request, encrypted with λi, is received by an
Ak, the latter is unable to decrypt it. This is because the λ′i is
known only to encrypting Ci and to the associated Sj .

Upon the reception of a session initiation request, Sj retrieves
λi(IDi)h() and decrypts it with λ′i and h() to check IDi in it. If
the embedded IDi matches with an entry in Sj database, it means
that the session initiation request was received from a legitimate
Ci. At this point, Sj creates a challenge for the concerned Ci to
confirm its authenticity by establishing a session with it. For this
purpose, Sj generates a 128-b session key (μj), and a temporary
one-time 128-b pseudononce (ηserver). The nonce is computed
by generating two pseudorandom numbers ηs1 and ηs2 , and an
XOR operation is performed on them using (1).

ηserver = ηs1 ⊕ ηs2 . (1)

Next, an XOR operation is performed on μj and λi, and
their 128-b resultant is concatenated with ηserver. Finally, λi ⊕
μj |ηserver is encrypted with λi and hashed with h() to generate a

Authorized licensed use limited to: Scms School Of Engineering And Technology. Downloaded on July 27,2023 at 09:36:49 UTC from IEEE Xplore.  Restrictions apply. 



JAN et al.: LIGHTWEIGHT MUTUAL AUTHENTICATION AND PRIVACY-PRESERVATION SCHEME 5833

256-b server challenge (γchallenge) as shown in (2). The advanced
encryption standard (AES) of 128 b is used for symmetric en-
cryption in Cipher block chaining mode.

γchallenge = AES((λi, (λi ⊕ μj |ηserver))h()). (2)

Theorem 2: An encrypted γchallenge is resolved iff a Ci or an
Ak has the required λ′i for decryption.

Proof: Any Ci receiving theγchallenge that containsμj needs to
have the required λ′i for decryption. Assume that the γchallenge is
received by Ak, and f(xk) is the function used by Ak to compute
a matching λi from the set { λ1, λ2, λ3, . . ., λi} as shown in (3).

f(xk) = {Sj , (C1, λ1), (C2, λ2), (C3, λ3), ..(Ci, λi)} . (3)

Here, {C1, C2, C3, . . ., Ci} represents the client devices’ IDs
that are generated by Ak based on historic data collection, and
{ λ1, λ2, λ3, . . ., λi} are their dummy secret keys. These dummy
keys are computed using (4).

λi = Ci ⊕ statistics(λi). (4)

Since, the γchallenge is encrypted with a particular λi known only
to a legitimate Ci and Sj , Ak will compute and apply different
λi values, as shown in (3), to decipher the cipher text of (2).
However, the success probability is 1

2128 . Thus, Ak will not be
able to decrypt the γchallenge within a stipulated time. Conversely,
if a Ci has the required λi, then it will decrypt γchallenge within its
stipulated time. Hence, an encrypted γchallenge is resolved only
by a single Ci that has the required λi.

Upon the reception of γchallenge, if Ci successfully deciphers
it, then it will have access to the corresponding ηserver and μj .
Additionally, it proves the authenticity of Ci to Sj . It is because
ηserver andμj are known only to a given Sj andλi to the concerned
Ci. To authenticate an Sj , Ci generates a client challenge for
the given Sj . Initially, a temporary one-time 128 b pseudononce
(ηclient) is computed by generating two pseudorandom numbers
ηc1 and ηc2 . Next, an XOR operation is performed on them using
(5).

ηclient = ηc1 ⊕ ηc2 . (5)

Next, an XOR operation is performed on ηserver and λi, their
resultant is concatenated with ηclient, and finally encrypted with
μj to generate a 256-b client challenge βchallenge, as shown in
(6).

βchallenge = AES((μj , (ηserver ⊕ λi|ηclient))h()). (6)

Theorem 3: An encrypted βchallenge is resolved and responded
iff a device, such as Sj , has the shared information, i.e., ηserver

and μj .
Proof: The μj and ηserver are known only to a given Ci and Sj .

Assume that an Ak receives βchallenge and tries to decrypt it using
a probabilistic function g(x). This function is used to compute
the desired μj by using (7).

g(x) = probability((C1, μ1), (C2, μ2), ..(Ci, μj)). (7)

The function g(x) utilizes the Ci and Sj information to return
a single pair of values for Ak, i.e., (IDi, μj). However, this

scenario is applicable only if Ak maintains a complete record
of the overall communication between Ci and Sj , which is
not a realistic assumption especially in a resource-constrained
health-CPS environment. In addition to μj and λi values that are
known only to Ci and Sj , Ak needs to verify its authenticity to
Ci as well. Conversely, if βchallenge is received correctly by the
concerned Sj , then the latter deciphers (ηserver ⊕ λi|ηclient)h() of
(6) correctly with μi and h() to retrieve ηclient. Thus, βchallenge

of a given Ci is resolved by a particular Sj that possesses the
required μj .

Finally, during the server response, the concerned Sj creates a
response by concatenating the Ci’s ηclient to its μj , and generates
an encrypted server response (γresponse) using λi (8).

γresponse = AES((λi, {ηclient|μj)h()). (8)

Upon reception, a Ci having a valid λ′i will be able to decipher
γresponse and retrieve ηclient to confirm the authenticity of the given
Sj .

Theorem 4: The encrypted γresponse of an Sj is decrypted by
a Ci iff it has the required λi.

Proof: In the prerequisite offline phase, Ci shared their λi

with their concerned Sj . The γresponse is decrypted by an Ak only
if it has the required λi, which is not the case. An Ak uses the
functions f(x) and g(x), as discussed earlier, to find an exact
copy of λi.

λi = f(x)⊕ g(x). (9)

Where, f(x) and g(x) return a pair of values, i.e., (Ci,λi) and
(Ci,μj), respectively. However by adopting the approach of (9),
Ak will only be able to obtain μj at the expense of excessive
resource consumption. However, it will still not be able to collect
the desired λ′i that is required to decrypt γresponse. Conversely, if
γresponse is received by the concerned Ci having the appropriate
λi, it will be able to decrypt this message within the stipulated
time. Thus, a given Ci having λi is able to successfully decrypt
the γresponse of Ci. Upon successful decryption of γresponse, both
Ci and Sj have mutually authenticated each other and are au-
thorized to exchange data. After successful authentication, data
are transmitted from Ci to Sj . During data transmission and
storage at Sj , the Ci privacy can be leaked, and hence needs to
be preserved. To solve the privacy leakage issues, we use HMM
to predict the privacy of Ci. In the next section, we present an
approach to predict the privacy risks of Ci using HMM.

B. Privacy Risk Prediction Using HMM

In this section, we predict the risk of a client’s privacy leakage
using HMM. In HMM, states are partially observed that helps in
solving real-world problems using sequential or temporal data.
The aim of the proposed model is to measure the risk of data
privacy leakage using HMM. The graphical representation of
HMM is shown in Fig. 3. The HMM uses two sets of random
variables, hidden variable H= {H1, H2, · · · , Hm} and observed
variableO={O1, O2, · · · , On}, whereO ∈ {discrete values, real
values,Rd}. In our proposed scheme,H is the data generated by
the patients and O is the usage pattern of Ci devices associated
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Fig. 3. Graphical demonstration of HMM.

with a patient. The joint probability distribution of HMM in
terms of H and O is given in (10).

P (O1, O2, . . ., On, H1, H2, . . . , Hn)

= P (H1)P (O1|H1)

n∏
k=2

P (Hk|Hk−1)P (Ok|Hk). (10)

1) Probabilities of the HMM: The HMM works on the initial
probability π(i), the observation probability Ei(O), and the
transition probability T(ij). The initial probability (π(i)) of a
patient’s data in the context of HMM is given in (11),

π(i) = P (H1 = i), for i ∈ {1, 2, . . . ,m}. (11)

where, π(i) is based on the previous data shared by a patient,
which include personal identification (PI) such as patient’s name,
patient’s location, and his/her illness, etc. π(i) is important in
the privacy risk identification because it reveals PI of a patient
that can be linked to anonymized data shared by the patient using
HMM. The initial risk probability of a client Ci is computed by
observing data Dt. (11) can be re-written as

π(Ci) =

{
p(Ci|Dt) > 0, for a patient having a shared PI

p(Ci|Dt) = 0, for a patient having no shared PI
.

(12)
Ei is the probability distribution on O, which can be defined

as a probability density function for {H1, H2, · · · , Hm} and
∀ O ∈ O, it can be written as

Ei(O) = P (O|Hk = i), for i ∈ {1, . . .,m}, and O ∈ O.
(13)

When O takes discrete random numbers, then (13) can be
written as the probability mass function as shown in (14).

Ei(O) = P (Ok = O|Hk = i), for i ∈ {1, . . .,m},
and O ∈ O. (14)

Ei is the probability of the data stored previously by Ci that
can reveal the consistency in the patient data and his/her usage
pattern. We modeled Ei as the probability of data (Dt) shared by
various patients in (12). It is needed to embed inconsistency in
the frequency of data sharing by a patient. The data frequently
shared by a patient reveal his/her concern of causing higher risk,
that can easily be inferred from the shared data. To increase the

inconsistency in the patient data and reduce the privacy risk, a
weight is multiplied with each probability and then it is inversed,
as shown in (15).

WEi(O) = 1− p(Ci|Dt)

count(Ci|Dt)
. (15)

where, 1/count(C i| Dt) is the weight multiplied to each proba-
bility.

The transition probability Tij is given in (16), which is the
conditional probability of current data given a sequence of
previously shared data.

Tij = P (Hk+1 = j|Hk = i), ∀ i, j ∈ {1, 2, . . .,m}. (16)

Eq. (16) models the distinctiveness of a patient’s data from
all other patients because the data distinguishability depends on
the previous data. The T ij between p(Oj | Oj−1) are weighted
by the number of occurring transitions. To decrease the distinc-
tiveness and privacy risk in the patient data, weighted transition
probabilities are computed as in (17).

WTij
=

p(Oj |Oj−1)

count(Oj |Oj−1)
. (17)

where, 1/count(O j | Oj−1) is the weight multiplied to each
probability.

The probability of a patient’s (Ci) privacy along with a
sequence of his/her observed data O1 → O2 → · · · → Oj is
calculated based on the Markov probability of (10),

p(O1, . . . , Oj |Ci) = min(HMMPI|Ci
)× ωT

× p(O1)× (1− ωO × p(Ci|O1))

×
n∏

k=2

ωT × p(Ok|Ok−1)× (1− ωO × p(Ci|Ok)) (18)

where,ωT is 1/count(O j |Oj−1), andωO is 1/count(C i|Dt). The
HMMPI|Ci

returns the list of privacy probabilities computed
from the PI. It includes probabilities from the paths where Ei of
a patient is greater than 0.

Upon identification of the privacy risk using (18), we alter the
data to circumvent the privacy risk with a utility loss (ul). The ul
uses a semantic similarity function [20], [21] to distinguish the
original data Dt from the altered data D′t, which is calculated as

ul(D,D′) = 1.0− sim(D,D′) (19)

The similarity function (sim) returns values within the range
[0,1]. The higher the similarity is, the lowerul is by using altered
data. In this fashion, using HMM, the privacy of Ci is preserved.
After privacy preservation, we need to analyze the correctness
and efficiency of our proposed scheme. In the next section, we
perform the security analysis of the proposed scheme using BAN
logic.

IV. SECURITY ANALYSIS

In this section, we analyze the mutual authentication and
session key (μ) of our proposed scheme using BAN logic [22].
BAN logic describes the trust of two parties involved in the
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TABLE II
NOTATIONS AND RULES USED IN BAN LOGIC

communication. The notations and rules used in BAN logic are
given in Table II.

1. The Postulates of BAN logic are given below,
1) Postulate of Rule-1 is,

λi =
Sj believes Ci

λi←→Sj ,Sj sees{X}λi
Sj believes Ci said X

2) Postulate of Rule-2 is,
Sj believes fresh (X),Sj believes Cisaid X

Sj believes Ci believes X
3) Postulate of Rule-3 is,

Sj believes Ci controls X, Sj believes Ci believes X
Sj believes X

4) Postulate of Rule-4 is,
Sj believes fresh (X)

Sj believes fresh (X,Y)
2. The following security goals must be met by the proposed

scheme,
G1. Sj | ≡ Ci ⇒ μj

G2. Ci| ≡ Sj ⇒ μj

G3. Sj | ≡ Ci| ≡ Sj
μj←→ Ci

G4. Ci| ≡ Sj | ≡ Ci
μj←→ Sj

3. The proposed scheme should be transformed into an ideal-
ized form as below,

Msg1. Ci → Sj : (λi(IDi))h()
Msg2. Sj → Ci : (λi(λi ⊕ μj ||ηserver))h()
Msg3. Ci → Sj : (μj(ηserver ⊕ λi||ηclient))h()
Msg4. Sj → Ci : (λi(ηclient||μj))h()

4. The following assumptions are mandatory for BAN logic.

A1. Ci| ≡ Sj
λi←→ Ci

A2. Sj | ≡ Ci

λi(IDi)←−−−−→ Sj

A3. Ci| ≡ Sj

λi(ηserver)←−−−−−→ Ci

A4. Sj | ≡ Ci

λi(ηclient)←−−−−−→ Sj

A5. Ci| ≡ #(λi(ηserver))
A6. Sj | ≡ #(λi(ηclient))

A 7. Sj | ≡ Ci ⇒ Sj
μj←→ Ci

A 8. Ci| ≡ Sλi Ci
μj←→ Sj

5. We analyze security of the proposed scheme based on the
idealized form,

s1. From Msg1, we obtain Sj� (λi(IDi))h()
s2. Applying Rule-1 and A2, we get Sj | ≡Ci| ∼ (λi(IDi))h()

s3. Applying Rule-4 and A6, we obtain Sj | ≡ #((λi(IDi))h())
Then, we apply Rule-2 to get Sj | ≡ Ci| ≡ #(λi(IDi))h()
s4. From Msg2, we obtain Ci� (λi(λi ⊕ μj ||ηserver))h()
s5. Applying Rule-1 and A1, we get Ci| ≡ Sj | ∼ (λi(λi ⊕

μj ||ηserver))h()
s6. Applying Rule-4 and A5, we obtain Ci| ≡ #(λi(λi ⊕

μj ||ηserver))h()
Then, we apply Rule-2 to get Ci| ≡ Sj | ≡ (λi(λi ⊕

μj ||ηserver))h()
s7. From Msg3, we obtain Sj� (μj(ηserver ⊕ λi||ηclient))h()
s8. Applying Rule-1 and A2, we get Sj | ≡Ci| ∼ (μj(ηserver ⊕

λi||ηclient))h()
s9. Applying Rule-4 and A6, we obtain Sj | ≡ #(μj(ηserver ⊕

λi||ηclient))h()
Then, we apply Rule-2 to get Sj | ≡ Ci| ≡ (μj(ηserver ⊕

λi||ηclient))h()
s10. From Msg4, we obtain Ci� (λi(ηclient||μj))h()
s11. Applying Rule-1 and A1, we get Ci| ≡ Sj | ∼

(λi(ηclient||μj))h()
s12. Applying Rule-4 and A5, we obtain Ci| ≡

#(λi(ηclient||μj))h()
Then, we apply Rule-2 to get Ci| ≡ Sj | ≡ (μj(ηserver ⊕

λi||ηclient))h()
s13. Applying the logic rule of BAN to s12 and A4, which split

conjunctions that yields Ci| ≡ Sj | ≡ Ci
μj←→ Sj , (Goal 4)

s14. Applying the logic rule of BAN to s9 and A3, which split

conjunctions that yields Sj | ≡ Ci| ≡ Sj
μj←→ Ci, (Goal 3)

s15. Applying Rule-3 to s13 and A8, which results in Ci| ≡
Sj ⇒ μj , (Goal 2)

s16. Applying Rule-3 to s14 and A7, which results in Sj | ≡
Ci ⇒ μj , (Goal 1)

By performing the security analysis of our proposed scheme
using BAN logic, the four security goals G1, G2, G3, and G4

are achieved. In the next section, we present the experimental
results of our proposed scheme.

V. EXPERIMENTAL RESULTS

In this section, we evaluate the performance of our approach
against existing state of the art schemes. For authentication, we
used Netduino Plus 2 boards as clients and Netduino 3 boards as
servers. The Netduino 3 boards were interfaced with MATLAB
ThingSpeak server via the μ PLibrary 1.8.1 This library ab-
stracts the ThingSpeak API and works with these boards using.
NET Micro Framework. For privacy-preservation, we relied on
MATLAB simulation at the ThingSpeak server. We evaluate the
performance of our approach in term of computational, commu-
nication, storage overheads, and its resilience against various
adversarial threats. These boards are resource-constrained and
as such, lightweight authentication approaches need to be de-
signed. For this purpose, we tested our proposed authentication
in terms of computation, communication, and storage overhead
incur by our authentication. For privacy preservation, we tested
our approach through privacy risk prediction and privacy risk
alleviation.

1[Online]. Available: https://www.nuget.org/packages/uPLibrary
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TABLE III
COMPUTATIONAL OVERHEAD COMPARISON

TABLE IV
COMMUNICATION OVERHEAD COMPARISON

In Table III, we provide a summary of the computational
overhead analysis. We compare the execution time of our scheme
against the existing schemes. In this table, Th and TXOR refer
to the computational time needed to perform the hash and
XOR operations. In our scheme, the encryption with λi and
μj works similar to hashing. The proposed scheme requires
only 2Th+2TXOR execution time at the Ci and Sj . The low
computational overhead is contributed mainly to the lightweight
mechanism adopted by λk(IDk)h(), γchallenge, βchallenge, and
γresponse of the proposed scheme.

In Table IV, we provide a summary of the communication
overhead analysis of our scheme against the existing schemes.
The proposed scheme requires four handshake messages for
the authentication. In this scenario, λk(IDk)h() is 128 b, and
γchallenge, βchallenge, and γresponse are 256 b each. Hence, total of
896 b communication overhead is incurred by these messages.
In comparison, the existing schemes have much higher com-
munication overhead due to the complex cipher-suites and the
involvement of resource-intensive operators.

In Table V, we compare the storage overhead incurred by Ci

and Sj of our proposed authentication scheme. In the proposed
scheme, each Ci stores its IDi and λi, respectively. On the other
hand, each Sj stores IDi and λi for n clients associated with
it. In comparison, in [23] and [9], each Ci stores its IDi and
λi along with IDG and λG of the gateway. In these schemes,
each Ci is connected to its Sj via a gateway. Moreover, each Sj
in these schemes incur excessive storage overhead as they need
to store the security primitives of n clients and m gateways.
As discussed earlier, λi is of 128 b. Thus, the cost incurred by
Sj is n times higher than Ci for storing λi of n clients in [23]

TABLE V
STORAGE OVERHEAD COMPARISON

TABLE VI
RESILIENCE AGAINST VARIOUS ATTACKS

and it is m times higher than Ci for storing λG of m gateways.
Similar to [23], the cost incurred by Sj is n times higher than
Ci for storing λi of n clients, and it is m times higher than Ci

for storing λG of m gateways.
In Table VI, the resilience of our scheme against various

adversarial attacks is compared with the existing schemes. In
our scheme, ηclient and ηserver are generated by a pseudorandom
number Ri and appended to a timer Ti. This combination of Ti

and Ri makes it extremely difficult for an adversary to replay
messages. In our scheme, the use of one-time nonces ηclient and
ηserver restrict the adversary from active eavesdropping. An Ak

may compromise the μj ; however, the latter does not reveal
any information about the previous or future sessions. This is
mainly because μj is a one-time session key generated every
time. Hence, forward and backward secrecy are maintained
by our scheme. An Ak may intercept the exchanged hand-
shake messages 〈λi(IDi)h(), γchallenge, βchallenge, γresponse 〉 and
may generate different message patterns such as 〈λk(IDk)h(),
γk

challenge, βk
challenge, γk

response 〉. The Ak may impersonate as Ci

by transmitting λk(IDk)h(), and βk
challenge to Sj . Also, the same

Ak impersonates as Sj by transmitting γk
challenge and γk

response to
Ci. To impersonate as Ci or Sj , Ak would need λi. Because,
Ak fabricates its own λk that does not exist either with Ci or
Sj , i.e., λk �= λi, hence it is unable to launch client or server
impersonation attack. Moreover, Ak would need to fabricate ηk,
μk, and IDk as well to launch these attacks. These parameters
are computationally inefficient to be calculated as each one
would require 2128 attempts. In our scheme, the identities of
Ci and Sj are masked in the messages (λi(IDi))h(), γchallenge,
βchallenge, and γresponse. An Ak cannot interpret the identities of Ci
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Fig. 4. Privacy risk prediction against number of entries.

Fig. 5. Privacy risk alleviation against number of entries.

and Sj from the aforementioned messages as they are protected
upon encryption by λi and μj . As a result, the anonymity of
Ci and Sj is preserved. Moreover, our proposed scheme uses
fresh nonces, i.e., ηclient and ηserver for every new session, and a
new timer Ti as well. Hence, all sessions are nonlinkable and
Ak is unable to trace any Ci and Sj from previous messages,
thus providing untraceability feature. Finally, Sj restricts a Ci to
only one connection at a given time. As a result, it is extremely
difficult for an adversary to launch a DoS attack. In comparison
to our scheme, all the existing schemes are susceptible to one
or more such attacks and affect the privacy of Ci and Sj in one
way or the other.

Our proposed scheme has used HMM to predict the privacy
leakage of a client. In Fig. 4 , we have shown the client’s privacy
risk against the number of entries. The privacy risk is associated
with the number of visits, i.e., entries, a client makes to a hospital
server. As evident from this figure, the privacy of linkable clients
is higher than unlinkable clients, where a linkable client is the
one whose personal identification can be extracted from entries
and search results on a particular topic. For example, when
a client searched for a specialist practitioner and read his/her
profile or read about a particular disease etc. When a client
visits the hospital server for the first time, his/her privacy risk
is relatively low and increases with each entry to the hospital
server. If the personal identification of this new client is linkable,
the privacy risk is higher in comparison to unlinkable client.

Similarly, for old linkable clients, the privacy risk is highest
and is moderate for unlinkable clients. The proposed scheme
preserve the privacy of clients by predicting the privacy leakage
using HMM. When the predicted privacy leakage crosses a
specified threshold, the risk is altered, as shown in Fig. 5.
The threshold is probabilistic and application-dependent that
can be changed according to the application requirements. In
this article, the threshold probability is 0.52, and once privacy
leakage crosses it, the client’s information is altered, and risk is
alleviated, as shown in Fig. 5.

VI. CONCLUSION

In this article, we proposed a lightweight mutual authentica-
tion and key establishment scheme for IIoT wearable devices
of I-CPS. The proposed scheme was based on client-server
interaction model that used symmetric encryption. It was ex-
tremely lightweight and was suitable for large-scale I-CPS in-
frastructures. It was feasible for clients having limited resources
and requires low computational, communication, and storage
overhead while interacted with the servers for the exchange of
session keys. After authentication, the privacy leakage of clients
and their data was predicted using HMM. Upon privacy leakage
detection, the data were altered through semantic similarity
function with a loss in utility. The efficiency, correctness, and
robustness of the security scheme were analyzed using BAN
logic. The analysis showed that the proposed scheme was highly
resilient against various adversarial attack. Moreover, it was
efficient in terms of computation, communication, and storage
overhead due to lightweight primitives, fewer number of ex-
changed messages and the absence of gateways, respectively.
In the future, we aimed to use software-defined network for
analyzed the exchanged data and the behavior of interacting
entities of our scheme.
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Abstract—Physical layer security is known as a promising
paradigm to ensure secure performance for the future beyond 5 G
(B5G) networks. In light of this fact, this paper elaborates on a
tractable analysis framework to evaluate the reliability and the
security of wireless-powered decode-and-forward (DF) multi-relay
networks. More practical, the nonlinear energy harvesters, in-phase
and quadrature-phase imbalance (IQI) and channel estimation
errors (CEEs) are taken into account. To further enhance the secure
performance, two relay selection strategies are presented:
1) suboptimal relay selection (SRS); 2) optimal relay selection (ORS).
Specifically, exact analytical expressions for the outage probability
(OP) and the intercept probability (IP) are derived in closed-form.
For the IP, we consider that the eavesdropper can wiretap the signal
from the source or the relay. In order to obtain more deep insights,
we carry out the asymptotic analysis as well as the diversity orders
for the OP in the high signal-to-noise ratio (SNR) regimes.
Numerical results show that: 1) Although the mismatches of
amplitude/phase of transmitter (TX)/receiver (RX) limit the OP
performance, it can enhance IP performance; 2) Large number of
relays yields better OP performance; 3) There are error floors for
the OP due to the CEEs; 4) There is a trade-off for the OP and IP to
obtain the balance between reliability and security.

Index Terms—B5G, channel estimation error, in-phase and
quadrature-phase imbalance, nonlinear energy harvester, physi-
cal layer security.

I. INTRODUCTION

THE goals of the future fifth generation (5 G) and beyond

(B5G) wireless networks can provide reliable communica-

tion among almost all aspects of life through the networks with

higher date rate, lower latency and ubiquitous connectivity [1].

The security has been identified as an vital factor for wireless

communication systems, which has triggered enormous interests

from both academia and industry [2]–[4]. However, due to the

broadcast characteristics of wireless propagation environments,

it is a great challenge to ensure secure communication for the

wireless networks without being eavesdropped by un-authored

receivers. The conventional methods are to use encryption algo-

rithms, which impose extra computational overhead and system

complexity [5]. In addition, with the rapid development of chip

and computer technologies, conventional encryption technolo-

gies can not provide perfect security.

As an alternative way, physical layer security (PLS) has

sparked a great deal of research interests [2]. The basic principle

of PLS is to exploit the inherent randomness of fading channels

to resist the information to be extracted by eavesdroppers [3].

Recently, there are a great of research works investigated

the PLS under various fading channels, e.g. see [6]–[8] and

the references therein. In [6], a secure transmit-beamforming

of the multiple-input multiple-output (MIMO) systems over

Rayleigh fading channels was designed, in which the maximal

ratio combing (MRC) receivers were adopted to maximize the

signal-to-noise ratio (SNR) at the main receiver.

Meanwhile, the secure performance of the classic wiretap

model was investigated over the generalized Gamma fading

channels and the analytical expressions of the strictly positive

secrecy capacity (SPSC) probability and the lower bound for the

secrecy outage probability (SOP) were derived [7]. On the other

hand, considering k� m shadowed fading channels, the authors

investigated the secrecy performance of classicWyner’s wiretap

model and the approximate expressions on the lower bound for

the SOP in the high SNR region and SPSC probability were

derived with the aid of a moment matchingmethod [8].

In real communication environments, it is difficult to have

direct links between sources and destinations due to shadow

fading and/or obstacle, so it is indispensable to use the relay to

complete the communication [9]. In light of this fact, relaying
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assisted transmission has been identified as one of the key

technologies in the current and future wireless cooperative net-

works [10], [11]. The signals can be decoded and transferred from

the source to the destination by using low cost and low power

consumption relay nodes. In general, there are two basic relay

protocols: i) amplify-and-forward (AF) [12]–[14], and ii)

decode-and-forward (DF) [15], [16]. In [12], the outage probabil-

ity (OP) performance is investigated based on the mobile device-

to-device cooperative networks with incremental AF relaying

and transmit antenna selection. The authors of [13] considered

N-Nakagami-m fading channels and analyzed the average bit

error probability (ABEP) of AF relaying networks. In [14], the

authors investigated the performance of a multi-hop AF commu-

nication network over Nakagami-0.5 channels and the closed-

form analytical approximate expressions for the OP and EC were

obtained. Tomaximize confidentiality, the authors in [15] investi-

gated the secure performance of multiple DF relay systems.

When deploying multiple relays in the systems, it will incur

extra inter-relay (IR) interference and energy consumption. To

avoid this problem, relay selection (RS) technology has been

proposed [17], where some relay are selected according to some

principle. Among the various RS schemes, optimal relay selec-

tion (ORS), suboptimal relay selection (SRS) and MRC are the

most prevalent ones [18]–[20]. The pioneering work of the ORS

scheme has been proposed by Bletsas according to selecting the

relay with the largest instantaneous end-to-end SNR [21]. Based

on the ORS, the authors in [18] investigated the symbol error

rate (SER) of AF relay systems. To reduce the requirement of

channel knowledge, the authors proposed a SRS scheme that the

optimal relay is selected according to the link either source-relay

or relay-destination [19]. Cognitive radio inspired cooperative

relay systems was introduced, and the secure outage perfor-

mance was studied over independent and non-identically distrib-

uted Nakagami-m fading channels. In [20], the authors

compared the SOP of cognitive radio networks for ORS, SRS

withMRC schemes over Nakagami-m fading channels.

Although the performance of wireless cooperative networks

can be improved by appropriate relay protocols and RS

schemes, the operation of wireless communication systems is

constrained by power shortages of their wireless devices. This

happens that in some cases the nodes are deployed in the

remote or power limited areas [22]. Motivated by this fact,

some energy harvesting (EH) techniques have been pro-

posed to prolong the life of the batteries of such wireless trans-

mission devices [23], [24]. Among the various EH techniques,

radio frequency (RF) enabled simultaneous wireless informa-

tion and power transfer (SWIPT) attracts a lot of attentions

because it can overcome the limitations of some other renew-

able energy resources such as solar energy, wind energy and

magnetic induction that can only be used in some specific cir-

cumstances [25]. In addition, RF signals are ubiquitous in

electromagnetic waves, and EH in RF is green, safe, controlla-

ble and reliable [26]. In general, there are usually two common

protocols for SWIPT systems: i) time-switching (TS) and ii)

power-splitting (PS) [27]–[30]. For PS, the authors proposed

an artificial-noise(AN)-aided transmission scheme to facilitate

the secure information transmission to information receivers

(IRs) and meet the EH requirement for energy receivers

(ERs) [27]. The authors of [28] considered an underlay cogni-

tive radio system based on the PS protocol SWIPT technique,

and derived the expressions of upper and lower bounds of

probability of SPSC.

In addition, most of the existing works assumed the linear

energy harvester mode in the SWIPT systems. Recent works

in [31]–[33] showed that the nonlinear mode is more practical,

because the electronic devices used in the power conversion

circuit are nonlinear. Furthermore, the linear mode of the

energy harvester may cause serious resource allocation mis-

match, resulting in a significant performance degradation. It is

also a special case of the nonlinear mode when the saturation

threshold of the energy harvester is infinite, ie., unlimited bat-

tery capacity. Therefore, it is of high practical relevance to

consider a nonlinear energy harvester.

Unfortunately, the aforementioned studies are based on the

assumption of ideal hardware components and perfect channel

state information (CSI), which is unrealistic in practical wireless

communication systems. In practice, due to component mis-

match and manufacturing non-idealities, these monolithic archi-

tectures inevitably have defects associated with the RF front-

ends, thereby limiting the overall system performance [34]. A

typical example is the in-phase and quadrature-phase imbalance

(IQI), which refers to the mismatches of amplitude and phase

between I and Q branches of the transceiver. This will result in

incomplete image suppression [35]. Ideally, the I and Q

branches of the mixer have an amplitude of 0 and a phase shift

of 90�, providing an infinitely attenuated image band; however,

in practice, the transceiver is susceptible to some analog front-

end damage, and these damages introduce errors in the phase

shift resulting in amplitude mismatch between the I and Q

branches, thereby damaging the down-converted signal constel-

lation, thereby increasing the corresponding error [36].

Motivated by the above practical concern, several research

works have studied the systems secure performance in the

presence of IQI [37]–[39]. Under the assumption of uncorrela-

tion between channel of each subcarrier and its image,

Ozdemir et al. in [37] derived an exact expression for the

SINR of OFDM systems with IQI at transceivers. The authors

analyzed the impact of joint IQI on the security and the reli-

ability of cooperative NOMA for IoT Networks [38]. Consid-

ering backscatter communication, Li et al. in [39] derived

analytical expressions for OP and the intercept probability

(IP) of ambient backscatter NOMA systems under IQI.

On the other hand, imperfect CSI (ICSI) may be existed due

to the presence of channel estimation errors (CEEs) and feed-

back delay. Therefore, it is of great practical significance to

study the impact of ICSI and IQI on the security performance

of cooperative networks.

A. Motivation and Contribution

Specifically, we investigate the reliability and security by

deriving the analytical expressions for the OP and IP. Regarding

to security, the direct transmission and cooperative transmission

through relay are considered. In this study, we assume that the

source and relay nodes of the networks are configured with

2996 IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, VOL. 8, NO. 4, OCTOBER-DECEMBER 2021

Authorized licensed use limited to: Scms School Of Engineering And Technology. Downloaded on January 11,2024 at 06:43:33 UTC from IEEE Xplore.  Restrictions apply. 



nonlinear energy harvesters to harvest energy from the nearby

power beacon under different saturation thresholds. This is rea-

sonable in some applications, such as internet-of-things (IoT),

mesh networks and Ad Hoc networks, etc. The main contribu-

tions of this paper are summarized as follows:

� Considering IQI and CEEs, we consider three represen-

tative RS schemes, namely RRS, SRS and ORS. RRS is

considered as a benchmark for the purpose of compari-

son. In SRS, the optimal relay is selected according to

the channel conditions either the S ! Rm or the Rm !
D. In ORS, the optimal relay is selected according to

the link qualities both the S ! Rm and the Rm ! D.

The major difference between our work and [40] is that

to study the effects of IQI caused by the mismatches of

amplitude and phase between I and Q branch.

� Different from the most existing research works, this

study adopts a more realistic nonlinear EH model due

to the nonlinearity characteristic of the electronic devi-

ces [41], [42]. We have the assumption that nonlinear

energy harvesters are equipped at the source and relays,

which can harvest energy from the nearby power bea-

con by using TS protocol.

� For the reliability, we derived the exact analytical

expressions for the OP of the proposed system for the

three RS schemes. For the security, we consider two

typical scenarios that direct transmission and coopera-

tive transmission, the exact closed-form analytical

expressions of the IP for the two scenarios are derived.1

� To obtain more insights, we derived the asymptotic ana-

lytical expressions and diversity orders for the OP of the

three RS schemes under non-ideal conditions. It reveals

that there are error floors for the OP due to the non-zero

CEEs, and the OP performance is limited by the IQI

parameters.

B. Organization and Notations

The rest of the paper is organized as follows. In section II,

we present a brief introduction of the considered system

model. In section III, the reliability of the considered system

for the three RS schemes is studied in terms of OP, while the

security is analyzed through deriving the analytical expres-

sions for the IP. In section IV, some numerical results are pro-

vided to verify the correctness of our analysis. Finally, we

present a conclusion of this paper in Section V.

We use j � j to define absolute value. The notations Ef�g and

, denote the expectation and definition operations, respectively.

e � CNðm; s2Þ defines a complex Gaussian distribution with a

mean ofm and a variance of s2. Prf�g represents the probability
andKvð�Þ denotes the v-th order modified Bessel function of the

second kind. The probability density function (PDF) and cumu-

lative distribution function (CDF) are expressed by fXð�Þ and

FXð�Þ, respectively. Finally, log 2ð�Þ is the logarithm.

II. SYSTEM MODEL

We consider a DF multi-relay system as shown in Fig. 1,

which deploys one power beacon B, one source S, M relays

Rm;m 2 f1; 2; . . . ;Mg, one destination D and one eaves-

dropper E. We assume that all nodes equipped with a single

antenna and all nodes are operate in half-duplex (HD) mode.

In order to improve the secure performance, the SRS and ORS

schemes are designed to select the optimal relay among the M
relays, while RRS scheme is presented as a benchmark. The

source and all relay nodes are energy-constrained and can har-

vest energy from nearby B according to the TS protocol. It is

considered that there is no direct link of S ! D due to the

blockage or heavy shadowing.

It is a great challenge to obtain perfect CSI in the communi-

cation process because of the CEEs, and the most common

method is to estimate the channel using the training sequence.

In this study, the linear minimum mean square error (LMMSE)

is adopted here. Thus, the channel can be modeled as

hj ¼ ĥj þ ej; (1)

where ĥj; j 2 fSRm;SE;RmD;RmEg; ð1 � m � MÞ is esti-
mated channel of the real channel hj, ej � CNð0; s2

ej
Þ is the

CEE, where s2
ej
is the variance of estimation error, which is con-

sidered in two representative channel estimation models: 1) It is

a non-negative fixed constant; 2) It is a function of the transmit

average SNR and can be modeled as s2
ej
¼ Vjð1þ drjVjÞ,

where d is the channel estimation quality parameter that indi-

cates the power consumption of the training pilot to obtain CSI;

Vj and rj are the variance of channel gain and transmit average

SNR, respectively [43]. We assume that all communication

links are subject to Rayleigh fading channels [44].

Typically, IQI is modeled as the phase and amplitude

imbalance between transceiver I and Q signal paths. As

depicts in [45], [46], the asymmetrical IQI model is consid-

ered, where I branch and Q branch are assumed to be ideal

and errors, respectively. In this study, both transmitter (TX)

and receiver (RX) are subject to IQI, in which case the trans-

mitted baseband signals can be expressed as

xIQI ¼ mt=ryj þ vt=ry
�
j ; (2)

Fig. 1. System Model.

1 In some cases, the eavesdropper can simultaneously receive signals from
both source and relays. Our work can be easily extended to these cases by
combining the received signals from source and relays by using the selection
combining or MRC.
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where yj ¼
ffiffiffiffiffiffiffiffiffiffi
PS=R

p
xj is the baseband signal that is transmitted

under the conditions of non-ideal I/Q matching with

Efjxjj2g ¼ 1, xj is the transmit signal of the TX; PS and PRm

are the transmit power at S and Rm, respectively; IQI coeffi-

cients are given by mt ¼ 1
2 ð1þ �t expðjftÞÞ, vt ¼ 1

2 ð1� �texp
ð�jftÞÞ, mr ¼ 1

2 ð1þ �rexpð�jfrÞÞ, vr ¼ 1
2 ð1� �rexpðjfrÞÞ,

where �tr and ftr denote the amplitude and phase mismatch at

the TX and RX, respectively [47]. For ideal conditions, the

parameters are set to �tr ¼ 1 and ftr ¼ 0� [48].
The entire data transmission is completed in three phases: 1)

S and relays harvest energy from B; 2) S transmits its own

signals to Rm and E; 3) Rm decodes and forwards the signals

toD and E.

1) The first phase: In this phase, S and Rm are equipped

with nonlinear harvesters can reap energy from B. As shown

in Fig. 2, EH in the first duration of aT , the harvested energy

at S and Rm can be formulated as

Ei ¼ &iPB hBij j2aT; i 2 fS;Rmg (3)

where &BS 2 ð0; 1	 and &BRm
2 ð0; 1	 are the energy converse

coefficients of harvesters at S and Rm, respectively; PB is the

transmitted power at B; hBS is the channel coefficient between

B and S; hBRm is the channel coefficient between B and Rm;

a is the time allocation factor for EH, and T is the block trans-

mission duration. The harvested energy Ei is used for infor-

mation transmission in the second phase. The transmit power

Pi can be expressed as follows in the case of the nonlinear

energy harvester [41]

Pi ¼
2a&BiPB

1�a
hBij j2; ifPB hBij j2 � Gi

2a&Bi
1�a

Gi; ifPB hBij j2 > Gi

(
; i 2 fS;Rmg (4)

where GBS and GBRm are the saturation thresholds of the har-

vester at S and Rm, respectively.

2) The second phase: In this phase, information reception at

the relays in the second duration of
ð1�aÞT

2 , S respectively sends

the signals xSRm and xSE to Rm and E with EfjxSRm j2g ¼
EfjxSEj2g ¼ 1. Considering IQI and CEEs, the received sig-

nals atRm andE can be written as (5),

yj ¼ mrj
ĥjþej

� �
mtj

ffiffiffiffiffiffiffiffiffiffiffiffiffi
PS=Rm

q
xjþvtj

ffiffiffiffiffiffiffiffiffiffiffiffiffi
PS=Rm

q
x�
j

� �
þnj

h i
þvrj ĥjþej

� �
mtj

ffiffiffiffiffiffiffiffiffiffiffiffiffi
PS=Rm

q
xjþvtj

ffiffiffiffiffiffiffiffiffiffiffiffiffi
PS=Rm

q
x�
j

� �
þnj

h i�
;

(5)

where ĥSRm and ĥSE are the estimated channel coefficients

from transmitter to receiver; nSRm � CN ð0; NSRmÞ and nSE �
CNð0; NSEÞ are the complex additive white Gaussian noise

(AWGN).

3) The third phase: In the third phase, information reception

at D=E in the final duration of
ð1�aÞT

2 , Rm respectively sends

the signals xRmD, xRmE to D and E with EfjxRmDj2g =

EfjxRmE j2g ¼ 1. Similarly, the received signals at D and E
can be expressed as (5).2

Hence, the received signal-to-interference-plus-noise ratio

(SINRs) at Rm,D and E can be expressed in a unified form as

gj ¼
ĥj

�� ��2rjpj
s2
ej
rjpj þ ĥj

�� ��2rjqj þ s2
ej
rjqj þ gj

; (6)

where j 2 fSRm; SE;RmD;RmEg, rj ¼ PS=R=Nj, pj ¼
jmtj

mrj
þ v�tjvrj j

2
, qj ¼ jmrj

vtj þ m�
tj
vrj j2 and gj ¼ jmrj

þ vrj j2.
According to the Shannon’s theorem, the channel capacity

can be expressed as follows

Cj ¼ 1� a

2
log 2 1þ gj

� �
; (7)

where the factor 1�a
2 means the data transmission is accom-

plished in equal two phases.

With DF protocol, the effective end-to-end capacity from S
toD can be expressed as

CR ¼ min CSRm; CRmDð Þ: (8)

III. PERFORMANCE ANALYSIS

This section analyzes the reliability and security of consid-

ered system in the presence of nonlinear energy harvester, IQI

and ICSI. The closed-form expressions for the OP under the

RRS, SRS, ORS schemes and IP under direct transmission

and relay transmission strategies are derived.3 [39]. Moreover,

the asymptotic behaviors for the OP are examined, as well as

the diversity orders.

A. Outage Probability Analysis

In the following, the expressions for the OP are presented

according the three RS strategies considered IQI, ICSI and

nonlinear energy harvesters. The OP is defined as the probabil-

ity that effective channel capacity is below the threshold Rth,

which can be expressed as

Pout ¼D Pr CR < Rthf g: (9)

1) Random Relay Selection: For RRS strategy, the link

between S and arbitrary one of the relay Rm is selected, and

the effective rate can be obtained as

Fig. 2. Time-splitting structure.

2 Note that j 2 fSRmSE;RmD;RmEg, and PS and PRm are the power
from S and Rm, respectively.

3 The reliability and security are another metrics to characterize the PLS of
wireless communication systems without using any secrecy coding, which are
formulated by the OP and the IP
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CRm ¼ min CSRm;CRmDð Þ: (10)

Based on the above discussion, we can obtain the analytical

expression for the OP of the RRS strategy in the following

theorem.

Theorem 1: The analytical expression for the OP of RRS

strategy is provided in (11) as shown at the top of the page.

where A1 ¼ 2a&1
1�a

, E1 ¼ G1
PB

, C1 ¼ A1PBðpSRm � qSRm"Þ,
C2 ¼ s2

eSRm
A1PB"ðpSRmþqSRmÞ, T1 ¼ gSRm

NSRm
"

C1E1
þ C2

C1
, b1 ¼

4�BSgSRmNSRm", g1 ¼ �SRm

C1
, L1 ¼ C1T1 � C2, dl1 ¼

cos ½ð2l1�1Þp
2Y1

	, Q1 ¼
"s2eSRm

A1G1ðpSRm
þqSRm

Þþ"gSRm
NSRm

A1G1ðpSRm
�"qSRm

Þ , A2 ¼
2a&2
1�a

, E2 ¼ G2
PB

, C3 ¼ A2PBðpRmD � qRmD"Þ, C4 ¼
s2
eRmD

A2PB"ðpRmDþqRmDÞ, T3 ¼ gRmDNRmD"

C3E2
þ C4

C3
, b2 ¼

4�BRmgRmDNRmD", g2 ¼ �RmD

C3
, L2 ¼ C3T3 � C4, dl2 ¼

cos ½ð2l2�1Þp
2Y2

	 and Q2 ¼
"s2eRmD

A2G2ðpRmDþqRmDÞþ"gRmDNRmD

A2G2ðpRmD�"qRmDÞ .

For " < 1maxfpSRm

qSRm
;
pRmD

qRmD
g, otherwise the OP expressions

are equal to 1.

Proof: See Appendix A. &

To get deeper insights, the asymptotic behavior of non-ideal

conditions ðs2
eSRm

¼ s2
eRmD

¼ tÞ is investigated at high SNRs

in the following corollary.4

Corollary 1: The asymptotic expression of OP for RRS strat-

egy under non-ideal conditions ðs2
eSRm

¼s2
eRmD

¼ tÞ is given by

PRRS;1
out ¼ 1� e��SRm

H1��RmDH2 ; (12)

where H1 ¼ "s2
eSRm

ðpSRm þ qSRmÞ=pSRm � "qSRm and H2 ¼
"s2

eRmD
ðpRmD þ qRmDÞ=ðpRmD � "qRmDÞ.

Proof: Based on (7), the asymptotic channel capacities of

S ! Rm and Rm ! D can be written in a unified form as

C1;ni
t ¼1� a

2
log 2 1þ ĥt

�� ��2pt
s2
et
ptþ ĥt

�� ��2qtþs2
et
qt

0
@

1
A; t2 SRm;RmDf g

(13)

According to the definition of OP, the following expression

can be obtained as

P1;ni
out ¼ Pr min C1;ni

SRm
; C1;ni

RmD

� �
< Rth

n o
¼ 1� Pr C1;ni

SRm
> Rth

n o
Pr C1;ni

RmD
> Rth

n o
: (14)

Utilizing the similar methodology of Appendix A, (12) can

be derived. &

Furthermore, the diversity order is investigated, which can

be defined as [34]:

d ¼ � lim
rj!1

log P1
out

� �
log rj

; (15)

where rj is the average SNR and P1
out is the asymptotic OP.

Corollary 2: The diversity order of OP for RRS scheme in

the presence of non-ideal conditions (s2
eSRm

¼ s2
eRmD

¼ t) can
be obtained as follows:

dniRRS rSRm
; rRmD

� � ¼ 0: (16)

Proof: Follows trivially by using (15) and the definition of

derivative. &

Remark 1: From Theorem 1, Corollary 1 and Corollary

2, the following observations can be obtained as: 1) When M
increases gradually, it can be seen that (11) and (12) are inde-

pendent of M, so the RRS scheme will not change with the

increase or decrease of the number of antennas; 2) At high

average SNR, PRRS;1
out is a fixed non-zero constant, which

results in 0 diversity order. This means that the diversity order

can not be improved by increasing the number of relays.

2) Suboptimal Relay Selection: For SRS strategy, the opti-

mal relay is selected according to maximizing the capacity of

the link S ! Rm, which can be expressed as

a ¼ arg max
m¼1;2;���M

CSRm; (17)

CRa ¼ min CSRa; CRaDð Þ: (18)

Based on (9) and (17), we have the following Theorem 2.

PRRS
out ¼1� �SRm

C1
e
��SRmC2

C1

ffiffiffiffi
b1
g1

s
K1

ffiffiffiffiffiffiffiffiffiffi
b1g1

p� �
� pL 1

2Y1

XY1
l1¼0

e
�2�BSgSRmNSRm"

L1 dl1
þ1ð Þ ��SRmL1 dl1

þ1ð Þ
2C1

ffiffiffiffiffiffiffiffiffiffiffiffi
1�d2l1

q2
4

3
5þe�BSE1 e��SRmQ1�e��SRmT1

� �0
@

1
A


 �RmD

C3
e
��RmDC4

C3

ffiffiffiffi
b2

g2

s
K1

ffiffiffiffiffiffiffi
b2g2

p
�pL2
2Y2

XY2
l2¼0

e
�2�BRm gRmDNRmD"

L2 dl2
þ1ð Þ ��RmDL2 dl2

þ1ð Þ
2C3

ffiffiffiffiffiffiffiffiffiffi
1�d2l2

q2
4

3
5þe��BRmE2 e��RmDQ2�e��RmDT3

� �0
@

1
A

(11)

PSRS
out ¼ 1þ X

C5
e
��SRa sþ1ð ÞC6

C5

ffiffiffiffiffi
b3

g3

s
K1

ffiffiffiffiffiffiffiffiffiffi
b3g3

p� �
� pL3

2Y3

XY3
l3¼0

e
�2�BSgSRmNSRa "

L3 dl3
þ1ð Þ ��SRa sþ1ð ÞL3 dl3

þ1ð Þ
2C5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d2l3

q2
4

3
5

0
@

� X
�SRa sþ1ð Þ e

��BSE1��SRa sþ1ð ÞT5� 1� 1�e��SRaQ3
� �Mh i

e��BSE1
�

 e��BRaE2 e��RaDQ4 � e��RaDT7

� �þ�
�RaD

C7
e
��RaDC8

C7

ffiffiffiffiffi
b4

g4

s
K1

ffiffiffiffiffiffiffiffiffiffi
b4g4

p
� pL4

2Y4

XY4
l4¼0

e
�2�BRa gRmDNRaD"

L4 dl4
þ1ð Þ ��RaDL4 dl4

þ1ð Þ
2C7

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d2l4

q2
4

3
5
1
A

(19)

4 Through this paper, we have �tr ¼ 1, ftr ¼ 0� and s2
e¼0 for non-ideal

conditions, while �tr 6¼ 1, ftr 6¼ 0� and s2
e¼0; s2

e > 0 for ideal conditions,
respectively.
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Theorem 2: The analytical expression of OP is provided for

SRS strategy in (19) as shown at the top of the previous page,

where X ¼ �M�SRa

PM�1
s¼0 ðM � 1

s
Þð�1Þs, C5¼A1PBðpSRa�

qSRa"Þ, C6 ¼ s2
eSRa

A1PB"ðpSRa þ qSRaÞ, T5 ¼ gSRa
NSRa

"

C5E1
þ C6

C5
,

b3 ¼ 4�BSgSRaNSRa", g3 ¼ �SRa
ðsþ1Þ
C5

, L3 ¼ C5T5 � C6,

dl3 ¼ cos ½ð2l3�1Þp
2Y3

	, C7 ¼ A2PBðpRaD � qRaD"Þ, C8 ¼
s2
eRaD

A2PB"ðpRaD þ qRaDÞ, T7 ¼ gRaDNRaD"

C7E2
þ C8

C7
, b4 ¼

4�BRagRaDNRaD", g4 ¼ �RaD

C7
, L4 ¼ C7T7 � C8 and

dl4 ¼ cos ½ð2l4�1Þp
2Y4

	.
Proof: See Appendix B. &

Similarly, the asymptotic behavior of non-ideal conditions

is studied of OP for SRS strategy in the high SNR regime.

Corollary 3: The asymptotic expression for the OP of SRS

strategy under non-ideal conditions ðs2
eSRa

¼ s2
eRaD

¼ tÞ is

given by

PSRS;1
out ¼ 1� 1� 1� e��SRa

H3
� �M� �

e��RaDH4 ; (20)

where H3 ¼ "s2
eSRa

ðpSRa þ qSRaÞ=pSRa � "qSRa and H4 ¼
"s2

eRaD
ðpRaD þ qRaDÞ=ðpRaD � "qRaDÞ.

Then, the diversity order of OP for SRS strategy under non-

ideal conditions (s2
eSRa

¼ s2
eRaD

¼ t) is presented in the fol-

lowing corollary.

Corollary 4: The diversity order of OP for SRS scheme in

the presence of non-ideal conditions (s2
eSRm

¼ s2
eRmD

¼ t) is
given by:

dniSRS rSRa
; rRaD

� � ¼ 0: (21)

Remark 2: From Theorem 2, Corollary 3 and Corollary 4,

we can obtain the following conclusion as: 1) when the num-

ber of relay increases, it can be concluded from formulas (19)

and (20) that the system’s outage performance becomes better

under the SRS strategy; 2) From expression (19), it can be

obtained that when M is fixed and the transmit power at B is

in a high state, the OP will cause an error floor; 3) From (21),

we can observe that the diversity order of the considered sys-

tem is zero due to the fixed constant for the OP in the high

SNR regime.

3) Optimal Relay Selection: For ORS strategy, the optimal

relay is selected according to maximize the capacity of the

links both S ! Rm and Rm ! D

m� ¼ arg max
1�m�M

min CSRm; CRmDf g; (22)

CRm� ¼ max
1�m�M

CRm: (23)

According to (9) and (23), Theorem 3 can be obtained as

following.

Theorem 3: The analytical expression of the OP is provided

for the ORS strategy in (24) as shown at the top of the page.

Proof: See Appendix C. &

Next, the asymptotic behavior for the OP of ORS strategy in

the presence of non-ideal conditions is studied.

Corollary 5: The asymptotic expression of OP for the ORS

strategy under non-ideal conditions ðs2
eSRa

¼ s2
eRaD

¼ tÞ is

given by

PORS;1
out ¼

YM
i¼1

1� e��SRm
H1��RmDH2

� �
: (25)

Corollary 6: The diversity order of OP for ORS strategy

under non-ideal conditions (s2
eSRm

¼ s2
eRmD

¼ t) is following:

dniORS rSRm
; rRmD

� � ¼ 0: (26)

Remark 3: From Theorem 3, Corollary 5 and Corollary 6,

we can get the following points as: 1) When M increases,

PORS
out and PORS;1

out will become smaller because, which means

that the system’s outage performance becomes better under

the ORS strategy; 2) As PB goes to infinity, the OP of the con-

sidered system under non-ideal conditions has an error floor;

3) We can also observe that the diversity order is 0, which

means that the slope of the outage probability is 0.

B. Intercept Probability Analysis

IP is an important performance metric of wireless commu-

nication systems, the secrecy performance of the multi-relay

networks with IQI is studied in terms of IP considering two

scenarios of direct transmission and transmission via relay.

The definition of IP is the probability that the channel capacity

between S ! E or Rm ! E is greater than the threshold Rth,

which can be formulated as

P
direct=relay
int ¼D Pr CSE=RcE > Rth

	 

; (27)

where Rc is the selected relay, CSE and CRcE are the intercept

capacities of S ! E and Rc ! E, respectively.

1) Direct Transmission: Under the condition of direct

transmission, based on (6) and the definition of (27), the

closed-form analytical expression of IP under the condition of

direct transmission can be obtained as Theorem 4.

Theorem 4: The analytical expression of IP under the con-

dition of direct transmission is provided in (28) as shown at

the bottom of the next page, where C9 ¼ A1PBðpSE � qSE"Þ,

PORS
out ¼

YM
m¼1

1� �SRm

C1
e
��SRmC2

C1

ffiffiffiffiffi
b1

g1

s
K1

ffiffiffiffiffiffiffiffiffi
b1g1

p� �
� pL1

2Y1

XY1
l1¼0

e
�2�BSgSRmNSRm"

L1 dl1
þ1ð Þ ��SRmL1 dl1

þ1ð Þ
2C1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d2l1

q2
4

3
5þ e�BSE1 e��SRm

Q1� e��SRm
T1

� �0
@

1
A

8<
:


 �RmD

C3
e
��RmDC4

C3

ffiffiffiffiffi
b2

g2

s
K1

ffiffiffiffiffiffiffiffiffiffi
b2g2

p
�pL2

2Y2

XY2
l2¼0

e
�2�BRmgRmDNRmD"

L2 dl2
þ1ð Þ ��RmDL2 dl2

þ1ð Þ
2C3

ffiffiffiffiffiffiffiffiffiffiffiffi
1� d2l2

q2
4

3
5þ e��BRmE2 e��RmDQ2� e��RmDT3

� �0
@

1
A
9=
;

(24)
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C10 ¼ s2
eSE

A1PB"ðpSE þ qSEÞ, T9 ¼ "gSENSE=C9E1 þ C10=C9,

b5 ¼ �BSgSENSE", g5 ¼ �SE
C9

, L5 ¼ C9T9 � C10, dl5 ¼ cos
½ð2l5 � 1Þp=2Y5	 and Q5 ¼ "s2

eSE
A1G1ðpSE þ qSEÞ þ "gSENSE=

A1G1ðpSE � "qSEÞ.
Proof: See Appendix D. &

2) Transmission via Relay: We then studied the security of

the considered system by utilizing relay to transmit informa-

tion in the following theorem.

Theorem 5: The analytical expression of IP under the trans-

mission via relay condition is provided in (29)

P relay
int ¼ e��BRc

E2 e��RcEQ6� e��RcET11
� �

þ�RcE

C11
e
��RcEC12

C11

ffiffiffiffi
b6

g6

s
K1

ffiffiffiffiffiffiffiffiffi
b6g6

p �pL6

2Y6

XY6
l6¼0

e
� b6

2L6 dl6
þ1ð Þ�

g6L6 dl6
þ1ð Þ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d2l6

q2
4

3
5

(29)

where C11 ¼ A2PBðpRcE � qRcE"Þ, C12 ¼ s2
eRcE

A2PB"
ðpRcE þ qRcEÞ, T11 ¼ gRcENRcE"=C11E2 þ C12=C11, b6 ¼
4�BRcgRcENRcE", g6 ¼ �RcE=C11, L6 ¼ C11T11 � C12, dl6 ¼
cos ½ð2l6 � 1Þp=2Y6	 and Q6 ¼ "s2

eRcE
A2G2ðpRcEþqRcEÞ

þ "gRcENRcE=A2G2ðpRcE� "qRcEÞ.
Proof: See Appendix E. &

IV. NUMERICAL RESULTS

In this section, some numerical results are provided to vali-

date the correctness of the obtained results in the above section.

The results are then verified using Monte Carlo simulations with

107 iterations. Unless otherwise specified, we set the parameters

as in Table I.

A. Reliability Analysis

Fig. 3 plots the OP versus the transmit power PB for differ-

ent RS strategies. For the purpose of comparison, the curves

of ideal conditions are provided. We set M ¼ 2 [40]. These

simulation results perfectly verify the derived closed-form

analytical expressions of (11), (19) and (24) and asymptotic

expressions of (12), (20) and (25), as well as (16), (21) and

(26). We can also see from the simulation results that: 1) OP

under the non-ideal conditions is greater than that of the ideal

conditions due to the IQI and CEEs; 2) The outage perfor-

mance under RRS strategy is worse than SRS and ORS strate-

gies, and ORS scheme has the best outage performance; 3)

There are error floors of the OP for the three RS schemes in

the high regions due to CEEs, which means that the system

OP performance can not always be improved by increasing

the transmit power.

Fig. 4(a) illustrates the OP of TX/RX amplitude �tr for dif-
ferent number of relays (M ¼ f2; 4g) under two RS strate-

gies [49]. We set PB ¼ 20 dB. These results indicate that the

OP for SRS is higher than that of ORS for arbitrary number of

relay (M > 1). This gap of OP between the two schemes

becomes large as the number of relays increases. Also, we can

see that the outage performance of the considered system is

proportional to the M. Finally, the OP of the system increases

gradually with the increase of TX/RX amplitude, which means

that the �tr has negative effects on the system performance.

Fig. 4(b) plots the OP versus phase mismatch ftr for different

number of relays under two RS strategies. As in Fig. 4(a), we

set PB ¼ 20 dB. These simulation results verify that with the

increase of ftr, the outage performance of the system gradu-

ally becomes worse. Furthermore, the effects of the number of

relays on the system performance in Fig. 3 and Fig. 4 are fur-

ther verified. From Fig. 4(a) and Fig. 4(b), we can observe that

the parameters of amplitude and phase mismatches have the

similar effects on the outage performance.

TABLE I
PARAMETERS FOR NUMERICAL RESULTS

Fig. 3. Influence of IQI: (a) OP versus TX/RX amplitude; (b) OP versus
phase mismatch.

P direct
int ¼ �e��BSE1��SET9þ �SE

C9
e
��SEC10

C9 2

ffiffiffiffi
b5

g5

s
K1 2

ffiffiffiffiffiffiffiffiffi
b5g5

p� �
�pL5

2Y5

XY5
l5¼0

e
�g5L5 dl5

þ1ð Þ
2 � 2b5

L5 dl5
þ1ð Þ ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� d2l5

q2
4

3
5þe��SEQ5��BSE1 (28)
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Fig. 5 shows the OP versus the transmit power PB under

three RS strategies for different CEE parameters. In this simu-

lation, we setM ¼ 2 [5]. The simulation results reveal that: 1)

when s2
e is a non-negative constant, the OPs for the three RS

schemes are positively correlated with CEE parameters; 2)

When s2
e ¼ Vð1þ drVÞ, the OPs decreases with the increase

of d, which means the reliability of the system increases gradu-

ally; 3) There are error floors for the OP of the three RS

schemes due to fixed non-negative CEEs.

Fig. 6 shows the OP versus PB for different time allocation

efficiencies a 2 f0:2; 0:4; 0:6g with M ¼ 2 [40]. We have the

following observations that: 1) when PB 2 ½0 dB : 24 dB	, the
outage performance of the system becomes stronger as the a

gets larger, that is, the reliability of the system increases; 2)

when PB 2 ½24 dB : 28 dB	, these simulation results show that

OP at a ¼ 0:6 is higher than a ¼ 0:4; 3) when PB 2
½28 dB : 32 dB	, the outage performance in the case of a ¼
0:6 is worse than that in a ¼ 0:2 and with the increase of a ¼
0:2; 0:4, the OP of the system decreases; 4) when PB 2
½32 dB : 40 dB	, the OP of the system gradually weakens with

a ¼ 0:6; 0:4; 0:2, that is, the outage performance of the system

gradually improves with the changing order of time allocation

efficiency.

Fig. 7(a) and Fig. 7(b) plot the OP versus energy conversion

coefficients for the three RS schemes. In this simulation, the

parameters are set M ¼ 2, &2 ¼ 0:5 in Fig. 7(a) and &1 ¼ 0:5
in Fig. 7(b) [41]. From Fig. 7(a) and Fig. 7(b), we can see that

the OPs under the case of the three RS schemes degrade when

&1 and &2 grow, i.e. the reliability of the system enhances with

the increase of the energy conversion coefficients of the system.

B. Security Analysis

Fig. 8 investigates the IP versus the transmit power PB for

different threshold rates and link schemes under two condi-

tions. The parameters is set as M ¼ 2 [40]. For different

threshold rates, it can be seen that the IP of the system

decreases as the Rth increases, and it can be obtained that the

IP in direct link transmission condition is smaller than that in

Fig. 4. OP versus the transmit power for different relay selection strategies.

Fig. 5. OP versus the transmit power for different CEE parameters.

Fig. 6. OP versus the transmit power for different time allocation factors.

Fig. 7. Influence of energy conversion coefficient: (a) OP versus &1; (b) OP
versus &2.

Fig. 8. IP versus the transmit power for different threshold rates and trans-
mission schemes.
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relay transmission condition. This means that cooperative

relay can improve the system performance by shortening the

distance between source and destination. We further explore

that the IP in the ideal case is smaller than the non-ideal case,

that is, the presence of IQI and ICSI in the system will

strengthen the security of the system in the high SNR region.

Fig. 9 illustrates the IP versus PB for different CEE s2
e . In

this simulation, two CEE cases are considered: 1) s2
e is a non-

negative constant; 2) s2
e is the function of the transmit average

SNR [5]. In this simulation, we set M ¼ 2. It can be seen that

with the aggravation of CEE parameters, the IP of the system

becomes smaller. This means that IQI parameters are benefi-

cial to the system IP. Similarly, it can be further concluded

that the IP of the system under relay transmission condition is

greater than the IP under direct transmission condition.

Fig. 10 shows the IP versus TX/RX amplitude �tr for differ-
ent phase mismatch ftr ¼ f0�; 20�; 40�g [49]. The simulation

results show that the IP under two transmission schemes of the

system degrades with the increase of IQI parameter �tr and

phase mismatch ftr. This means that the IQI existing in this

system is negatively correlated with IP under the conditions.

Fig. 11 plots the IP versus energy conversion coefficient &12
at S and Rm for different a with PB ¼ 5 dB [41]. From the

Fig. 10, we can draw the following conclusions: 1) Under the

conditions of IQI and CEEs, the IP for the two transmission

schemes of the system is proportional to the time allocation

factor; 2) With the increases of energy conversion coefficient,

the IP under different time allocation factors gradually

increases.

Fig. 12 illustrates that the OP under three RS strategies and

IP under two transmission link schemes versus time allocation

factor a [41]. As can be seen from the simulation, when a
increases, the OP of the proposed three RS schemes decreases

first and then increases, while IP under two transmission

schemes increases first and then decreases in the whole range,

which means that there is an optimal value in the process of a

gradually increasing. In addition, the optimal solution to bal-

ance the reliability and security of the system under consider-

ation can be obtained.

V. CONCLUSION AND FUTURE WORK

In this paper, we investigate the reliability and security of

multi-relay networks in terms of OP and IP in the presence of

nonlinear energy harvesters, ICSI and IQI. To improve the

security performance, three RS schemes are considered. For

reliability, we analyze the asymptotic behavior in the high SNR

regime and discuss the diversity order. For security, we con-

sider two representative cases. Theoretical analysis and experi-

ment results prove that: 1) The OP of the considered system

increases as the TX/RX amplitude and phase increases; 2) As

Fig. 9. IP versus the transmit power for different CEE parameters.

Fig. 10. IP versus the TX/RX amplitude for different phase mismatch.

Fig. 11. IP versus the energy converse coefficient for different time alloca-
tion factors.

Fig. 12. OP and IP versus the time allocation factor for different transmis-
sion strategies.
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the number of relays increases, the system’s outage perfor-

mance becomes better; 3) Different CEE modes have different

effects on the system. When the parameter is a non-negative

constant, the OP of the system increases as s2
e increases. When

the parameter is a variable, the OP decreases as d increases; 4)

The performance of the system is proportional to IP and energy

conversion coefficient; 5) There is a trade-off between reliabil-

ity and security, that is, when the performance of the interrup-

tion is relaxed, IP can be enhanced, and vice versa; 6) When the

system is under the condition of nonideal and the CEEs param-

eter is a constant, the OP exists error floor.

The work of our paper are focusing on the secure perfor-

mance of wireless-powered relaying networks affected by

IQI, however, our conclusions are not specific to other hard-

ware factors, such as, phase noise, amplifier non-linearities

and quantization error, etc. To this end, the analytical

method of our work can be extended to the above the hard-

ware imperfections. In fact, the ICSI is caused not only by

CCE at receiver, but also by feedback delay at the transmit-

ter. Our analysis can be extended to investigate the secure

performance of multi-antenna cooperative systems. The

above exciting extensions would be done as our future work.

In addition, cognitive radio technique can be introduced into

our considered communication system to further analyze the

security and reliability performance. Finally, the NOMA

technology and relatively optimization solutions can be

extend to our analysis [50].

APPENDIX A

PROOF OF THEOREM 1

According to the definition of OP and (6), the following

expression can be obtained as:

PRRS
out ¼Pr min CSRm; CRmDð Þ < Rthf g

¼ 1� Pr CSRm > Rthf g|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
I1

Pr CRmD > Rthf g|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
I2

: (A.1)

Substituting (6) into (A.1), set " ¼ 2
2Rth
1�a and the I1 can be

rewritten as:

I1¼Pr
ĥSRm

�� ��2rSRm
pSRm

s2
eSRm

rSRm
pSRmþ ĥSRm

�� ��2rSRm
qSRmþ s2

eSRm
rSRm

qSRmþ gSRm

>"

8<
:

9=
;

¼ Q1 þQ2; (A.2)

where

Q1 ¼ Pr
gSRmNSRm"

C1 ĥSRm

�� ��2�C2

< hBSj j2�E1; ĥSRm

�� ��2 � gSRmNSRm"

C1E1
þ C2

C1

8<
:

9=
;;

(A.3)
and

Q2 ¼ Pr ĥSRm

�� ��2 > Q1; hBSj j2 > E1

n o
¼ e��SRm

Q1��BSE1 ; (A.4)

in there, T2 ¼ gSRm
NSRm

"

C1jĥSRm
j2�C2

.

Substituting the PDF and CDF of Rayleigh fading into

(A.3), the following formula can be obtained by further calcu-

lation as:

Q1 ¼ ��SRm e��BSE1’1 � ’2

� �
; (A.5)

’1 ¼
Z 1

T1

e��SRm
ydy ¼ 1

�SRm

e��SRm
T1 ; (A.6)

according to the formula (3.324.1) in [51] and the following

expression (A.7) of Gaussian-Chebyshev quadrature [52], the

’2 as shown in (A.8) at the top of the page can be obtained asZ L

0

gðxÞdx � pL

2Y

XY
l¼0

g
L dl þ 1ð Þ

2

� � ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d2l

q
; (A.7)

Substituting (A.6) and (A.8) into (A.5), the Q1 can be

derived. Then substituting (A.4) and (A.5) into (A.2), the I1
can be obtained. Substituting (6) into (A.1), the I2 of follow-

ing expression can be rewritten as

I2 ¼ Q3 þQ4 (A.9)

Similar to the calculation of I1, the Q3 as shown at the top

of the page and Q4 can be obtained as follows and

Q4 ¼ e��RmDQ2��BRmE2 ; (A.11)

put (A.10) and (A.11) into (A.9), the I2 can be derived.
Substituting the expressions of I1 and I2, the (11) can be

obtained.

APPENDIX B

PROOF OF THEOREM 2

For SRS strategy, substituting (18) into (9), the following

expression can be obtained as

’2 ¼
1

C1
e
��SRmC2

C1

ffiffiffiffiffi
b1

g1

s
K1 2

ffiffiffiffiffiffiffiffiffiffi
b1g1

p� �
� pL1

2Y1

XY1
l1¼0

e
�2�BSgSRmNSRm "

L1 dl1
þ1ð Þ �L1�SRm dl1

þ1ð Þ
2C1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d2l1

q2
4

3
5 (A.8)

Q3¼�e��BRm
E2��RmDT3þ�RmD

C3
e
��RmDC4

C3

ffiffiffiffi
b2

g2

s
K1 2

ffiffiffiffiffiffiffiffiffiffi
b2g2

p� �
�pL2

2Y2

XY2
l2¼0

e
�2�BRmgRmDNRmD"

L2 dl2
þ1ð Þ ��RmDL2 dl2

þ1ð Þ
2C3

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d2l2

q2
4

3
5 (A.10)
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PSRS
out ¼ Pr min CSRa; CRaDð Þ < Rthf g

¼ 1� Pr CSRa > Rthf g|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
I3

Pr CRaD > Rthf g|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
I4

; (B.1)

the CDF and PDF of jĥSRa j2 can be written as

F
ĥRaDj j2ðyÞ ¼ 1� e��RaDy

 �M
; (B.2)

f
ĥSRaj j2 yð Þ¼M�SRa

XM�1

s¼0

M�1
s

� �
�1ð Þse��SRa

sþ1ð Þy: (B.3)

Similar to the calculation process of Appendix A, the I3 and
I4 can be expressed as

I3 ¼ Q5 þQ6; (B.4)

where

Q5 ¼Pr hBSj j2 C5 ĥSRa

�� ��2� C6

� �
> gSRmNSRa"; hBSj j2�E1

n o
¼ X e��BSE1’5 � ’6

� �
; (B.5)

’5 ¼
Z 1

T5

e��SRa
sþ1ð Þxdx ¼ 1

�SRa sþ 1ð Þ e
��SRa

sþ1ð ÞT5 ; (B.6)

and ’6 as shown in (B.7) at the top of the page, and

Q6 ¼ Pr ĥSRa

�� ��2 > Q3; hBSj j2 > E1

n o
¼ 1� 1� e��SRa

Q3
� �Mh i

e��BSE1 ; (B.8)

putting (B.6) and (B.7) into (B.5), the Q5 can be obtained;

substituting (B.5) and (B.8) into (B.4), the I3 can be derived.
Then, substituting (8) into (B.1), the following formula can

be expressed as

I4 ¼ Q7 þQ8; (B.9)

where

Q7 ¼Pr hBRaj j2 C7 ĥRaD

�� ��2� C8

� �
>gRmDNRaD"; hBRaj j2�E2

n o
¼ ��RaD e��BRaE2’7 � ’8

� �
; (B.10)

’7 ¼
Z 1

T7

e��RaDydy ¼ 1

�RaD
e��RaDT7 ; (B.11)

the ’8 as shown in (B.12) at the top of the page and Q8 is

obtained as following

Q8 ¼ Pr ĥRaD

�� ��2 > Q4; hBRaj j2 > E2

n o
¼ e��RaDQ4��BRaE2 ;

(B.13)

putting (B.11) and (B.12) into (B.10), the Q7 can be obtained;

substituting (B.10) and (B.13) into (B.9), the I4 can be

derived.

Substituting I3 and I4 into (B.1), the (19) can be obtained.

APPENDIX C

PROOF OF THEOREM 3

According to the definition of (9) and (22), the following

expression for ORS strategy can be obtained as

PORS
out ¼ Pr CRm� < Rth

	 

¼ Pr max

1�m�M
min gSRm

; gRmD

	 

< "

� �

¼
YM
m¼1

1� I1I2ð Þ;
(C.1)

put I1 and I2 of Appendix A into (C.1), the (23) can be

obtained.

APPENDIX D

PROOF OF THEOREM 4

Substituting (6) into (27), the following expression can be

obtained as

P direct
int ¼D Pr CSE > Rthf g

¼ Q9 þQ10: (D.1)

Similar to the Appendix A, theQ9 andQ10 can be expressed

as

Q9¼Pr
gSENSE"

C9 ĥSE

�� ��2�C10|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
T9

< ĥBS

�� ��2�E1; ĥSE

�� ��2�gSENSE"

C9E1
þ C10

C9|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
T10

8>>>><
>>>>:

9>>>>=
>>>>;

¼ ��SE e��BSE1’9� ’10

� �
; (D.2)

Q10 ¼ Pr ĥSE

�� ��2 > Q5; ĥBS

�� ��2 > E1

n o
¼ e��SEQ5��BSE1 ; (D.3)

’6 ¼
Z 1

T5

e��SRa
sþ1ð Þx��BST6dx ¼ 1

C5
e
��SRa sþ1ð ÞC6

C5

ffiffiffiffiffi
b3

g3

s
K1 2

ffiffiffiffiffiffiffiffiffiffi
b3g3

p� �
� pL3

2Y3

XY3
l3¼0

e
�2�BSgSRmNSRa "

L3 dl3
þ1ð Þ ��SRa sþ1ð ÞL3 dl3

þ1ð Þ
2C5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d2l3

q2
4

3
5 (B.7)

’8 ¼
1

C7
e
��RaDC8

C7

ffiffiffiffiffi
b4
g4

s
K1 2

ffiffiffiffiffiffiffiffiffiffi
b4g4

p� �
� pL4

2Y4

XY4
l4¼0

e
�2�BRa gRmDNRaD"

L4 dl4
þ1ð Þ ��RaDL4 dl4

þ1ð Þ
2C7

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d2l4

q2
4

3
5 (B.12)
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where

’9 ¼
Z 1

T9

e��SEydy ¼ 1

�SE
e��SET9 ; (D.4)

and ’10 as shown at the top of the page.Putting (D.4) and (D.5)

into (D.2), the Q9 can be derived; then, substituting Q9 and

Q10 into (D.1), the (28) can be obtained.

APPENDIX E

PROOF OF THEOREM 5

Substituting (6) into (23), the following expression can be

obtained as

P relay
int ¼D Pr CRcE > Rthf g

¼ Q11 þQ12: (E.1)

Similar to the Appendix A, the Q11 and Q12 can be

expressed as

Q11 ¼ Pr
gRcENRcD"

C9 ĥRcD

�� ��2�C10|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
T10

< hBRcj j2�E2; ĥRcE

�� ��2�gRcENRcE"

C9E2
þ C10
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Q12 ¼ Pr ĥRcE

�� ��2 > Q5; hBRcj j2 > E2

n o
¼ e��RcEQ5��BRcE2 ; (E.3)

where

’9 ¼
Z 1

T9

e��RcEydy ¼ 1

�RcE
e��RcET9 ; (E.4)

and ’10 as shown in (E.5) at the top of the page.

Putting (E.4) and (E.5) into (E.2), theQ11 can be derived; then,

substitutingQ11 andQ12 into (E.1), the (29) can be obtained.
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Abstract

Mobile Edge Computing (MEC) provides different storage and computing capabilities within the access range of mobile

devices. This moderates the burden of offloading compute/storage-intensive processes of the mobile devices to the

centralized cloud data centers. As a result, the network latency is reduced and the quality of service provided for the

mobile end users is improved. Different applications benefit from the large-scale deployments of MEC servers.

However, the considerable complexity of managing large scale deployments of the sheer number of applications for

the millions of mobile devices is a challenge. Recently, Software Defined Networking (SDN) is leveraged to resolve the

problem by providing unified and programmable interfaces for managing network devices. Most of the current SDN

packet processing services are tightly dependent on the packet classification service. This primary service classifies any

incoming packet based on matching a set of specific fields of its header against a flow table. Acceleration of this basic

process considerably increases the performance of the SDN-based MEC. In this paper, the hierarchical tree algorithm,

which is a packet classification method, is parallelized using popular platforms on a cluster of Graphics Processing

Units (GPUs), a cluster of Central Processing Units (CPUs), and a hybrid cluster. The best scenario for the parallel

implementation of this algorithm on the CPU cluster is that which combines OpenMP and MPI.

In this case, the throughput of the classifier is 4.2 million packets per second (MPPS). On the GPU cluster, two different

scenarios have been used. In the first scenario, the global memory is used to store the rules and the Hierarchical-trie of

the classifier while in the second scenario we break the filter set in a way that the resulting Hierarchical-trie of each

subset could be stored in the shared memory of GPU. According to the results, although the first GPU cluster scenario

achieves a throughput of 29.19 MPPS and a speedup 58 times as great as the serial mode, the second scenario is 12
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times faster due to using the shared memory. The best performance, however, belongs to the hybrid cluster mode. The

hybrid cluster achieves a throughput of 30.59 which is 1.4 MPPS more than the GPU cluster.

Introduction

The advent of several mobile applications, such as intelligent transport systems [1], virtual reality [2], Human activity

recognition, and control [3], [4], [5], [6], and smart environments [1], [7], [8] has implied the availability of a large pool

of computing and storage resources. Hence, the considerable growth in data volume that comes from the massive

number of devices enabled by 5G has made mobile edge computing more important than ever before [9], [10]. Beyond

its abilities to reduce network traffic and improve user experience, edge computing also plays a critical role in enabling

use cases for ultra-reliable low-latency communication in industrial manufacturing and a variety of other sectors [11].

Especially, facilitating cloud-like resources at the edge of the network is a challenging issue for the telecommunication

sector [12]. By the introduction of the Mobile Edge Computing (MEC) in 2014, a sustainable business model is provided

for mobile operators, service providers, and mobile subscribers [13], [14]. MEC aims to provide cloud capabilities within

the Radio Access Network (RAN) in the area of mobile subscribers [15]. That is, it provides accelerated services,

contents, and applications by increasing availability at the edge [16]. Recently, flexible and scalable solutions of SDN for

a large set of challenges that are encountered within the traditional networking approach, have introduced it as a

suitable collaborator for MEC [17]. When the intrinsic properties of SDN are considered, three practical models for

fruitful collaboration of SDN and MEC in real-world scenarios would be exploited, including multi-tier edge computing

architecture, service-centric access to the edge, and network function virtualization (NFV) [17], [18]. SDN has

proficiencies of arranging the network, its services, and devices by hiding the complexities of the varied mobile

environment from end-users. Thus, SDN can moderate the barriers and limits that multi-tier MEC infrastructure will

meet. The SDN control mechanism can reduce the complexity of MEC by utilizing accessible resources more efficiently.

SDN dynamically routes the traffic between MEC servers and cloud servers to deliver the highest quality of service to

end-users. In the second model of collaboration, the NFV platform of SDN can be dedicated to MEC or shared with

other network functions or applications. In this model, MEC can use NFV management and orchestration entities and

interfaces. Finally, as the third form of collaboration, SDN provides high speeds in content delivery between the MEC

and central cloud systems.

These collaboration models result in several benefits including high resolution & effective control, flexibility and low

barrier on innovation, service-centric implementation, virtual machine mobility, adaptability, interoperability, low-cost

solutions, and multiplicity of scope [17].

SDN uses the limited network resources optimally and enables flexible network management by separating the control

operations from the data management [19]. For this purpose, the forwarding switch nodes cannot take decisions on

their own, instead, a software-based controller that has a general view of the underlying network makes the

forwarding and routing decisions. All operations of the SDN controller, especially its flexible communication with

switches are carried out according to the OpenFlow protocol. The chief functionalities of the SDN controller include

managing the flow tables on the forwarding nodes, collecting statistics, and populating them by editing the packet

classification rules. To classify a packet appearing at an ingress port of an SDN switch, the switch performs a lookup on

its flow table, according to a classification algorithm to find any matching rule. If found, the corresponding action on

the packet. Otherwise, the switch requests the controller to figure out the most appropriate action. The decided action

is applied to the packet, and the necessary classification rule is installed on the corresponding switch.

The performance of the classification engine of an SDN switch has a great impact on the overall performance of the

system [20], [21]. There are different methods for parallel implementation of packet classification algorithms [1], [22],

[23], [24], [25], [26]. Some of these methods, e.g. parallelization of algorithms on GPUs and multi-core CPUs, have been

recently implemented. Due to the limitation of hardware resources, however, the throughput of these systems can

hardly reach the cumulative throughput rates of current network systems. A common solution to overcome this

limitation is CPU clusters and GPU clusters. The present study is the first attempt to parallelize the Hierarchical-trie

algorithm on a CPU cluster, a GPU cluster, and a hybrid cluster. The innovations of this study are as follows:

• For the first time, a cluster system has been used for packet classification.
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• This study compares for the first time the performance of programming based on Message Passing Interface (MPI)

with that of OpenMP-based programming in cluster computations.

• In all the scenarios, the effect of different types of memory in the hierarchy of GPU memory on the performance of

concurrent processes of packet classification in a GPU cluster is investigated.

• The parameters of memory usage, speedup, and throughput are measured based on the results of our

implementation of the scenarios which are combinations of MPI, CUDA, and OpenMP.

The paper is organized as follows. Section 2 discusses the Hierarchical-trie packet classification algorithm. Next, cluster

systems and their programming will be described. In Section 3, the literature on different architectures of the cluster

and parallel implementations of packet classification algorithms will be reviewed. Section 4 provides a description of

the proposed scenarios for the parallelization of Hierarchical-trie algorithm on CPU clusters, GPU clusters, and hybrid

clusters. In the next section, the implementation results will be analyzed and evaluated. The final section compares the

results of our work with other findings in this field and proposes suggestions for further research.

Section snippets

Tools and algorithms

This section describes the structure of the Hierarchical-trie algorithm as well as how this algorithm classifies internet

packets. Next, cluster computing and its related parallelization tools are discussed.…

Review of literature

Zhou et al. conducted one of the preliminary research studies of the parallelization of packet classification algorithms

on multi-core systems [43]. They parallelized linear search algorithm and area-based tree search algorithm using

Pthread library. The maximum throughput of their parallel packet classifier was 11.5 Gbps. Another dominant study

was conducted by Qu et al. in 2015. They parallelized the Bit-vector packet classification algorithm on multi-core

processors using the OpenMP. The…

Proposed method

In this section, we shall first describe the cluster used for the implementation. Next, we shall explain the

parallelization of Hierarchical-trie algorithm on a CPU cluster, a GPU cluster, and a hybrid cluster. As Table 2 predicts,

the hybrid cluster can reveal the highest performance level. Also, it is expected that the complexity of a hybrid cluster

algorithm is more than that of any parallel algorithm.

…

Implementation and evaluation

In this section, we will first describe a software suite for generating the filter sets of experimental headers. Next, we

will discuss our criteria and evaluate the results from the scenarios described in Section 4.…

Conclusion

MEC is a new accelerated trend in ubiquitous computing where the computational resources are being brought nearer

to the mobile users. SDN, can serve as an enabler to reduce the complexity barriers involved and let the real potential

of MEC be achieved. That is, the complexities resulted from deploying the cloud-like resources and related services at

the edge of the mobile network can be solved by a control mechanism that can orchestrate the distributed

environment. All data flow management,…
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Enhancing the Performance of Flow Classification
in SDN-Based Intelligent Vehicular Networks

Mahdi Abbasi , Hajar Rezaei, Varun G. Menon , Senior Member, IEEE,

Lianyong Qi , Member, IEEE, and Mohammad R. Khosravi

Abstract— Intelligent vehicular networks converged with
software-defined networking provides several flow-based surveil-
lance services to mobile applications on vehicular nodes. But,
as the scale of such networks grows exponentially, a substantial
delay in processing tremendous flows emerges. The delay can be
reduced by accelerating the packet classification methods, which
are nowadays exploited in software-defined vehicular networks.
Fast packet classification lets firewalls to inspect each incoming
packet at wire speed. One of the well-known packet classification
methods is the KD-tree algorithm. This paper presents an
enhanced version of this algorithm that uses the geometric space
to display different fields and increases search speed by recursive
decomposition of the search space. Also, the enhanced KD-tree
is integrated with a leaf-pushing technique, which enhances
the performance of KD-tree search during classification. The
proposed algorithm is implemented using a bloom filter data
structure and a hash table. Experimental results show that
the proposed leaf-pushed KD-tree algorithm improves packet
classification speed up to 24 times in comparison with the
conventional KD-tree. Moreover, the proposed algorithm can
significantly reduce the classification time in comparison with
state-of-the-art tree-based algorithms.

Index Terms— Intelligent vehicular network, flow classification,
KD-tree algorithm, leaf-pushing, performance, software-defined-
networking (SDN).

I. INTRODUCTION

INTELLIGENT Vehicular Network (IVN) is one of the
world-evolving technologies that help enhance road safety

and efficient traffic control in smart cities [1]. This technology
uses various communication technologies to provide organized
routes to high mobility vehicular nodes [2], [3]. Although
recently exploited high-speed communication technologies can
provide dependable and universal mobile coverage [4], several
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prominent features of novel deployments of IVN lead new
challenges, such as unbalanced traffic flow in a multi-path
topology and inefficient network utilization [5]–[7]. Thus,
flexible and programmable architectures like software-defined-
networking (SDN) have been recently proposed as a key
solution for IVNs. The network programmability feature of the
SDN, when added to IVN lets external applications to simply
reconfigure the equipment and wireless devices [8]. That is,
the SDN provides considerable flexibility in evolving vehicular
network infrastructure [9], [10]. For this purpose, flow classi-
fication rules are configured and assigned to switches dynami-
cally according to the network conditions and the requirements
for applications on IVN [11]. Flow classification enables an
SDN controller to provide several on-demand IVN surveil-
lance services. Each SDN controller manages a dynamic set of
packet classification rules, each of which corresponds to a data
stream to/from a specific vehicular node [11], [12]. An essen-
tial prerequisite for classifying data into specific flows is the
packet classification [13]–[17]. Packet classification refers to
the process of classifying network packets into flows in routers
and switches. Various methods have been so far developed for
this purpose which are different in terms of classification time
and memory usage. The methods are either software-based or
hardware-based. Major hardware-based methods make use of
Field-Programmable Gate Array (FPGA) and Ternary Content-
Addressable Memory(TCAM) [18]. In general, although
hardware-based classifiers achieve high speeds and throughput
rates up to 100 MPPS (million packets per second), they
cannot be easily developed and customized due to the limited
resources on the chip [19], [20]. Moreover, these systems carry
high costs and have a low efficiency-to-cost ratio. This is why
software-based methods have become the focus of attention in
recent years [19]–[24].

In spite of their extensibility, software-based classifiers do
not function efficiently in networks with high bandwidth due to
the low speed of the serial processing of instructions in CPUs.
The challenge of accelerating the software-based classifiers
of IP packets, therefore, has resulted in considerable research
with the aim of developing methods to increase the speed of
classification algorithms. In this study, we seek to use the leaf
pushing technique to enhance the performance of KD-trees.
The KD-tree is a decision-tree packet classification algorithm.
Decision tree-based algorithms are considered as an important
class of software-based classification methods. In this type of
classification, the rule sets are stored in the search tree based
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on binary patterns in the rule fields. Hence, to find the rule
that best matches the incoming packet, the tree is traversed
based on the binary content of the fields in question [25].
Various tree-based algorithms such as AQT [26], HiCuts [27],
and Hyper-Cuts [28] have been so far developed. These
algorithms first, seek to obtain efficient search methods by
using the geometric representation of rules, and then construct
the corresponding decision tree.

As the main contribution, we propose a classification
method that makes use of leaf-pushing to allocate search
space in a KD-tree. In this method, the nodes in each path
that contain rules are reduced to one leaf node. The rules
to be compared with each packet are confined to the rules
stored in the leaf node and the process of searching the tree
is completely separated from the process of rule comparison.
As a result of optimizing the KD-tree and using leaf pushing
technique, both memory usage and access to off-chip memory
are reduced.

The paper is organized as follows. Section II reviews the
related literature. Next, the proposed method is described in
Section III and evaluated in Section IV. The final section
concludes the discussion and shows the direction of further
research.

II. RELATED WORK

In this section, the Area-based Quad Tree (AQT) algorithm
and the other relevant methods are briefly explained. Next, the
key idea behind leaf-pushing is fully explained.

A. Area-Based Quad Tree

In this algorithm, each packet is represented as a point in
the geometric space. Space decomposition algorithms provide
a search technique that uses a tree or tree-like structure to find
a rule that covers the packet. An area-based quad tree (AQT)
has a search area that consists of the source prefix address on
the X axis and the destination prefix address on the Y axis.
Each rule is represented as a square formed by the source and
destination prefix addresses [26].

B. Other Algorithms

Linear search compares the rules sequentially with the
incoming packet and has a low performance in terms of
time. Characteristic of space decomposition algorithms is their
geometric approach. In fact, the space of the classification
problem is represented as a d-dimensional geometric space
in which separators are shown as rectangles. While the rules
are stored only once in AQT, other space decomposition
algorithms allow their repetition to increase the efficiency of
packet classification. Hierarchical Intelligent Cutting algorithm
(HiCuts), for example, produces a decision tree by recursive
decomposition of the search space. On each node of the tree,
one decision is applied to decompose the current search space
into several subsets so that each subset would specify a child.
Each internal node keeps the information about the divisions
performed in the node including the field used in the cutting,
the number of cuttings, and the pointers to its children. Each
leaf node keeps the rules relating to the space covered by

the node. In grid-of-tries structure, pointers are used instead
of rule repetition to relate the nodes. This contributes to the
reduction of memory usage. This method does not require
recursive traversals; rather, it only traces the pointers back
to the node. The algorithm’s update time is so long that it is
better to recreate the data structure from scratch for addition
or omission of a rule. Therefore, this algorithm is appropriate
for static packet classifiers in two dimensions, but it cannot
be easily extended to multidimensional modes. An algorithm
that is suitable for multidimensional modes is Cross-product.
In this algorithm, for any given packet P, the best match for
each header field is found and all of the results are finally
combined to find the best match [27].

Another algorithm is Recursive Flow Classification. This
algorithm works by mapping the packet header information
onto a smaller number of bits in several phases according
to the features of actual classifiers. It is suitable for large
numbers of fields and provides a relatively high speed of
access, but it has low scalability because it changes the
structure of classification fields by adding a new field and
requires hardware implementation which is usually difficult to
modify [27].

C. Leaf Pushing

A leaf-pushed tree pushes all the prefixes in the internal
nodes downward into the leaves, thus storing prefixes only in
its leaves [29], [30].

None of the algorithms so far proposed have been able to
compromise between classification time and memory usage.
In other words, each of these algorithms is optimal either in
terms of classification time or in terms of the memory used by
its data structure. Therefore, we need a classification algorithm
that would be efficient concerning both criteria. With this aim,
the next section proposes such a method by making use of the
best features of previous algorithms.

III. THE PROPOSED METHOD

In this section, first, we explain the basic KD-tree algorithm
and its related data structure using a sample ruleset. Next,
we explain how our proposed method applies the leaf-pushing
technique on the sample KD-tree. Finally, a bloom-filter based
implementation of the leaf-pushed KD-tree is completely
explained.

A. KD-Tree Structure

In this algorithm each packet is represented as a point in
the geometric space. Space decomposition algorithms provide
a search technique that uses a tree structure to find a rule that
covers the packet. In a tree structure, all children of a node
share an identical prefix that is inherited from the parent node.
For example, the children of a parent node that begins with
“0” will begin with “0”.

Fig. 1 shows an example of a space decomposed by the two
fields F1 and F2 which represent the source and destination
prefix addresses from Table I, respectively. The wild card state,
represented by ∗, means that the rest of the bits can be 0 or 1.
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TABLE I

EXAMPLE OF A RULE SET [30]

Fig. 1. The rules from Table I as represented in the geometric decomposition
space of the KD-tree.

The space covered by a prefix on one axis is inversely related
to the prefix length; that is, a shorter prefix covers a larger
space. The length of the wild card state, for example, is always
0 and covers all the input spaces on the axis.

The partitioning of the geometric space is as following.
The search space is recursively decomposed into two equal
partitions based on F1 and F2. At the first level, this is done
through F1 which is the first dimension and, at the second
level, this is done through F2 which is the second dimension.
Thus, if one of the corners of the square space of a rule crosses
the boundary of its partition, the rule is considered as part of
the Crossing Filter Set (CFS) of that partition.

A KD-tree makes combines recursive decomposition and
tree-like structure. In fact, it provides two-dimensional packet
classification for binary trees with the aim of searching an IP
address.

As shown in Fig. 2, a KD-tree is built by the source and
destination prefix address of a rule. Each level of the tree in
the search space is divided into two parts based on one of the
prefixes.

We begin by the root node which covers the entire search
space. Partitioning at this level is based on the source prefix

Fig. 2. The binary KD-tree of the geometric space represented in Fig. 1.

code. In this way, all the rules with a source prefix code of 0
(in the left-hand partition of the geometric space) are inserted
on the left side of the root and the rules with a source prefix
code of 1 (in the right-hand partition of the geometric space)
are inserted on the right side. At the next level, partitioning
is done on the basis of the destination prefix address. This
will continue until every rule has been placed in a node. The
inserted into the CFS of a partition have identical prefixes
which are derived from the shortest prefix of each rule. They
are inserted into a node where the area and path correspond
to the sum of the lengths of source and destination prefix
addresses and the value of the source and destination prefix
codes, respectively. In this method, the rules are stored once
without any repetition.

Note that the shortest length of two prefixes determines the
area in which the rule is stored. In other words, the KD-tree
does not exactly represent the decomposed space. This will
increase the number of nodes on each path from the root to a
leaf and decrease the efficiency of search. The reason is that
the code used in the generation of a KD-tree is produced based
on the length of the shortest prefix field of the rule and the
rest of the length of longer fields is not used.

B. Leaf-Pushed KD-Tree

A leaf-pushed tree pushes all the prefixes in the internal
nodes downward into the leaves. Therefore, prefixes are only
stored in the leaves Fig. 3 represents the implementation of the
leaf-pushing on the tree of Fig. 2. The prefixes in a leaf-pushed
tree are joined, which optimizes the IP address search. Each
leaf node in the leaf-pushed tree corresponds to the joined
range of coverage and stores the prefixes which the range
covers. The leaf-pushing technique used here differs from that
utilized in IP address search problems. In IP address search
where the longest prefix matching is at stake, only the longest
prefixes are pushed into the leaves while here we push all
prefixes that cover the same range into the leaves with the
aim of solving packet classification problems.
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Fig. 3. The leaf-pushed tree of the geometric space represented in Fig. 1.

Fig. 4. Comparison of the architecture of conventional KD-tree and
leaf-pushing tree.

In what follows, we seek to turn a KD-tree into a leaf-
pushed tree. The leaf-pushed tree is created as following. In the
example in Fig. 2, the rules stored in the internal nodes include
R4, R5, R6, and R7. Let us examine the leaf-pushing process
for R4 (1∗, 10∗). This rule is in the first dimension. Since
there is no other prefix in this dimension, the rule can cover
both the left and the right child. Therefore, if we extend the
prefix address of the first dimension, which is the starting
point, we will obtain 10∗ and 11∗ and the rule R4 will be
transferred to its two child nodes. As the right node is a
leaf, further extension on this side is not necessary. On the
left side, as R4 still lies in an internal node, it should be
further extended. Since this rule still has a prefix code on
the second dimension (i.e. the destination), this bit will be
used. The bit is 0. Therefore, we move to the left side of the
node and stop further extension on arriving at a leaf node.
This process will continue for all rules in the internal nodes.
In fact, further extension of rules should stop with the end
of their nested relations because, although further extension
will increase search efficiency, the required memory will also
increase due to the repetition of rules in the nodes.

Algorithm 1 shows the pseudo code for searching the leaf-
pushed KD-tree. The input to this function is the input that
was assumed for explaining the search process in this tree, i.e.

Algorithm 1 The Pseudo Code for Searching the
Leaf-Pushed KD-Tree

Input: packet in_pkt
Output: ruleR

1: function SearchLea f PushingK dtree(in_pkt)
2: B M R = de f aul t
3: next_node = root; i = 0
4: while (next_node! = NU L L) do
5: node = next_node
6: if ((node.type =

= RuleNode)&&(B M R
> node.pri)) then

7: B M R = linear Search(in_pkt)
8: break
9: else

10: if (node.dimention == 0) then
11: next_node = node.ptr(in_pkt .srcA[i ])
12: else if (node.dimention == 1) then
13: next_node = node.ptr(in_pkt .dst A[i ])
14: i++
15: end if
16: if end
17: end while
18: //search f or wi ldcard rules
19: if (B M R > wi ld.threshold) then
20: B M R = linear Search(in_pkt);
21: if end
22: return BMR
23: function end

Fig. 5. Searching a tree by means of a Bloom filter and a hash table.

(6, 1711, 161, 01100, 01100). The output of the function is the
best matching rule (BMR). First, a default value is determined
for cases where the packet does not match any of the rules in
the database (line 2). The default value is usually the wild-card
state. Lines 4 to 17 traverse the tree. The traversal begins at
the root and the first dimension. The algorithm takes the first
bit of the source prefix code, which is 0, and moves to the left
child (line 10). At the next level, it takes the first bit of the
destination prefix code and moves to the left child (line 12).
Then it takes the second bit of the source prefix code, which
is 1, and moves to the right child. As the process continues
and a leaf node containing R1 is achieved (line 6), the search
is finished. R1 is compared with the packet header and, if they
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TABLE II

COMPARISON OF THE BEHAVIOR OF CONVENTIONAL KD-TREE AND THE PROPOSED LEAF-PUSHING TREE

Fig. 6. The structure of the leaf-pushing KD-tree in Figure (3) as modified
by means of HiCuts.

match, it is returned as the best matching rule (line 7). In this
step, if there are several rules in the node, they are searched
linearly to find the best matching rule. In this example, the
search is finished only by comparing one rule. Comparison
with R6 and R7 is avoided because they lie in the leaves.
Lines 18 to 22 are executed when none of the rules in the tree
match the packet. In this case, the packet is matched linearly
against a list of rules in which both input fields have wild-card
values and which have already been ordered by priority.

Fig. 4 compares the architecture of conventional KD-tree
and leaf-pushed tree. It should be noted that we keep the

KD-tree in the on-chip memory and the database in the
off-chip memory due to its large size. When a node containing
a rule is observed in a KD-tree, the algorithm is referred to
the memory whereas, in a leaf-pushed tree, the entire search
process is performed within the on-chip memory. The pointer
obtained in this search is used to access the off-chip memory
which keeps the classifier’s database.

C. Generating a Leaf-Pushed KD-Tree by Using a Bloom
Filter

In this section, we shall introduce a useful method for
implementing a leaf-pushing KD-tree. Characteristic of this
tree is that all the nodes that contain rules lie at the last level.
Thus, an efficient search method is to use a Bloom filter and a
hash table. Fig. 5 illustrates the proposed method which makes
use of a Bloom filter, a hash table, and a rule database.

The Bloom filter is responsible for determining whether or
not each input substring has a corresponding node in the tree.
Therefore, the Bloom filter should be applied to all the nodes
that contain rules in a leaf-pushing KD-tree.

First, the length of prefixes in the tree is sorted in a descend-
ing order and represented using vectors. Then a substring with
the same length as the longest prefix in the tree is retrieved
from the source and destination address prefixes of the packet
and a query is sent to the Bloom filter. If the result is positive,
the node with this prefix length contains a rule that matches
the input. As a Bloom filter never produces false negatives,
a negative result means that there is no node with the current
length. Afterwards, further queries will be sent to the Bloom
filter as the length of the input substring is being reduced down
to smaller lengths in the prefix vector. This will continue until

Authorized licensed use limited to: Scms School Of Engineering And Technology. Downloaded on July 27,2023 at 09:54:44 UTC from IEEE Xplore.  Restrictions apply. 



4146 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 22, NO. 7, JULY 2021

Fig. 7. Comparison of memory access among the proposed algorithm,
HiCuts, and AQT.

a positive result is obtained. In this way, the search proceeds
only by querying the Bloom filter. The role of the hash table is
to provide a pointer to possibly matching rules in the database.
For this purpose, every rule node must be stored in the hash
table.

For example, let us assume the input packet (01100, 01100,
161, 1711, 6). In the tree in Fig. 3, the vector of prefix
lengths is <3, 4, 5, 6, 7, 8, and 9>. The pseudo code
for Bloom filter search is shown in Algorithm 2. The input
to this function is our example packet. The output of the
function is the best matching rule (BMR). The Bloom filter
programmed according to the nodes of the tree in Fig. 3 will
return a positive result (line 3 in Algorithm 2) for the substring
001111000∗. Suppose that the probability of false positive
results is sufficiently small. Using the substring 001111000

Fig. 8. Comparison of memory usage among the proposed algorithm, HiCuts,
and AQT.

(which is a positive substring) as a hash key, the hash table is
accessed (line 4). By obtaining a pointer from the hash table,
R1 is accessed. Next, R1 is compared with the packet header
and, if they match, it is returned as the best matching rule
(line 6).

D. Modification of the Algorithm

Space decomposition algorithms such as HyperCuts [28],
HiCuts [27], and BC [31] are controlled by a predetermined
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TABLE III

COMPARISON OF THE MEMORY USED BY KD-TREE AND THE PROPOSED LEAF-PUSHED KD-TREE

Algorithm 2 The Pseudo Code for Searching by the
Proposed Algorithm Using a Bloom Filter
Input: packet in_pkt
Output: rules R

1: function SearchWith B F (n_ pkt)
2: B M R = de f ault
3: B M L = Search B F (n_ pkt)
4: rulePtr = Search H ASH (B M L)
5: //rule database search
6: B M R = linear Search(in_pkt, rulePtr)
7: //search f or wildcard rules
8: if (B M R > wild.threshold) then
9: B M R = linear Search(in_pkt);

10: end if
11: return BMR
12: end function

TABLE IV

COMPARISON OF THE PROPOSED ALGORITHM WITH OTHER ALGORITHMS

variable called binth. The binth controls the number of rules in
a decomposed space. To provide a similar control mechanism,
a modified form of the leaf-pushing KD-tree which was

proposed in the previous section is presented here so as to
reduce the number of memory accesses. In this modified
structure, a HiCuts tree is produced for each leaf node in which
the number of rules is greater than the value of binth.

In other words, the space covered by each node in the leaf-
pushing KD-tree is partitioned to make the number of rules
in a decomposition space equal to or smaller than the value
of binth. Fig. 6 represents the modified structure of the leaf-
pushing KD-tree in Fig. 3, with binth set to 2. The space
separated by the node 0101∗ contain three rules, which is
greater than binth. As a result, this space is partitioned by
HiCuts.

IV. IMPLEMENTATION AND EVALUATION

The proposed algorithm was implemented using C++ and
Classbench Suite [32]. Two of the most important criteria used
in the evaluation of packet classification algorithms include
search time (which is directly related to the number of memory
accesses) and memory usage. In our discussion, N denotes the
number of rules in the database and W denotes the maximum
prefix length in the rule database. Every rule has d dimensions.

A. Classbench

Classbench [33] is a simulator for generating rule sets with
any distribution along with headers corresponding to the rules.
This software suite can also produce the required packets.
It performs this task by using the control information and the
input parameters called ‘seed’ which are given to it through
a text file. This simulator fulfills the need of the developers
of packet classification algorithms for authentic, heterogeneous
rules that are found in firewalls, IP chains, and Access Control
Lists. In this study, we used three filter sets corresponding to
the parameters Acl2, Fw2, and Ipc2 with the number of rules
being 5k, 10k, 50k, and 100k.

B. Metrics

In this section, the efficiency of the suggested algorithm
is studied from different aspects such as memory required
for storing the data structure, complexity of algorithm, and
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TABLE V

COMPARISON OF THE SEARCH EFFICIENCY OF KD-TREE AND LEAF-PUSHING KD-TREE IN
TERMS OF THE NUMBER OF MEMORY ACCESSES (A: AVERAGE, W: WORST -CASE)

maximum number of memory accesses in classifying a typical
packet.

C. Evaluation

Table II compares the behavior of conventional KD-tree
and leaf-pushing tree. While the number of nodes in the leaf-
pushing tree does not show remarkable increase, the number
of stored rules has significantly increased. The efficiency of
the leaf-pushing tree strongly depends on the type of classifier
as well as on the number of rules in the wild-card field because
these rules tend to appear in many leaves. The FW rule set
has a high rate of rule repetition.

Table III shows the memory required by the KD-tree and
the leaf-pushing KD-tree. The size of the required on-chip
memory (Mi) is calculated based on the width of a single node
which includes the node type field, two child pointers, and one
rule pointer. This width is then multiplied by the number of
the nodes in the tree. This size is measured in KB, as opposed
to the size of the off-chip memory which is measured in MB.
As can be observed in the table, the increase in memory size
is quite remarkable and the generated tree can be easily stored
in the on-chip memory.

Table IV compares the complexity of the proposed algo-
rithm with state-of-the-art algorithms. The total number of
tuples in the classifier is Wd. The height of the KD-tree is
log Wd or d log W. The complexity of the structure is equal
to the height of the balanced KD-tree, i.e. O (d log W). For
the storage of N filters, the space complexity is O (Nd log W).
Also, Table IV provides a comparison between the proposed
algorithm and other classification algorithms. The proposed
algorithm has an acceptable performance in terms of time and
space complexity.

The average number of queries is related to the tree depth.
The number of inputs to each rule set is shown in Table V.

The average number of rule comparisons is obtained by
dividing the sum of comparisons for all inputs by the total
number of inputs. The worst case of rule comparisons belongs
to the input that causes the highest number of comparisons.
Our evaluations show that the average number of access to
the hash table in our algorithm is 1. The worst case of access

to the hash table is the maximum number of back-tracking
as a result of the false positive of the Bloom filter. In this
table, the number of accesses to the Bloom filter and the
hash table is represented by Ai and Wi, respectively. The
number of rule comparisons strongly depends on the type of
sets and the features of the tree, particularly in the case of
rules in which both prefix fields have the wild-card parameter.
For example, the FW rule set has many such rules. As these
rules are matched against the inputs after the BMR has been
obtained from the leaf-pushing tree, the worst number of rule
comparisons can be greater than the maximum number of rules
in a leaf node. According to the results of our evaluations, the
speedup achieved by the leaf-pushing KD-tree was 1 to 42
times as large as that achieved by the KD-tree. Fig. 7 compares
the average number of accesses to the memory in each
algorithm which refers to the number of rule comparisons.
As can be seen in the figure, the proposed algorithm had a
better performance in most of the sets in comparison with
other algorithms. The reason is that in a Bloom filter with a
remarkably low amount of error, access to the hash table is
minimized. Moreover, since the numbers are sorted by their
priority in the rule set, the number of rule comparisons is
reduced as a result of decreased memory access. It can be
seen in the figure that the number of memory accesses in the
AQT algorithm has been reduced from 23 to 1.

In Fig. 8, the memory usage of the proposed modified
structure is compared with that of HiCuts and AQT. Memory
usage is directly related to the repetition of rules. The proposed
modified structure can also be stored in an on-chip memory.
Even if the on-chip memory is not sufficient, the significant
reduction in the number of rule comparisons makes it possible
to store the rule database in an off-chip memory without any
concern about decrease in efficiency. As mentioned earlier,
the number of stored rules has increased in the proposed
method. The efficiency of the leaf-pushing tree strongly
depends on the type of classifier as well as on the number of
rules in the wild-card field because these rules tend to appear
in many leaves. As the rate of rule repetition in FW and IPC
rule sets is high, the memory usage of the proposed algorithm
increases in these classifiers. As can be seen in the figure, the
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memory usage of the algorithm is acceptable and there is a
77-percent reduction in comparison with AQT.

V. CONCLUSION

Software-defined intelligent vehicular networks require fast
packet classification algorithms to provide several flow-based
surveillance services to mobile applications on vehicular
nodes. This requirement emerges when the scale of such
networks grows exponentially and consequently results in
a considerable delay in processing big streams of network
packets to/from vehicular nodes. Using appropriate packet
classification methods and enhancing their speed is a key
solution to this problem.

In this paper, we first described the implementation of
KD-tree which is an algorithm for packet classification and
then discussed the structure of leaf-pushing tree. By using
leaf-pushing, the prefix information in longer prefixes would
significantly reduce the number of rules in a search path.
The rules are kept only in leaf nodes. We showed that leaf-
pushing technique can be efficiently used to separate the search
process from the process of rule matching. To improve the
performance of a previously generated tree, we used a Bloom
filter and a hash table. The Bloom filter is used in our proposed
method to search for a node that contains a rule that matches
an incoming packet. The function of the hash table is to
provide a pointer to the rule database when a node has been
found to contain a matching rule. Finally, we also proposed a
modified structure for our leaf-pushing KD-tree to enhance its
performance and reduce the number of accesses to the off-chip
memory.

We evaluated our method in terms of memory usage and
memory access. Although the required memory increased only
slightly, a significant improvement was observed in memory
access. The obtained speedup is indicative of the efficiency of
the proposed method. We compared the implementation results
with other algorithms for geometric space decomposition such
as AQT and HiCuts. The comparison proves that our modified
structure is significantly more efficient in reducing the number
of memory accesses. Our method could reduce this number
from 23 to 1 and its memory usage was comparable to other
algorithms.

To continue this research, parallel platforms like GPUs can
be used for parallelization of the packet classification process.
Given the larger number of computational cores in GPUs, it is
predictable that the parallelization of the proposed algorithm
would be expressively optimized on GPUs.
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Efficient Flow Processing in 5G-Envisioned
SDN-Based Internet of Vehicles Using GPUs
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Abstract— In the 5G-envisioned Internet of vehicles (IoV),
a significant volume of data is exchanged through networks
between intelligent transport systems (ITS) and clouds or fogs.
With the introduction of Software-Defined Networking (SDN), the
problems mentioned above are resolved by high-speed flow-based
processing of data in network systems. To classify flows of packets
in the SDN network, high throughput packet classification sys-
tems are needed. Although software packet classifiers are cheaper
and more flexible than hardware classifiers, they could only
deliver limited performance. A key idea to resolve this problem
is parallelizing packet classification on graphical processing units
(GPUs). In this paper, we study parallel forms of Tuple Space
Search and Pruned Tuple Space Search algorithms for the flow
classification suitable for GPUs using CUDA (Compute Unified
Device Architecture). The key idea behind the offered method-
ology is to transfer the stream of packets from host memory to
the global memory of the CUDA device, then assigning each of
them to a classifier thread. To evaluate the proposed method,
the GPU-based versions of the algorithms were implemented
on two different CUDA devices, and two different CPU-based
implementations of the algorithms were used as references.
Experimental results showed that GPU computing enhances
the performance of Pruned Tuple Space Search remarkably
more than Tuple Space Search. Moreover, results evinced the
computational efficiency of the proposed method for parallelizing
packet classification algorithms.

Index Terms— 5G, flow processing, GPU, Internet of Vehicles,
intelligent transport systems, SDN.

I. INTRODUCTION

OUR intelligent vehicular world is connected by the
Internet of vehicles (IoV). With the advent of the

fifth-generation (5G) wireless networks, the significant
development of network bandwidth and growth of hardware
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technologies has increased the speed of communications
considerably [2]–[4]. That is, the communications speed is
reached to terabits per second. SDN enhances the performance
by accelerating network systems to process the packets with
the rate of vehicular network communications [3], [5], [6]. For
this purpose, a new technology, packet classification, is used in
the architecture of modern network systems, which lets them
be flow-aware. In such systems, after classifying the received
packets into flows, the corresponding actions are performed
on each flow. A variety of modern network systems, including
high-speed core routers, network firewalls, intelligent intrusion
detection systems, and high-level network management
systems, run packet classification as their fundamental process.
In SDN-based IoV, as shown by Fig. 1, the flows of data
produced by billions of IoV sensing devices are transferred to
SDN controllers via high-speed switches and routers [7]. The
intermediate SDN switches should apply flow-based actions on
the received streams and process them at the speed of vehicular
network links. Therefore, to accelerate the flow classification
as the fundamental process of these systems, GPUs with their
rich computational resources are highly interested.

To classify an incoming packet, first, its header information
is compared against the filters of the classifier according to
specified fields to find a match. In this comparison, more than
one filter may match the packet, or no match may be found.
In the former case, the priority of filters is used to select
the best-matched filter. The action of this filter is applied to
the packet. In the latter case, a default action is applied by the
network processor on the unclassified packet. The standard
fields extracted from the packet header to be used in packet
classification include Service Type, Destination IP, Source IP,
Destination Port, and Source Port. The classifier may access
to other fields of the packet header like Source MAC and
Destination MAC addresses [8].

Packet classification algorithms are generally implementable
in hardware and software. Heavy computations of packet
classification are performed on parallel processors and mainly,
graphics processing units (GPUs) [9]. GPUs, these new emerg-
ing commodities, have increased the computational speed of
modern systems compared to multi-core processors. By the
introduction of useful modules like CUDA (Compute Unified
Device Architecture) [10] and the OpenCL (Open Comput-
ing Language) [11], many pieces of research have focused
on using GPUs to solve computation-intensive problems in
various domains of science.
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Fig. 1. SDN-Enabled internet of vehicles.

In this paper, we investigate GPUs to accelerate software-
based packet classification algorithms. Two typical packet
classification algorithms are selected for their simplicity and
highly parallelizable structures. The current work has the
following contributions:
• Different scenarios have been offered for the paralleliza-

tion of two important algorithms of packet classification.
The difference between the proposed plans is how the
GPU uses different memory configurations. Due to the
limited memory capacity and the data structure size of
packet classification algorithms, a suitable method is
proposed for optimal use of the GPU.

• The complexity of any parallelization scenario is highly
dependent on using the memory hierarchy of GPU and the
technique of exploiting the maximum concurrency among
threads. Hence, we present an asymptotic analytic model
to estimate the computational complexity of the proposed
parallelization scenarios. This model helps us to compare
the efficiency of different scenarios before running their
corresponding kernels.

The rest of this paper is structured as follows. In the next
section, related works on parallel packet classification via
GPU are reviewed. In section 3, structures of TSS and TPS
algorithms are evaluated for parallelization. In section 4, after
establishing the CUDA programming model, the proposed
method to parallelize TSS and TPS is explained. Experiments
and their results are offered and analyzed in section 5. The
conclusions and future works are presented in the final section.

II. RELATED WORK

Different classification algorithms, implementable in hard-
ware or software, fall into one of the four categories, including
linear search, decision tree-based, decomposition-based, and
tuple space-based [8].

In all of the algorithms mentioned above, the classification
process is launched per packet. That is, to classify each
input packet, the classification algorithm is executed again.
This key observation motivated limited researches to inves-
tigate the parallel forms of packet classification algorithms.

Nottingham and Irwin [11] provided valuable articles to pio-
neer the concept of parallel packet classification on GPU
using CUDA and OpenCL platforms. However, their work
does not include any implementation of algorithms and related
performance comparisons. Han et al. [12] showed that by uti-
lizing GPU co-processors, one might increase the classification
throughput. Their proposed GPU-based IP routing algorithm,
named PacketShader, could improve the performance com-
pared with CPU-based IP routing methods. Hung et al. [13]
presented parallelized versions of BPF and BitMap algorithms
on GPUs. They also, utilized different memory architectures
for GPU and compared numerical results reveling related
computation performance. Kang and Deng [14] parallelized
linear search and DBS algorithms and implemented them on
GPU. Comparing the computation time of sequential versions
of algorithms with that of GPU-based versions, they noticed
that the performance of linear search on GPU is higher than
DBS on GPU. Zhou et al. [9], [15] implemented the Bit-Vector
algorithm on GPU. Their results showed that the performance
of the algorithm, utilizing K computation threads on GPU,
is enhanced to log2 k times. Recently, Varvello et al. [16] used
GPU computations to accelerate the Bloom filter algorithm.
More recently, Zheng et al. [17] has presented an analogous
study to enhance the performance of the HiCuts algorithm via
parallelizing it on GPU.

Considering the researches mentioned above, some packet
classification algorithms have not yet been considered
for implementation on GPU. Moreover, none of the
aforementioned studies have offered a general methodology
to parallelize every packet classification algorithm. In the
following, after reviewing the structure of the TSS and TPS,
a general methodology is presented that simply makes the
GPU-based implementation of these packet classification
algorithms feasible.

III. BACKGROUND

A. Tuple Space Search

Srinivasan et al. [18] introduced the TSS technique for
packet clarification. The key idea behind this method is to
make the n the scope of a search on multiple fields of packet
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TABLE I

TUPLE SPACE

TABLE II

FILTER-SET

header narrower by dividing the filters to mutually exclusive
subsets according to definable “tuples”. Each tuple is a list of
n values; each of them is the length of a field in a filter. For
example, in filter-set on five prefix fields, the tuple [3, 5, 7,
0, 12] shows that the size of the first prefix field is 3 bits,
the size of the second prefix is 5 bits, the size of the next
prefix is 7, the size of the fourth one is 0 ( or a wildcard
field), and the size of the prefix of final field is 12.

TSS algorithm reduces the number of distinct tuples as
compared with the number of filters in the original filter-set.
Therefore, the filters of a filter-set are partitioned into the
distinct tuple groups. Then, the algorithm performs lookups
across all the identical tuples to find the most suitable filter
that is highly matched with the packet. Finally, among the
multiple reported filters, the highest priority one is reported as
the best-matched filter.

In order to visualize the idea of tuples in the TSS algorithm,
a sample filter-set is presented in Table I. The prefix of the
source IP address and destination IP address of three filters
are presented in Table I. The tuple of each filter is formed
by putting the lengths of those prefixes together according to
a predefined order. For example, since the size of the source
and destination IP prefixes are 1 and 2, respectively, the tuple
of R2 is (1,2).

In order to show the classification of packets with
TSS, a sample filter-set containing nine filters is presented
in Table II. Each filter of this table has five fields. Two binary
trees are constructed using source and destination IP prefixes.
For this purpose, according to the presence of 0 or 1 in the
successive bits of the prefix, a branch is added to the left or
right of the under-construction node of the tree.

Fig. 2 shows the binary trees corresponding to the source
address field and the destination address field of the sample
filter-set. Black nodes represent filters. Alongside these nodes,
several relevant nodes are also provided.

The algorithm works for input (11010, 00001, 53, 443,
4) with a set of filters in Table II as follows. Input (11010,
00001, 53, 443, 4) contains five fields of IP headers. These
fields are shown from left to right in Table II, respectively.

Fig. 2. The binary tree of source and destination addresses.

TABLE III

SELECTED FILTERS OF THE FILTER-SET

TABLE IV

SELECTED TUPLES FROM PRUNED TUPLE SPACE

In this example, the search is performed by traversing the
constructed binary trees using corresponding values extracted
from the packet header. The dashed line in Fig.2 shows the
search path. The filters corresponding to the tuples found in
the navigation path are extracted.

Table III shows the extracted filters for this example. As can
be seen, the number of these filters is a small fraction of the
filter-set. As a result, a substantial depletion of the irrelevant
filters in the large-size filter-sets is expectable.

Finally, to find the best-matched filter, a linear search is
conducted on the small subset of filters that were resulted from
the previous step. For the above example, the best adaptive
filter is the R4 filter.

B. Pruned Tuple Space Search (TPS)

The original tuple space search algorithm performs a linear
search on all tuples obtained from the lookups over two binary
trees. But the pruned tuple space search algorithm first shares
some of the results obtained by traverse in the source address
and destination address tree. Then, an exhaustive search is
performed on the small subset of filters that are found from
the intersection of tuples. Table IV shows the result of applying
the TPS algorithm to the example of Table III.

Comparison of Tables III and IV shows that the speed of the
TPS algorithm is higher than that of the TSS algorithm. This
is well illustrated in the evaluations carried out. But the speed
of this algorithm is still far from the ideal speed. One of the
best ways to accelerate the packet classification algorithms is
to execute them in parallel on graphics processing units. In the
last few years, there has been some work on parallelizing
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packet sorting algorithms to the graphics processing unit,
which will be reviewed later.

It can be easily deduced from the above discussion that
the TSS and TPS algorithms for packet classification benefit
significantly from the parallelizable search. In the following
section, parallel implementation of the TSS and TPS packet
classification algorithms is explained.

C. CUDA Programming Model

Generally, the GPUs are processing systems in which many
scalar processors execute threads of code in parallel. Modern
GPUs include a number of stream processors (SMs) that man-
age some scalar processors (SPs). To utilize the computational
power of these processors, standard platforms like CUDA are
provided by Nvidia [10], [19].

CUDA programs classically include two related modules,
a commonly sequential module that is executable on the CPU
of the system, or the host, and a heavier-but-parallel module
called the kernel that runs on the SPs. The former controls
the transfer of the input data for the latter from system
memory to the GPU memory hierarchy. Also, it copies the
computation results from the memory hierarchy of the device
to the system memory. The programmer should concisely
allocate the required kernel memory and minimize the kernel
communication overhead.

Kernel invokes a predefined set of threads on SPs that
compute results for a slice of input data. To handle these
threads, several blocks of thread are defined, each of which
contains 512 concurrent threads. The blocks of threads are
typically organized in a two/three-dimensional grid. By using
the unique index of each thread, the data elements which
should be processed by that thread are specified. Each block of
threads is run by a single multiprocessor, which orchestrates
the execution of the kernel on the corresponding SPs and
coordinates the access of threads to input data elements and
also storing the computation results through shared memory.

CUDA devices have different memory modules with varying
delays of access. The performance of the kernel is positively
related to the memory modules used in the kernel code.

Fig. 3 illustrates the proposed plan to keep filters-sets and
packets in the CUD device. Given the size of the filter-set and
packet headers, we prefer to store the filter-set and packets
in the shared memory and the global memory of the device,
respectively. The CUDA application programming interface
(API) coordinates the memory access on the device, and pro-
vides a set of functions to communicate the data between the
host memory and allocated device memory. Note that, among
different data-transfer models, the streaming model is the best.
It is a pipeline of data transmission. In this model, sequences of
operations are scheduled to be performed progressively on the
CUDA device [10], [20]. This model is used for data transfer
in the proposed parallelization methodology.

IV. PARALLEL IMPLEMENTATION OF TSS AND TPS

This paper presents three different methods for parallelizing
the search using a GPU. The first method uses global memory,
and the two other methods use shared memory. Our GPU

Fig. 3. The memory storage for filter-sets and packet data on CUDA device.

version of TSS and TPS are vastly parallel programs, in which
fine-grained parallelism is realized by exploiting the maximum
number of concurrent threads to classify packets. Note that,
since the precise number of references to the memory during
the runtime is not precisely determinable, the exact number of
floating-point computations per packet could not be estimated.
But as a lower bound, the balanced TSS/TPS algorithms
should perform at least one floating-point operation for each
packet classification.

Algorithm 1 represents the main steps of implementing
TSS, and TPS algorithms using CUDA. Initially, the filter-set
and packets are loaded from two separate files into the host
memory. Two binary tries, one for storing source address
prefixes of filters and the other for storing destination address
prefixes of filters are constructed in host memory. Then,
breadth-first traversals of these two trees are stored in host
memory. Next, after allocating the required memory, these
data, which reveal tree structures, filters of filter-set, and
packets are transferred from the system memory to the global
memory of GPU. In addition to these items, corresponding to
each packet a specific space, denoted by a result, is allocated
in the global memory of GPU to store its flow number.

Algorithm 1: The Parallel Form of TSS and TPS
Algorithms

1: Global Memory← Host Memory (Tree, structure
Packets, Filters)

2: p← ReadPacket(threadIdx)
3: BMR← Classification(p, tuples)
4: Result [threadIdx]← BMR
5: HostMemory← Result

As shown in the second step of the pseudo-code of
Algorithm 1, the proposed form for parallel kernel is very
fine grain. That is, each thread picks a packet from the pool of
packet in the global memory and classifies it according to the
third step of the process. The output of the calcification is the
identification number of the best-matched filter. As shown in
Algorithm 1, in the fourth step of the pseudo-code, this result
is stored in a pre-allocated memory space corresponding to
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each classified packet. After classifying all packets, the result
is transferred from device storage to host storage. Note that
after transferring the result to hot memory, the algorithm frees
the allocated space in device memory.

A. Scenario 1: Using Global Memory

In the proposed mechanism for parallelizing the packet clas-
sification operation first, the source tree and destination tree
corresponding to the filters are constructed by the CPU. Then
the remaining data structure including two trees, the filter-set,
the packet header, and the result array is transferred from the
system memory to the pre-specified memory module on GPU.
The reason for keeping this data in global memory is that they
are reachable to all threads.

It should be noted that the Result array stores the best
matching filter of each packet within a corresponding index
of it. These operations are illustrated in lines 1 and 2 of
Algorithm 2. Each thread classifies the maximum number of
packets equal to the number o f headers

3072 . The number of threads
used is 3072. Finally, each thread stores the result of the clas-
sifying each packet in the position corresponding to the index
of that packet in the output array. This operation is illustrated
in lines 3 through 8 of Algorithm 2. The classification process
is performed in parallel with all threads. When all threads are
done, the output array is transferred to the host memory. This
operation is illustrated in lines 9 and 10 of Algorithm 2.

Algorithm 2: Global Memory Scenario
Input : rulesR, header H
Output: rule indexes I for each header h�H
1 array results[number of headers];
2 Global Memory← Host Memory(Source Tree

structure, Destination Tree
structure, H, R, results);

3 tid ← threadIdx;
4 while tid < number of headers do
5 p← Readheader(tid);
6 BMR← Classification(p, tree);
7 Result[tid] ← BMR;
8 tid ← tid + threadIdx;
9 __syncthreads();

10 HostMemory← Result
11 end While

B. Using Shared Memory

In this study, three different scenarios of shared memory-
based parallel packet classification are presented. These three
methods have commonalities, which will be discussed below.

The access rate and the capacity of memory modules of
GPU are reversely related. That is, by increasing the access-
rate, the capacity of the memory module is decreased. In the
classification of the packet on GPU, two essential parts of
the dataset, including filters and headers, should be stored on
the most suitable modules of the memory hierarchy of GPU.
Each thread accesses the header of the packet once, but it

Fig. 4. Creating ACL2_1K destination tree with a 6-Block for each
processing kernel.

requires access to the filters set multiple times. Therefore,
keeping the filter-set in a fast memory results in a considerable
decrease in the classification time of packets. On the other
hand, the filter-sets in network processors of core routers
include millions of entries. Regrading those two major con-
cerns, it seems that the shared memory of GPUs with 48KB of
storage is the best module for keeping the filter-set. This mem-
ory module is so advantageous since all threads in a CUDA
block can simultaneously access to the content of this memory.

Each SM uses shared memory. This memory space is split
between blocks in the GPU. The storage space is so small
that if all this memory is allocated to a block, the source and
destination trees created corresponding to the filters, will not
be included in the associated memory. The solution used in
this article is to break the tree from different levels. To do
this, it is first estimated the amount of data that should be
communicated between the CPU and the GPU. This is based
on the amount of space required for tree storage and storage
space. Then the blocking policy is specified. Based on the
policy selected, the amount of memory allocated to each block
is specified. The number of nodes in a block can be specified
and used as a threshold. Then the breadth-first traversal is
done on the tree and each node encountered along the path
of the traversal is taken as the root of a separate tree. Then,
the algorithm gets the number of allocated nodes in this new
binary-tree. If the number of allocated nodes is less than the
given threshold, a cut is done on the current node, and the
corresponding subtree is separated from the main tree. This is
done as long as the breadth-first traverse continues. It should
be noted that this traverse does not include beneath cut trees.
These operations are illustrated in lines 1-2 of the algorithm
in Algorithm 3. Fig.4 demonstrates how to cut the ACL2_1K
(Access Control Lists type 2 with 1K Rules) destination tree.
The cutting process is explained below.

By estimating the number of memory transfers between the
memory of the system and device, and choosing the maximum
number of blocks, six blocks are defined in the processing
kernel. By choosing a 6-block policy for each processor, each
block reaches 8kB of shared memory, holding 512 = 8kB /
16B nodes. Note that the amount of space needed to store
every node of trees is 16 bytes. The numbers in each node
represent the sum of all nodes to the left and right of that
node plus the number of filters in that node. By cutting on
the target tree of ACL2_1K, the leaf nodes in Fig. 4 are each
considered as the root of a separate tree. As can be seen, the
number of nodes in all newly created trees is less than 512.
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Algorithm 3: Shared Memory Scenarios
Input : rulesR, headers H
Output: rule indexes I for each header h�H
1 Source tree break into Subtrees;
2 Destination tree break into Subtrees;
3 array O[|rules|][|headers|];
4 for i← 0 to |headers| − 1 do
5 O[ f oundruleof tree][i ]+ = 1
6 end for
7 Global Memory← Host Memory(subtrees, H, O);
8 for i ← 1 to ceilf(|subtrees|/|blocks|) do
9 tid ← threadIdx;

10 __shared__Tree tree[maximum size of the subtrees];
11 If (subtree(blockIdx.x∗i) �= Null) then
12 while tid < size of subtree(blockIdx.x∗i) do
13 tree[tid] = subtree(blockIdx.x∗i);;
14 tid ← tid + threadIdx
15 end While
16 __syncthreads()
17 end if
18 for j ← 0 to ceilf(|headers|/dimBlock) do
19 index← threadIdx.x+ j ∗ dimBlock
20 If (index < |headers|) then
21 O[found rule of tree][index]+ = 1
22 end if
23 end for
24 end for
25 array results[|headers|];
26 Global Memory← Host Memory(R, H, Results);
27 Shared Memory← Global Memory(R);
28 tid ← threadIdx;
29 while tid < |headers| do
30 p← Readheader(tid);
31 BMR← Classification(p);
32 Result[tid] ← BMR;
33 tid ← tid + threadIdx;
34 end While
35 Host Memory← Result

With this type of cutting, the nodes on the top of the tree
do not include any newly created trees. To solve this problem,
a straightforward classification operation is done for each
incoming packet. For this purpose, a two-dimensional array
is created first. The number of packets and the size of the
filter-set specifies the size of two corresponding dimensions
of this array. All cells of this array are preset, first. The
corresponding cells of this array are incremented in each step
for the filters of the matched tuples in the traversal path. This
operation is illustrated in lines 3 through 6 of Algorithm 3.

Then the new trees, the headers of the packets, along with
this two-dimensional array, are transferred to the machine’s
global memory (line 6-7 of Algorithm 3). The next line of
Algorithm 3 is executed when the number of trees created is
likely to exceed the number of available blocks. In this case,
the shared memory of the blocks must be emptied and reused
for the remaining trees. The trees are transferred to their own

block shared memory. Each thread gets one or more nodes
from the tree corresponding to its block and copies it to its
block memory.

The number of nodes that each thread copies in its shared
memory is obtained by the size of subtree

dim Block relation. Here it is
necessary to make a complete copy of the tree in order to
proceed to the next steps. This operation is illustrated in lines 9
through 17 of Algorithm 3.

Each thread picks the number o f headers
dim Block of packets from the

global memory and performs search operations on the tree
in its block. The algorithm records the filters in the tuples
encountered in the traversal path in the 2D array in the
global-memory module. When all the trees are transferred to
the shared-memory module and the initial search operation is
performed on all packets on the trees, the two-dimensional
array created in the block is transferred to the host memory.
This operation is illustrated in lines 18 to 23 of the algorithm
in Algorithm 3.

Then a new kernel function is created to perform
the second phase of the search, which is an exhaustive
search. Then the structure of the packet-headers, the filter-
set, the two-dimensional array completed in the previous step,
along with a new vector, and the number of test packets is
copied to the pre-assigned memory of GPU to store the clas-
sification results. This operation is illustrated in lines 25 and 26
of Algorithm 3.

The linear search in the TSS is done on the filters with
the corresponding value for the packet in the two-dimensional
array being one or two. In the pruned tuple space algorithm,
this value should be two. The reason for this difference is
that the linear search in the TSS is run on the filters in the
tuples that exist in the path of the source or destination tree
traversal, or both, while in the pruned tuple space algorithm,
the linear search on the filters which exist the ways of
traversing source and destination tree. Finally, when all threads
are processed, the Result array is transferred to the global
storage of GPU. This transfer is performed by the functions
of lines 28 to 35 of Algorithm 3. The differences between the
scenarios implemented in the shared memory are presented
below. Line 27 will also be executed if the linear search used
in both of these is executed on the shared memory.

C. Scenario 2

This method tries to use the maximum number of blocks to
decrease the number of sweeps between the CPU and GPU.
Here, the key idea is to break down the tree more. This will
reduce the workload of the threads in the block. Linear search
is also performed on global memory in this scenario.

D. Scenario 3

The difference of this scenario with the previous one is to
perform an exhaustive search on the shared memory of the
block. This scenario copies the filters to the shared memory
to access each thread earlier.
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TABLE V

ANALYSIS PARAMETERS [1]

V. ANALYZE USING THE CALIBRATED

ASYMPTOTIC FRAMEWORK

Analytically estimating the complexity of parallel kernels is
of great importance in designing resource-efficient algorithms.
Recently several methods have been offered that estimate the
efficiency of parallelized algorithms on many-core machines
like GPUs [21]–[24].

Recently, a comprehensive method is presented for ana-
lyzing the complexity of intricate parallel algorithms on
many-core computing systems like GPUs [1]. In this method,
to estimate the efficiency of parallel kernels, different parame-
ters, including the running time of the sequential algorithm,
the number of SPs, the data communication time, and the
number of concurrently running threads on each SP are
considered. Table V, introduces the parameters that are used
in this framework [1].

In our analysis model, the total time of running the parallel
kernel on the graphic processor according to the proposed
scenarios is obtained by equation (1):

T imetotal ∝
⌈

a

nT

⌉
×max

(
T1,

M × L

τ

)
×

⌈
QBr

P Ba

⌉
× 1

P
(1)

In the above equation, T1 and M L
τ represent the computa-

tional burden of the sequential deployment of the algorithm
and the number of simultaneous accesses to the storage, corre-
spondingly. The former depends on the nature of the sequential
algorithm and the latter depends on the kernel policy that
dictates how to deposit the data structure of the algorithm on
the hierarchy of memory modules of the GPU. Given that P/Q
represents the number of SMs, if Br > Ba×( P

Q ), to completely
execute the kernel, it is required to re-fill the shared memory of
defined blocks

⌈
Q Br
P Ba

⌉
times. The (M×L) term in equation (1),

represents the memory complexity of the kernel.

A. Parameters Required for the Proposed Parallel Model

According to equation (1), the parameters of our analysis
in different scenarios have different values regarding the size
of the filter-set, the number of the SMs and SPs, and the type
of used memory modules. Table VI shows the value of these
parameters for the proposed parallel model.

TABLE VI

VALUE OF REQUIRED PARAMETERS

TABLE VII

THE MEMORY COMPLEXITY

The parameters Br and Ba show the number of recon-
structed subtrees and the number of exploited functional
blocks in each SM.

The value of parameter T1 is computed to the extent of
O

(
W 2

) + O (N + N) given the searching process of the
algorithm and the way of comparing the fields of each filter
of filter-set with the values extracted from their corresponding
fields of the packet header. Parameter τ is computed according
to the following equation and reflects the computational load
for each SP.

τ = nT × P
Q×Ba

P
(2)

B. The Complexity of the Proposed Scenarios

The complexity of transferring the data from the global
memory to the shared memory is O(n). Also, the total
complexity of searching the tree to find all matching filters
is O

(
w2

)+ O(n+ n). Note that the type and combination of
memory modules used for storing the essential data determine
the worst-case memory complexity of each scenario. The
memory complexity of all scenarios is calculated and shown
in Table VII. The linear search in the second and third scenar-
ios is performed in both global and shared memories. Hence,
the memory complexity of the third scenario is the lowest as
compared to others. Based on the parameters of the parallel
model, Table VIII shows the complexity of the proposed
kernels on a CUDA device with specifications represented
in Table IX.

Fig. 5 shows the complexity diagram of the various scenar-
ios presented for parallel packet classification using the TSS
algorithm. The obtained complexity is calculated according
to the parameter values of Table VII and the scenarios of
Table IX. Given the complexity results, it is predicted that the
third, first, and second scenarios will yield the best results,
respectively.

VI. IMPLEMENTATION AND EVALUATION

The first part of this section is focused on the technical
details of the implementation of the parallel kernels and the
ClassBench tool [16]. Finally, the results of the implementa-
tion of both algorithms on different filter-sets are compared.
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TABLE VIII

THE COMPUTATIONAL COMPLEXITY OF THE PRESENTED PARALLEL SCENARIOS ON THE FILTER-SET UNDER EVALUATION
BASED ON THE CALIBRATED ASYMPTOTIC FRAMEWORK

Fig. 5. The complexity of different parallel classification scenarios using
TSS.

A. Implementation

The required synthetic data is produced using Class-
Bench. It is used to generate required filter-sets and packets
based on input parameter files [25], [26]. The presence of this
tool resolves the need for collecting real packet profiles, and
real filter-sets of Firewalls (FW), IP Chains (IPC), and Access
Control Lists (ACL). A different number of filters, related to
ACL2 and FW2, with N = 1k filters, was generated using
ClassBench and used in all of our experiments. Corresponding
to each of the filter-sets above, different profiles, including
1k to 64k synthetic packet headers were generated using
ClassBench and used in all experiments. The parallelized
version of TSS and TPS algorithms were developed by C
programming language. The CUDA 9 platform was used to
implement the GPU-based programs. The provided scenarios
were tested on a CUDA device with specifications represented
in Table IX.

B. Evaluation

In this section, the proposed scenarios are examined from
different aspects of performance, such as classification time
and throughput. The classification throughput shows the num-
ber of packets that are classified per unit time. The proposed
scenarios were run the algorithms on the filter-sets ten times,
and then the average of the aforementioned parameters was
calculated. All times quoted are in a millisecond.

Fig. 6 shows the packet classification times of 1k to 16k
of packets using the parallel TSS algorithm and the parallel
TPS algorithm. Charts a and b show the results of the ACL
filter-set, and the c and d charts show the result of the FW
filter-set.

According to the results of the two filter-sets, the lowest
classification time belongs to the third scenario. Because in

TABLE IX

SPECIFICATION OF THE SYSTEM

this scenario, a binary search is performed to match all of the
packet fields in shared memory. The first scenario, where the
tree is wholly held in global memory, is faster than the second
scenario where the tree is formed from small sub-trees in
shared memory. The results obtained from the implementation
confirm the predictions made in the previous section proposed
by scenarios.

After traversing two binary trees according to the corre-
sponding fields of the packet, all of the visited tuples and
all of the commonly visited tuples during the traversal of
the respectively TSS, and TPS algorithms are inspected to
find the best-matched filter. Since the number of inspected
tuples in TPS is much lower than that of TSS, the packet
classification time by the former would be considerably lower
than the latter. The plots of classification time of the ACL and
the FW datasets in Fig. 6 shows that in all scenarios, the TPS
is faster than the TSS algorithm. For example, in the second
scenario, for classifying 16K of packets, the speedup of
TPS and TSS to the sequential version of the algorithms is
9.28 and 6.76, respectively. Fig. 7 shows the throughput of the
proposed scenarios of the parallelization of the TSS and the
TPS algorithms. Bar chart (a) shows the Throughput of ACL
filter-set and bar chart (b) shows that of the FW filter-set per
kilo packet per second. The Throughput of the TPS algorithm
is more than TSS in all scenarios and filter-sets.

The main reason for the higher throughput of the TPS
algorithms as compared to the TSS algorithm is that as
compared with the latter, the former inspects a lower number
of tuples for finding the best-matched filter ate the final
step of classifying packets. Among the scenarios presented,
the third, first, and second scenarios have the highest amount
of throughout, respectively. The highest pass rates in the ACL
and FW filter-sets are 1028.28 and 926.46 KPPS, respectively,
which are achieved in the third TPS scenario. This result
introduces the third scenario as the best one for the real-time
classification of the vehicular network packest.

Authorized licensed use limited to: Scms School Of Engineering And Technology. Downloaded on July 27,2023 at 09:37:12 UTC from IEEE Xplore.  Restrictions apply. 



ABBASI et al.: EFFICIENT FLOW PROCESSING IN 5G-ENVISIONED SDN-BASED IoVs USING GPUs 5291

Fig. 6. Packet classification time in different scenarios and filter-sets. (a) TSS-ACL. (b) TPS-ACL. (c) TSS-FW. (d) TPS-FW.

Fig. 7. Throughput of different packet classification scenarios. (a) Throughput of ACL filter-set. (b) Throughput of FW filter-set.

VII. CONCLUSION

Flow classification is considered as the key technique for
accelerating the different functions of modern network systems
in SDN-based IoV. The critical challenge in this regard is
deploying an engine that can classify the incoming packets
with speed near to the wire speed. The engine should also
optimize memory usage.

Existing solutions have failed to make a fair tradeoff
between the time and amount of memory consumed. This
paper focuses on the TSS and TPS packet classification algo-
rithms, which are considered suitable algorithms for parallel
implementation. These algorithms work well to reduce the
amount of memory consumed, but they suffer from low speed.
This study has attempted to resolve this problem by parallel
implementation of these algorithms. These two algorithms
are implemented in the GPU in three different scenarios.
To predict the classification speed of the proposed scenarios,
their complexity is calculated. The computational complexity
is obtained by the calibrated asymptotic model. The main para-
meter in evaluating the performance of parallel algorithms on
the graphics processing unit is the packet classification time.

Analyzing the evaluation results show that the different
modes of memory utilization in GPU have a significant effect
on the speed of packet classification by TSS and TPS algo-
rithms. Also, comparing the results of the formal complexity
analysis and the corresponding experimental results confirms
the efficiency of the hybrid scenario in parallelization of the
TSS and TPS algorithms.

The present study would be extended by parallelizing the
parallelizable algorithms on a cluster of GPUs. Without any
doubt, the design of efficient GPU cluster-based parallel classi-
fier engines requires a comprehensive analytical platform that
can precisely estimate the effect of specific parameters on the
complexity of kernels.
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Abstract

Recently, the orthogonal frequency-division multiplexing (OFDM) system has become an appropriate technique to be

applied on the physical layer in various requests, mainly in wireless communication standards, which is the reason to

use OFDM within mobile wireless medical applications. The OFDM with cyclic prefix (CP) can compensate lacks for the

time-invariant multi-path channel effects using a single tap equaliser. However, for mobile wireless communication,

such as the use of OFDM in ambulances, the Doppler shift is expected, which produces a doubly dispersive

communication channel where a complex equaliser is needed. This paper proposes a low-complexity band 

factorisation equaliser to be applied in mobile medical communication systems. Moreover, the discrete fractional

Fourier transform (DFrFT) is used to improve the communication system’s performance over the OFDM. The proposed

low-complexity equaliser could improve the OFDM, and the DFrFT-orthogonal chirp-division multiplexing (DFrFT-

OCDM) system’s performance, as illustrated in the simulation results. This proves that the recommended system

outperforms the standard benchmark system, which is an essential factor as it is to be applied within mobile medical

systems.
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Introduction

Mobile wireless communication systems for E-health applications have received more attention recently with the goal

to achieve a mobile hospital and patient monitoring system. Accordingly, the mobile wireless communication system,

including video broadcasting features, is urgently needed in such applications. The orthogonal frequency-division

multiplexing (OFDM) is the base for several communication systems such as, European digital video broadcasting

systems like Digital Video Broadcasting-Terrestrial (DVB-T), DVB-Second Generation Terrestrial (DVB-T2), DVB

Handheld (DVB-H), Long-Term Evolution (LTE), and fifth generation (5G) mobile communication systems. The

popularity of OFDM systems is based on its ability to compensate the effect for the time-invariant channel matrix.

However, the OFDM loses its optimality against intercarrier interference (ICI) due to Doppler shift (doubly dispersive

channel) or carrier frequency offset; accordingly, the system will be in need of sophisticated equalisers [1], [2]. In [3],

[4], the discrete Fourier transform (DFT) was replaced by the discrete fractional Fourier transform (DFrFT) for

multicarrier systems, which resulted in decreasing the Doppler frequency spread’s effect, benefiting from the DFrFT

subcarrier’s chirped nature that mitigates the Doppler shift. As such, the ICI was reduced.

While DFrFT gives a more improved performance than DFT under the doubly dispersive fading channel, there is still a

need for a complex equaliser [5]. Simple equalisers were proposed in [6], [7], [8], wherein [6] least-squares problems

(LSQR) algorithm was offered to solve the matrix inversion iteratively; accordingly, no matrix inversion is needed,

which simplifies the equaliser. In [7], the equaliser was simplified by using a banded matrix, while in [8], a new

approach is proposed, which is based on both a banded matrix and the  factorisation algorithm.

Unlike the aforementioned simple equalisers which were applied with OFDM, this paper proposes the Orthogonal

Chirp Division Multiplexing (DFrFT-OCDM) systems, and then combines the simple suggested equaliser under a time-

variant multi-path channel, which is deemed to be suitable for a medical mobile video broadcasting system.

Furthermore, the DFrFT-OCDM system was introduced in detail, including the way it is able to replace the DFT on the

OFDM, and primarily, the simple equaliser has been added with DFrFT-OCDM to fit the mobile medical applications.

Moreover, the doubly dispersive channel details, with their effects on the OFDM and the DFrFT-OCDM system’s

performance, will be outlined. The equalisation challenges will be specified, then an assessment between some known

complex equalisers will be delivered to evaluate the equalisers’ behaviour when improving the systems. The suggested

simple equalisation methods based on the  factorisation algorithm is explained and presented as a practical

solution for mobile medical applications.

802.11-WLAN video streaming was investigated in [9] over m-health claims, where a medical channel-adaptive fair

allocation scheme was proposed to enhance the Quality of service (QoS) for IEEE 802.11 (WLAN). More recent work

against real-time medical applications were explained in [10], where an adaptive video encoder compared to a real-

time medical use is investigated to maximise the encoded video’s quality, improve encoding rate, and to minimise the

bit rate demands. In [11], an experimental set was introduced to provide mobile WiMAX video streaming performance

analysis for Bandwidth on demand (BOND) services. More recent research and proposed wireless medical applications

can be found in [12], [13], [14], [15]. Comprehensive knowledge regarding the structure of health monitoring and

machine learning can be found in the well-cited reference book [16], where the theory and the demonstration of the

health monitoring structure were presented. Recently, a lot of research has been carried out in this field, including, [17],

where the limitations of machine learning approaches have been investigated, and future clinical translations defined.

Specific application for using machine learning within health monitoring is rapidly increasing, for example, in [18]

where this technique was proposed for the early prediction of asthma attacks.

On the other hand, [19] investigates the scenario of E-health applications that apply the multi-service stream network,

which concludes that the mathematical model class  – in its general case of a single-channel system – is

regarded as an appropriate technique to be implemented within the E-health applications. Indeed, the short time delay

and the jitter are practically suitable for E-health primarily. Moreover, the packet losses and the error rates are also

considered to be suitable within E-health.

The paper is organised as follows: In Section 2, the background of the OFDM system equalisation is explained to equip

the reader with a more comprehensive understanding of the research work presented. The preliminaries for this

research are also stated in this section. The proposed approach is presented in Section 3. Section 4 details the
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performance analysis of the proposed method, technical discussion, and deep computing/machine learning

perspectives. Finally, conclusions are presented in the last section.

Section snippets

Background and preliminaries

The OFDM allows high data rates to be reliably and efficiently transmitted over the delay-dispersive channels. By

dividing the transmitted signal into several narrow bandwidth sub-carriers, OFDM can mitigate the undesirable multi-

path effects, mainly, the inter symbol interference (ISI) quantity in long symbol time systems. Moreover, at the

beginning of each symbol, a guard period is added – termed cyclic prefix (CP) – to eliminate the expected effects of ISI

over the multi-path signals’ delay. …

Proposed method

Fig. 9 shows the OFDM system data flow,  is the data vector transmitted in the th OFDM

symbol, whilst its samples are permuted by the binary matrix  in the frequency domain, which allocates a

data vector  to  subcarriers, with only  active:   is an identity

matrix with  dimensions. The vector  is calculated from: where  is

the -point IDFT matrix.

The time and frequency fading channel can be…

Results and discussion

In the following channel environments, the performance of uncoded bit error rate (BER) for the conventional OFDM

and DFrFT-OCDM systems is studied:

1- Time-invariant channel.…

2- Time-variant channel.…

The QPSK modulated OFDM system under investigation has the following parameters:

. The communication channel simulated in this proposed work is the Rayleigh

fading channel that has an exponential power delay profile and a root-mean-square delay spread of 3. The adopted

carrier frequency is …

Conclusions

In this paper, a mobile medical video streaming broadcasting system was proposed. The time and frequency fading

channel with its effects on OFDM system performance were investigated. The DFrFT-OCDM MCM system was studied

as an alternative MCM system that can enhance the overall MCM system performance. It was demonstrated that using

simple equalisers with MCM systems was in high demand within the medical video broadcasting system because of its

large symbol length, despite its simplicity. The…
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Abstract

In real-time image and video processing boards,

power, speed, and area are the most often used

measures for determining the performance of

motion imagery applications. Due to technological

advancement, power consumption has gained

major attention in real-time image processing

ability compared to speed. The increase in on-chip

temperature due to larger power consumption has

resulted in reduced operating life of chip and

battery-driven devices. In this work, a new logic

family has been introduced i.e., dual-mode logic

(DML), which provides flexibility between the

optimization of energy and delay (E-D
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optimization). This gate can be switched between

two modes of operation that is a static mode

(CMOS-like mode), which provides low power

consumption and dynamic mode, which provides

high speed. Recently, power leakage has become a

dominant problem due to continuous data transfer

among a large number of connected devices. Thus,

to reduce power leakage, a self-controllable voltage

level (SVL) power reduction technique is used along

with DML logic. In the SVL technique, a maximum

dc voltage is provided to the active load circuit on-

demand or decrease the dc supplied to the load

circuit in the standby mode. Integrating DML with

the SVL technique reduces power consumption as

well as leakage power. A 4-bit RCA, 8-bit RCA, and

16-bit RCA are used for verifying the proposed

method and comparison of performance

parameters is done with a conventional circuit.

Complete circuit implementation and simulation

are carried out in TANNER EDA version 13 tools

with operating voltage of 1 V. The proposed system

is further applied to real-time image, and we obtain

the finest resolution level with minimum power

consumption.

This is a preview of subscription content, access via
your institution.

Access options

Buy article PDF

https://wayf.springernature.com/?redirect_uri=https%3A%2F%2Flink.springer.com%2Farticle%2F10.1007%2Fs11554-020-00992-x


7/27/23, 3:09 PM Dual-mode power reduction technique for real-time image and video processing board | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-00992-x 3/10

39,95 €
Price includes VAT (India)

Instant access to the full article PDF.

Rent this article via DeepDyve.

Learn more about Institutional subscriptions

References

1. Ahmad, A., Anisetti, M., Damiani, E., Jeon, G.:

Special issue on real-time image and video

processing in mobile embedded systems. J.

Real-Time Image Proc. 16(1), 1–4 (2018).

https://doi.org/10.1007/s11554-018-0842-4

2. Monteiro, H. A. et al. (2017). Energy

Consumption Measurement of a FPGA Full-HD

Video Processing Platform. In Proceedings of

7th Workshop on Circuits and Systems Design

(WCAS’17), Fortaleza, Brazil.

3. Wang, D., Zhu, D., & Liu, R. (2019). Video SAR

High-speed Processing Technology Based on

FPGA. In 2019 IEEE MTT-S International

https://www.deepdyve.com/lp/springer-journal/dual-mode-power-reduction-technique-for-real-time-image-and-video-JXO0vE00Gj?key=springer
https://www.springernature.com/gp/librarians/licensing/agc/journals
https://doi.org/10.1007/s11554-018-0842-4


7/27/23, 3:09 PM Dual-mode power reduction technique for real-time image and video processing board | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-00992-x 4/10

Microwave Biomedical Conference (IMBioC),

Vol. 1, pp. 1–4. IEEE.

4. Wu, J. (2004). CMOS transistor design

challenges for mobile and digital consumer

applications. In Proceedings. 7th International

Conference on Solid-State and Integrated

Circuits Technology, Vol. 1, pp. 90–95. IEEE.

5. Blanco-Filgueira, B., García-Lesta, D.,

Fernández-Sanjurjo, M., Brea, V. M., & López,

P. (2019). Deep learning-based multiple object

visual tracking on embedded system for iot and

mobile edge computing applications. IEEE

Internet of Things Journal.

6. Guduri, M., Dokania, V., Verma, R., Islam, A.:

Minimum energy solution for ultra-low power

applications. Microsyst. Technol. 25(5), 1823–

1831 (2019)

7. Markovic, D., Wang, C.C., Alarcon, L.P., Liu,

T.T., Rabaey, J.M.: Ultralow-power design in

near-threshold region. Proc. IEEE 98(2), 237–

252 (2010)

8. Hussain, I., Singh, A., & Chaudhury, S. (2018).

A Review on the Effects of Technology on

CMOS and CPL Logic Style on Performance,



7/27/23, 3:09 PM Dual-mode power reduction technique for real-time image and video processing board | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-00992-x 5/10

Speed and Power Dissipation. In 2018 IEEE

Electron Devices Kolkata Conference

(EDKCON), pp. 332–336, IEEE.

9. Baker, R. J. (2019). CMOS: circuit design,

layout, and simulation. Wiley-IEEE press.

10. Garg, S., Gupta, T.K.: Low power domino logic

circuits in deep-submicron technology using

CMOS. Engineering Science and Technology,

an International Journal 21(4), 625–638

(2018)

11. Kaizerman, A., Fisher, S., & Fish, A. (2012).

Subthreshold dual mode logic. IEEE

Transactions on Very Large Scale Integration

(VLSI) Systems, 21(5), 979–983.

12. Levi, I., Fish, A.: Dual mode logic—Design for

energy efficiency and high performance. IEEE

access 1, 258–265 (2013)

13. Jain, D. K., Jacob, S., Alzubi, J., & Menon, V.

(2019). An efficient and adaptable multimedia

system for converting PAL to VGA in real-time

video processing. Journal of Real-Time Image

Processing, 1–13.



7/27/23, 3:09 PM Dual-mode power reduction technique for real-time image and video processing board | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-00992-x 6/10

14. Alzubi, J., Jacob, S., Menon, V. G., Joseph, S.,

& Vinoj, P. G. (2018). A top-up design for pal

to vga conversion in real time video processing

system. In 2018 International Symposium on

Advanced Electrical and Communication

Technologies (ISAECT) (pp. 1–5). IEEE.

15. Garcia, P., Bhowmik, D., Stewart, R.,

Michaelson, G., Wallace, A.: Optimized

Memory Allocation and Power Minimization

for FPGA-Based Image Processing. Journal of

Imaging. 5(1), 7 (2019)

16. Kechiche, L., Touil, L., Ouni, B.: Toward the

Implementation of an ASIC-Like System on

FPGA for Real-Time Video Processing with

Power Reduction. International Journal of

Reconfigurable Computing. 2018, 1–11 (2018)

17. Mutoh, S.I., Douseki, T., Matsuya, Y., Aoki, T.,

Shigematsu, S., Yamada, J.: 1-V power supply

high-speed digital circuit technology with

multithreshold-voltage CMOS. IEEE J. Solid-

State Circuits 30(8), 847–854 (1995)

18. Kuroda, T., Fujita, T., Mita, S., Nagamatsu, T.,

Yoshioka, S., Suzuki, K., & Kinugawa, M.

(1996). A 0.9-V, 150-MHz, 10-mW, 4 mm/sup

2/, 2-D discrete cosine transform core

processor with variable threshold-voltage (VT)



7/27/23, 3:09 PM Dual-mode power reduction technique for real-time image and video processing board | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-00992-x 7/10

scheme. IEEE Journal of Solid-State Circuits,

31(11), 1770–1779.

19. Balamurugan, V. (2015, March). Performance

analysis of asynchronous dual mode logic

using leakage power reduction techniques. In

2015 International Conference on Innovations

in Information, Embedded and

Communication Systems (ICIIECS) (pp. 1–5).

IEEE.

20. Enomoto, T., Oka, Y., Shikano, H.: A self-

controllable voltage level (SVL) circuit and its

low-power high-speed CMOS circuit

applications. IEEE J. Solid-State Circuits

38(7), 1220–1226 (2003)

21. Akashe, S., Sharma, R., Tiwari, N., & Pandey,

R. (2012). Modelling of high speed low power

decoder in nanometer era. In 2012 World

Congress on Information and Communication

Technologies (pp. 13–17). IEEE.

22. Drazdziulis, M., & Larsson-Edefors, P. (2003).

A gate leakage reduction strategy for future

CMOS circuits. In ESSCIRC 2004–29th

European Solid-State Circuits Conference (pp.

317–320). IEEE.



7/27/23, 3:09 PM Dual-mode power reduction technique for real-time image and video processing board | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-00992-x 8/10

23. Müller, H., Unay, D.: Retrieval from and

understanding of large-scale multi-modal

medical datasets: A review. IEEE Transactions

on Multimedia 19(9), 2093–2104 (2017)

Acknowledgement

Authors would like to thank Dr. Mohammad

Khosravi, Department of Computer Engineering,

Persian Gulf University, Bushehr, Iran for his

valuable inputs that has substantially helped in

revising and improving the research paper.

Author information

Authors and Affiliations

Center for Robotics, SCMS School of

Engineering and Technology, Cochin,

683576, India

Sunil Jacob

Department of Computer Science and

Engineering, SCMS School of Engineering

and Technology, Cochin, 683576, India

Varun G. Menon

Department of Electronics and

Communication Engineering, SCMS School

of Engineering and Technology, Cochin,

683576, India

Saira Joseph

Department of Mathematics and Computer

Science, Coppin State University, Baltimore,



7/27/23, 3:09 PM Dual-mode power reduction technique for real-time image and video processing board | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-00992-x 9/10

MD, 21216, USA

Paramjit Sehdev

Corresponding author

Correspondence to Varun G. Menon.

Additional information

Publisher's Note

Springer Nature remains neutral with regard to

jurisdictional claims in published maps and

institutional affiliations.

Rights and permissions

Reprints and Permissions

About this article

Cite this article

Jacob, S., Menon, V.G., Joseph, S. et al. Dual-mode power

reduction technique for real-time image and video

processing board. J Real-Time Image Proc 17, 1991–2004
(2020). https://doi.org/10.1007/s11554-020-00992-x

Received

10 October 2019

Accepted

10 June 2020

Published

24 June 2020

Issue Date
December 2020

DOI

https://doi.org/10.1007/s11554-020-00992-x

Keywords

Dual-mode logic (DML)

mailto:varunmenon@scmsgroup.org
https://s100.copyright.com/AppDispatchServlet?title=Dual-mode%20power%20reduction%20technique%20for%20real-time%20image%20and%20video%20processing%20board&author=Sunil%20Jacob%20et%20al&contentID=10.1007%2Fs11554-020-00992-x&copyright=Springer-Verlag%20GmbH%20Germany%2C%20part%20of%20Springer%20Nature&publication=1861-8200&publicationDate=2020-06-24&publisherName=SpringerNature&orderBeanReset=true


7/27/23, 3:09 PM Dual-mode power reduction technique for real-time image and video processing board | SpringerLink

https://link.springer.com/article/10.1007/s11554-020-00992-x 10/10

Self-controllable voltage level (SVL)

Full adder Ripple carry adder (RCA)

Power leakage

Real-time image and video processing boards



5406 IEEE SENSORS JOURNAL, VOL. 20, NO. 10, MAY 15, 2020

Depth Information Enhancement Using Block
Matching and Image Pyramiding Stereo Vision

Enabled RGB-D Sensor
Sunil Jacob , Member, IEEE, Varun G. Menon , Senior Member, IEEE, and Saira Joseph, Member, IEEE

Abstract—Depth sensing devices enabled with an RGB
camera, can be used to augment conventional images with
depth information on a per-pixel basis. Currently available
RGB-D sensors include the Asus Xtion Pro, Microsoft Kinect
and Intel RealSenseTM. However, these sensors have certain
limitations. Objects that are shiny, transparent or have an
absorbing matte surface, create problems due to reflection.
Also, there can be an interference in the IR pattern due to
the use of multiple RGB-D cameras and the depth information
is correctly interpreted only for short distances between
the camera and the object. The proposed system, block
matching stereo vision (BMSV) uses an RGB-D camera with
rectified/non-rectified block matching and image pyramiding
along with dynamic programming for human tracking and capture of accurate depth information from shiny/transparent
objects. Here, the IR emitter generates a known IR pattern and the depth information is recovered by comparing the
multiple views of the focused object. The depth map of the BMSV RGB-D camera and the resultant disparity map are
fused. This fills any void regions that may have emerged due to interference or because of the reflective transparent
surfaces and an enhanced dense stereo image is obtained. The proposed method is applied to a 3D realistic head model,
a functional magnetic resonance image (fMRI) and the results are presented. Results showed an improvement in speed
and accuracy of RGB-D sensors which in turn provided accurate depth information density irrespective of the object
surface.

Index Terms— Block matching, depth sensing, disparity estimation, image pyramiding, RGB-D sensor, stereo vision.

I. INTRODUCTION

DEPTH sensing is a challenging task and is the core
behind numerous indoor and outdoor applications. Vari-

ous sensing devices have been employed recently for capturing
accurate depth information. Precision of captured information
is vital for many biomedical applications and helps in the
detection and in-depth analysis of diseases like tumors [1].
RGB-D cameras are one of the few preferred modern

Manuscript received December 7, 2019; revised January 22, 2020;
accepted January 22, 2020. Date of publication January 24, 2020; date of
current version April 16, 2020. This work was supported by IEEE EPICS
under Grant 2016-12. The associate editor coordinating the review of
this article and approving it for publication was Dr. Amitava Chatterjee.
(Corresponding author: Varun G. Menon.)

Sunil Jacob is with the Center for Robotics, SCMS School
of Engineering and Technology, Karukutty 683576, India (e-mail:
suniljacob@scmsgroup.org).

Varun G. Menon is with the Department of Computer Science and
Engineering, SCMS School of Engineering and Technology, Karukutty
683576, India (e-mail: varunmenon@ieee.org).

Saira Joseph is with the Department of Electronics and Commu-
nication Engineering, SCMS School of Engineering and Technology,
Karukutty 683576, India (e-mail: saira_joseph@scmsgroup.org).

Digital Object Identifier 10.1109/JSEN.2020.2969324

sensing systems that capture RGB images along with per-pixel
depth information [2]–[4]. Currently available RGB-D sensors
capture depth information at reasonable accuracy with good
data transfer rates [5]– [6]. The depth range, field of view
(FoV) of depth, depth resolution and frame rate of existing
RGB-D sensors are presented in table IV. The depth range
accuracy depends on the distance of an object in the frame
from the sensor. The accuracy of the depth information is the
difference between the measured depth data and the actual
depth of the reference object. The precision depends on the
continuous measurement of the subsequent depth information
in static condition. The accuracy and precision of the depth
frame of an object also depends on the distance, colour and
temperature. RGB-D cameras employ a mechanism in which
they project the IR radiation in an irregular pattern of dots
using an IR projector and then utilize the IR cameras to
detect the infrared light bounced off the object of interest.
The required depth information is captured using the offset
observed on comparing the projected pattern and the recorded
image. Although depth information is captured with relatively
good accuracy, these devices suffer from few major limitations.

1558-1748 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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One of the major constraints with RGB-D devices is in the
accurate capturing of depth information with shiny or trans-
parent objects or objects that have an absorbing matte
surface [7]– [8]. Also, there can be an interference in the
IR pattern due to the use of multiple RGB-D cameras and
the depth information is correctly interpreted only for short
distances between the camera and the object. When multiple
RGB-D sensors are used with overlapping views, IR patterns
of different RGB-D cameras overlap, generating IR interfer-
ence. Here, each RGB-D sensor will sense and align the
pattern of other RGB-D cameras with its own IR pattern and
will not be able to differentiate its own IR pattern from the
other. Further, the depth quality degrades creating invalid depth
pixel or black pixel with no depth information. The depth map
of the image can be reconstructed comparing the RGB and the
IR image. Recently, few deep learning-based methods have
also been proposed with RGB-D images for human motion
detection and tracking [9]. Some works have also focused on
improving the clarity of image and video conversions [10].
Most of the proposed methods focus on reducing the cost of
the deployed system and also on enhancement of captured
images. Very few methods have focused on accurate capture of
depth information especially in biomedical images [3], [11]–
[13].

This paper presents a novel system, block matching stereo
vision (BSMV) RGB-D that utilizes the advantages offered
by block matching [14] and image pyramiding along with
dynamic programming [15] for accurate capture of depth
information from shiny/transparent objects. Here, an IR emit-
ter generates a known IR pattern and the depth information
is recovered by comparing multiple views of the focused
object. The depth map of the block matching stereo vision
RGB-D camera and the resultant disparity map are fused.
This fills any void regions that may have emerged due to
interference or because of reflective transparent surfaces and
an enhanced dense stereo image is obtained. The proposed
method is applied on a 3D realistic head model and the results
are presented.

The paper is organized into three sections. Related works
are presented in the next section. The proposed system along
with the mathematical analysis is presented in section 3. The
proposed system integrated with disparity estimation, block
matching, image pyramiding and dynamic programming is
explained in this section. The next section presents the results
obtained from the application of the proposed method on a 3D
realistic head model [16]–[19]. Conclusion and future work are
presented in the final section.

II. RELATED WORKS

Few techniques have been proposed in recent years for
depth information enhancement of images captured by var-
ious camera sensors. In [11], authors present an interesting
technique that estimates the depth of positions that are too
far away and irrelevant to any objects or plans. This is
enabled with the help of an RGB-D camera and a gyroscope.
An advanced and flexible color-guided autoregressive model
for depth recovery from low quality images captured by

Fig. 1. System architecture.

cameras is proposed in [3]. The authors analyze the stability
of the method using a linear system view. Further a parameter
adapting scheme is discussed by the author for recovery
of depth information. Recently, the application of RGB-D
cameras has become prominent in biomedical field. Authors
discuss the application of RGB-D cameras in the study of soft
tissue deformation due to the bicep’s muscular activity in [12].
In [13], a depth propagation method using bilateral filtering
and motion estimation is proposed. Most of the methods
have certain limitations, especially in accurate detection of
shiny and transparent objects. Also, some of them suffer from
interference in the IR pattern due to the use of multiple RGB-D
cameras and also accuracy of depth information restoration is
limited. The proposed work overcomes these limitations using
an RGB-D camera with rectified/non rectified block matching
and image pyramiding for high speed stereo vision.

III. PROPOSED SYSTEM

Initially, the working of the system is explained with the
help of an architecture diagram. Then, the mathematical mod-
elling and analysis of the system is presented.

A. System Architecture

The architecture of the proposed system is presented in
figure 1. Initially, the object of interest is captured from two
different viewpoints using two RGB cameras. The focused
color image pair consists of a left and right image. The focused
image left (FIL) and focused image right (FIR) are connected
via a bus connector (BC) and the color is extracted. Also,
the color space conversion is carried out for FIL and FIR and
the intensity value is extracted. Then, the matching features
in each focused image is extracted using the corner detection
blocks. The sum of the square difference algorithm is used to
identify pixels that are common to both the focused images.
The corresponding epipolar line is computed in the focused
right image compared to each position in the focused left
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image. On the epipolar line of the right image, the pixel that
matches the pixel on the left image is identified. A quadratic
polynomial is drawn such that it fits to the position of the
accurately matched pixel. The polynomial curve minimum
value is the final pixel location.

Here, all the matching points in left feature matching
(LFM) and right feature matching (RFM) are used to compute
the fundamental matrix. The maximum number of trials and
the threshold value is provided for the estimation of the
fundamental matrix. Eight pairs of points selected randomly
from LFM and RFM along with the normalized eight-point
algorithm is used to obtain the fundamental matrix. The
fitness of the fundamental matrix for all points in LFM and
RFM is then calculated. This value then replaces the initial
fundamental matrix value. The fundamental matrix along with
the calculated intensity is then used to calculate the disparity
values. All the values of disparity are collected and assembled
to form the disparity map.

B. Disparity Estimation

Stereo vision works on the principle of retrieving the 3D
image of a structure using information of images captured
from two different viewpoints. A computer compares the
images while shifting the two images over each other to
find the parts that match. For this, color images are first
converted to gray scale using the built in rgb2gray function
with MATLAB R2018a [20]. The shift in the pixel intensity is
called the disparity and the computation output of this process
is called a disparity map. The epipolar geometry of the stereo
vision image is used to retrieve the relative depth information
in disparity map between the two images. This gives the range
between the image and the camera. However, for non-rectified
images, the analysis along epipolar lines is not always aligned
on the horizontal axis. The stereo images are rectified through
linear transformation so that corresponding points of the two
images will have same row coordinates. Rectification is a
standard step used with the proposed algorithm. This step
ensures that the search for matching blocks needs to be done
only horizontally and not vertically during block matching.

C. Working of BSMV-RGBD

The overall working of the proposed BSMV-RGBD is
discussed in three steps,

1) Read Focused Image Left/Right Pair: First, the object of
interest is captured from two different viewpoints using two
RGB cameras. The focused color image pair consists of a left
and right image. From these images, color and intensity are
extracted to form a grayscale image so that we have only one
value (0 - 255) for each pixel. This image is used to analyze
disparity map.

2) 4 × 4 Feature Block Matching: Block matching selects a
region in one image and tries to find the most similar region in
the other image, using sum of absolute difference as the metric.
A lower value corresponds to more similarity between the
two regions. Two parameters are needed to implement block
matching algorithm: size of the block and maximum disparity.
In the focused left image, a 4 × 4 sub pixel feature block is

TABLE I
FREQUENTLY USED NOTATIONS

TABLE II
LIST OF ABBREVIATIONS

formed around a pixel. Then a search is done in the right-hand
direction starting at the same coordinates in the right image.
The search is carried out for the best match of the 4× 4-pixel
block. The bigger the block size, the less noisy the disparity
map will be and results will be more accurate. However,
it is computationally more expensive. In the proposed method,
search is carried out for ±7 pixels surrounding the pixel of
the focused left image. Column-wise searching is done for the
rectified images.

3) Dynamic Programming: In the block matching process,
the selected pixel has noise disparity with its own location
and thus produces an image with noisy disparity. Smoothening
is done to reduce noise disparity. By increasing the noise
disparity sharing with surrounding sub pixels, the selected
pixel shares the disparity with its surrounding sub pixel.
By using four intra 16× 16 modes we can predict one whole
16×16 macro block. The 16×16 macro block has 4×4 sub-
blocks. These 4×4 sub-blocks can be predicted independently
using nine intra 4 × 4 blocks. The individual prediction at
intra 4× 4 block is advantageous when the correlation at the
block level is localized. 16 pixels are available in 4 × 4 sub
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pixel block. This 4 × 4 sub pixel block helps to form the
4× 4 predictive block. The 16 pixels in the 4 × 4 predictive
block is generated using prediction mode in all the different
directions using the information of all adjacent pixels. The
optimal estimation of noise disparity along the noise disparity
path from one block of image to another block of image can
be efficiently solved using dynamic programming (DP).

The result of dynamic programming is applied individually
to each block such that the optimal noise disparity structure is
decomposed into suboptimal noise disparity problems. Then
the optimal noise disparity value is to be expressed in terms
of suboptimal noise disparity problem. The value of optimal
noise disparity is then computed using a matrix structure with
a bottom to up approach. This computed information is used
to construct optimal noise disparity map. Next subsection
presents the theoretical analysis of dynamic programming in
the proposed BSMV RGB-D method.

4) Mathematical Analysis of Dynamic Programming in BMSV-
RGBD: Initially, the optimal noise disparity structure has to
be decomposed to suboptimal noise disparity problems. Here,
the array of optimal noise disparity is ND [0 . . . n, 0 . . . n1]. For
1 ≤ d ≤ n and 0 ≤ d ≤ n1, the value of entry ND [l, d] will
have the suboptimal noise subset with maximum combined
values. The suboptimal noise subset {1, 2 . . . l} consists of the
weighting factors for intensity ‘l’. Hence, the array of optimal
noise disparity is given by,

ND [l, d]=max
��

p∈R
n p : R⊆{1, 2 . . . d}

�
p∈R

dp ≤ d
�

(1)

The computation of all the entries in the array ND [l, d]
will lead to the ND [n, n1] array as the suboptimal noise
solution. For [l, d], ‘R’ is a solution. If R ⊆ {1, 2 . . . l} and�

p∈R dp ≤ d , then ‘R’ is an optimal noise solution for [l, d].
If ‘R’ is an optimal noise solution, then

�
p∈R n p = ND [l, d].

Now the optimal noise disparity value in terms of suboptimal
noise disparity problem is to be obtained. The initial setting
for this scenario is ND [0, d] = 0 for 0 ≤ d ≤ n1 and
ND[l, d] = −∞ for d < 0. The recursive step is given
by ND [l, d] = max(ND[l − 1, d], ni + ND [l − 1, d − dl ])
for 1 ≤ l ≤ n, 0 ≤ d ≤ n1. The optimal noise disparity
would select or not select ‘l’. Now the value of optimal
noise disparity is computed using a matrix structure in bottom
to up approach. The array is computed using ND[l, d] =
max(ND[l − 1, d], ni + ND[l − 1, d − dl]) row by row.

The first stage of dynamic programming in BSMV RGB-D
is given by,

BSMV RG B-D(v, d, n, n1)⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

f or (d=0 to n1) ND [0, d]=0 f or (l=1 to n)
f or (d=0 to n1) of (d[l] ≤ d

ND [l, d]=max{ND [l−1, d], v [l]+ND[l−1, d−d[l]}
else

ND [l, d]=ND [l − 1, d] return ND [n, n1]

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(2)

The algorithm is given below,
The next stage is to compute the suboptimal noise disparity.

For this the auxiliary Boolean array threshold[l, d] is 1, if the

l th pixel in the ND [l, d] is selected, otherwise zero. Also,
the optimal solution is to be formulated. The threshold[l, d]
is used for finding the suboptimal nose ‘R’ having maximum
computation time. If threshold[l, d] is 1 then n ∈ R, contin-
uously repeating the process for threshold[n − 1, n1 − dn].
If threshold[n, n1] is 0 then n /∈ R, continuously repeating
the process for threshold[n − 1, n1]. The following partial
code will compute the value of ‘R’. Assigning n1 to T for
(l = n, down to 1) if threshold[l, T ] == 1,output l and
T = T −d[l]. The stage 2 of dynamic programming in BSMV
RGB-D is given by BSMV RG B − D(v, d, n, n1), is shown
at the top of the next page,

The algorithm is given below,
The application of DP completely removes the noise around

the image border and the foreground object appears in better
reconstructed form.

D. Pyramiding the Image

Pyramiding technique is used for the image with telescopic
search to ease block matching. Given the full-scale image to
detect the noise disparity, the process has to be carried over
± 7-pixel block. By pyramiding, the image is downsized by a
factor of 2. The process will reduce to ± 1-pixel block. The
noise disparity is then estimated on this down sized block.
This down sized block act as the seed to the larger image.
This enables search of the noise disparity only in smaller pixel
block ranges and the process becomes at least five time faster
compared to normal block matching. Here, three level image
pyramiding is used.

Dynamic programming executed on noise disparity at every
pyramidal level reduces the computational burden drastically.
The depth map of the stereo image, the intrinsic parameters
of the RGB-D camera and the concerned image are back
projected on a pixel to pixel basis to form the 3D points. The

intrinsic matrix I for RGB-D camera is, I =
⎡
⎣

fL SL CL

0 fR CR

0 0 1

⎤
⎦

and the 3D image coordinates aligned with the homogenized
stereo camera coordinates is [Lc Rc]T = I[Lc, Rc, Zd]T. The
intrinsic matrix describes all the pixels in the image which can
be back projected into a 3D pixel. However, the distance of
the concerned pixel to the camera is unknown. Considering
S-B as the distance between the two RGB-D cameras, ‘f’ is
the focal length, the noise disparity estimation of the depth
map is given,

Zd = f + DS−B

ND
(4)

The result of the re-projection shows the surrounding of
the images appearing mutually orthogonal and the image
is reconstructed accurately. Now performing a BSMV
RGBD Gaussian N level pyramiding, a cascaded low
pass filter produces down sampled images represented as
�G p =

� �G0, �G1, �G2, . . . �GT

�
. The separable N-dimensional

kernel ‘t’ = [t1 t2 t3 t4 t5] is used for construction of the down
sampled images. In each direction a down sampling value of 2
is used.
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BSMV RG B − D(v, d, n, n1)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

f or (d = 0 to D) ND [0, n1] = 0; f or (l = 1 to n) f or (d = 0 to n1)
i f ((d [l] ≤ d) and (n [l]+ ND [l − 1, d − d [l]] > ND [l − 1, d]))
{ND [l, d] = n [l]+ ND [l − 1, d − d [l]] ; T hreshold [l, T ] = 1}

else
{ND [l, d] = ND [l − 1, d] ; T hreshold [l, T ] = 0}

T = n1; f or (l = n down to 1)
I f (T hreshold[l, T ] == 1 {output l; T = T − d [l] ; } return ND [n, n1]

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

(3)

Algorithm 1 To Calculate Optimal Noise Disparity
1: procedure BSMV RGB-D (v, d, n, n1)
2: for d ← 0 to n1∧ ND[0, n1] == 0 do
3: for l ← 1 to n do
4: for d ← 0 to n1 do
5: if (d[l]≤ d) then
6: ND[l,d] ← max{(ND[l-1,d], v[l] +ND[l-1,d-d[l]])}
7: else
8: ND [l,d]← ND [l-1,d]
9: end if
10: end for
11: end for
12: end for
13: return ND [n, n1]
14: end procedure

Fig. 2. Placement of RGB-D camera.

Mapping the N-dimensional kernel from one face to another
is done as,

�G P+1 = M �G P =

⎡
⎣

1 0 0
0 1 0
0 0 0

. . . . . .

⎤
⎦

⎡
⎢⎣

h · · · .
... h

...
. · · · h

⎤
⎥⎦ �G p

Down sampling Convolution

IV. RESULTS AND DISCUSSION

This section presents the discussion on the results obtained
by applying the proposed technique BMSV RGB-D to a 3D
realistic head model and also to a fMRI image. Here the soft-
ware used for simulation and testing is MATLAB R2018a [20]
with neuroelectromagnetic forward head modelling toolbox
(NFT) plug in. The 4×4 feature block matching technique has
a higher rate of retrieval, as the shape of the focused image
is retrieved well. The recovered image shows irregular depth
range and spots of noise scattered across the image, especially

Algorithm 2 To Calculate Sub-Optimal Noise Disparity
1: procedure BSMV RGB-D (v, d, n, n1)
2: for d ← 0 to n1∧ ND[0, n1] == 0 do
3: for l ← 1 to n do
4: for d ← 0 to n1 do
5: if ((d [l] ≤ d) ∧ (n [l] +

ND [l-1,d-d [l]] > ND [l-1,d])) then
6: ND [l,d]← n [l]+ ND [l-1, d-d [l]]
7: threshold [l,T]← 1
8: else
9: ND [l,d]← ND [l-1,d]
10: threshold[l,T]← 0
11: end if
12: T← n1
13: for d ← n to 1
14: if (threshold[l,T]) = = 1 then
15: output l
16: T← T-d[l]
17: end if
18: end for
19: end for
20: end for
21: end for
22: return ND [n,n1]
23: end procedure

on the upper part of the image. There is excess noise scattering
on the top of the image as there are no major features of
the image available inside the 4 × 4 sub pixel matrix under
comparison. The noise spot occurs because individual sub
pixel disparity map is independent of the surrounding pixel.

The RGB-D cameras are kept approximately parallel while
capturing multiple views of the image, to ensure that the
disparity values are positive. Otherwise, the depth map will
have both positive and negative values. The placement of
the RGB-D cameras is illustrated in figure 2. Here, P1 and
P2 are the projection of the cross-point P on the two images,
C1 and C2 are the origin of RGB-D camera, F is the focal
length, D is the distance between the two cameras and Z is
the depth. The sub pixel estimation and correction are done by
taking minimum mismatch of actual pixel and the neighboring
pixel. A parabola is drawn considering these values and solved
for minimum mismatch of the sub pixel. This results in the
removal of the contouring effect and the estimation of disparity
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Fig. 3. a) Disparity intensity vs time b) disparity estimation vs time.

Fig. 4. IR variation in 16-bit RGB-D 3D realistic head model a) front view
b) back view c) side view d) pixel mapped depth sensing view.

is fine-tuned. The result can be seen along the surface of the
image.

Figure 3 shows the disparity intensity and disparity estima-
tion of the image with varying time. The figure highlights the
difference in the intensity of the pixels in the image captured
by the RGB-D sensor.

A. BMSV RGB-D Applied on 3D Realistic Head Model

Figure 4 presents the IR variation in 16-bit RGB-D 3D
realistic head model. These values are very vital for accurate
disparity mapping. The front, back view and side views are
obtained. Also, the pixel mapped depth sensing view is also
presented. Figure 5 presents the IR variation in 64-bit RGB-D
3D realistic head model with various views. The significance

Fig. 5. IR variation in 64-bit RGB-D 3D realistic head model a) front view
b) back view c) side view d) pixel mapped depth sensing view.

Fig. 6. 3D fMRI image a) top view b) sagittal view c) coronal view
d) combined 3D view.

TABLE III
PSNR VARIATION FOR 8, 16 AND 32-bit SUB BLOCK FOR

DIFFERENT BLOCK MATCHING METHOD

of 16-bit and 64-bit is in the size of the physical memory
support for RGB-D camera.

B. BMSV-RGBD applied on fMRI image

The top view, sagittal view and coronal view with mesh
of 3D fMRI image is presented in figure 6. The weighted
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TABLE IV
COMPARISON OF BSMV RGB-D WITH EXISTING CAMERA

Fig. 7. Depth analysis of 3D fMRI image with BSMV-RGB-D.

magnetic resonance images are analysed for cerebrospinal
fluid, segmenting the skull, scalp and brain tissue. For the for-
ward problem numerical solution, boundary element method
(BEM) is used. The BEM meshes is generated once the
segmented tissue volume is extracted. The individual realistic
head model is wrapped by template head model electrode
location if magnetic resonance image is not available. Here,
the coordinates are aligned with the homogenized stereo
camera. The intrinsic matrix describes all the pixels in the
image which can be back projected into a 3D pixel. The
result of the re-projection shows the surrounding of the images
appears mutually orthogonal and the image is reconstructed
accurately.

Figure 7 presents the depth analysis of 3D fMRI image
with BMSV RGB-D. The cross point on the fMRI image
indicates the seed pixel. The RGB-D image enabled with
telescopic search is analysed using pyramiding technique
for block matching. The noise disparity is detected for the
full-scale image and it is applied over the 7-pixel block.
Pyramiding will downsize the image by a factor of 2, which
will further scale down to 1-pixel block. For this down sized
block, the noise disparity is calculated. The down sized block
will be the seed for the scaled up RGB-D image. The noise
disparity is enabled for the search of the down sized smaller

Fig. 8. Image of an object with transparent surface (spectacles) captured
and reconstructed using BSMV RGB-D method.

pixel block. The search process is fivefold faster compared to
existing block matching. The dynamic programming is run on
the noise disparity which reduces the computational burden
substantially. The IR projector emits the predefined pattern
and the concerned RGB-D image is back projected on a pixel
to pixel basis to form depth information.

The seed point in the image is identified initially and
mapped to 3D space for the depth information. To identify
the edge and mark it automatically, canny edge detection
algorithm is used. Then the noise disparity is calculated from
the cross mark on the two images. The placement of camera
is shown in figure 2. The camera A is displaced to the
right direction, that is in the X-direction positive Dx. The 3D
coordinates of the left camera (Xl, Yl, Zl) would have (Xl-Dx,
Yl, Zl) coordinates in the right camera. This would project
different image point X coordinates for the left and right
camera creating noise disparity. The noise disparity value will
be positive, negative or zero depending upon the position of the
object compared to the cross point. This noise disparity is used
to calculate the information of an object. The depth is then
calculated by using the equation 4. The calibrated depth range
obtained here is 0.2 m to 8 m for 16-bit and 64-bit realistic
head models. Figure 8 presents the results obtained with the
BSMV RGB-D with objects having transparent surface. Here,
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the human face is sensed by the RGB-D camera and with
the accurate depth information captured using the proposed
method, the 3D image is reconstructed. The spectacle on the
face is correctly decoded and shows a nullifying effect on the
actual 3D object.

Table III presents the comparison of the proposed method
with other existing block matching methods in terms of PSNR
for varying sub block sizes. The proposed method BSMV
RGB-D has better PSNR value compared to all the other
existing block matching techniques and this signifies better
performance. In block matching BMSV-RGBD, each pixel is
having a very high correlation with its neighbors. This makes
it easy to assign motion vector to a sub pixel block compared
to individual pixels. In the BSMV-RGBD the RGB-D frame is
segmented into n×n blocks. The current block of subsequent
frame is aligned and matched with the corresponding subblock
in the same coordinates of the previous frame for the pixel
having a very large motion displacement. The optimized
alignment and matching give the correct displacement.

V. CONCLUSIONS

This paper presents and discusses a novel system for
object tracking and capturing of accurate depth information
from shiny/transparent objects using RGB-D camera with
rectified/non-rectified block matching and image pyramiding
along with dynamic programming. The architecture and the
working of the proposed system is presented and discussed
in detail. Theoretical analysis of the BSMV dynamic pro-
gramming algorithm is presented. The results achieved by the
proposed method in simulations using MATLAB 2018a are
presented. The results from the depth information analysis
carried out on a 3D realistic head model and an fMRI
image illustrate the accuracy of the proposed method. The
advantages and better performance of the proposed method is
also highlighted using a comparison with the existing RGB-D
sensors and block matching techniques. Finally, the capture
and accurate reconstruction of an object with transparent
surface is demonstrated using the proposed method.
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ABSTRACT

Intelligent Transportation System (ITS) is gaining attention but at the same time,

road accidents, congestion, delays, etc. have also increased. Relative information

about such events is vital. Such information can be presented in legal processes as

digital proof. Availability of the information is not a problem as multidimensional

data have been recorded all the time by ITS. Recording all the information in ITS

arises the problem of fetching relevant information and removing other facts and
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with Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) and

Non-negative Matrix Factorization (NMF). We conduct comparative analysis with

three datasets where error rate for PCA is 32% with Dataset1. Likewise, error rate

for LDA and NMF are 36% and 35%, receptively. While keeping in mind that such

reduced data is helpful in many legal processes, we introduce Blockchain in the

framework. Blockchain can make data immutable thus can be considered as digital

proof. Blockchain also requires a smart contract in this situation between insurance

companies to collect data in case of any uncertain situation. Such analysis can o�er

a di�erent point of views and trends in data. Information can be more explainable

to de�ne the situation and helps to develop a friendly environment for day-to-day

customers. The proposed framework provides dimensionality reduction of data that

eventually reduce the data dimension to store in Blockchain.
 KEYWORDS: Accident analysis Blockchain ITS Principal component analysis

Smart transportation system Tra�c surveillance
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Abstract:  

“We realize the importance of our voice only when we are silenced” 

Remembering the quotes of Malala Yousafzai, I would like to travel through the 

memoirs of holocaust faced by the Jews during Hitler’s reign as marked in the writings of Anne 

Frank in her famous work “The Diary of a Young Girl”. It is indeed true that throughout the 

history, hundreds of thousands of individuals have undergone heart rending suffering and 

horrors beyond their worst dreams. Humans have, time and again exhibited extraordinary 

resilience in adapting to the situation. During these lock down days we do face a lot of 

discomfort and frustration to be confined into our own safe home. But just think about the 

thousands and millions who had gone on exile on fear of death and about the cruelties they had 

undergone. My attempt here is to pen down the agonies and resilience they had faced during 

these holocausts. Anne, a young Jewish girl is forced into hiding with her family and one other 

family in Nazi occupied Amsterdam. The inscriptions in the form of diary writing tells us about 

her feelings and experiences they had faced and also about her budding hopes to be free once 

again. Things began to change when the Nazis came to power. Their aim was to remove the 

Jews from German society even though they were less than 1% of the population. Nazi believed 

that Jews were the root of all the evils. Life was horrific for Jews and they began to flee from 

Germany. Nazis burned down the synagogues and Jewish owned shops and even burned their 

books. Jews were fleeing and tried to find shelter wherever they could. Nazis deported these 

people to forced labour camps, where they worked to produce supplies for the increasingly 

strained war economy. In most camps the prisoners were devoid of sufficient food, equipment, 

medicine and clothing. There was a complete disregard and their health was deteriorating day 

by day. As a result of these conditions, death rates in labour camps were extremely high.  
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Believing Holland was safe for Jews, Anne’s family moved to Amsterdam in 1933. 

‘The Diary of a Young Girl’ also known as ‘The Diary of Anne Frank’, a book of diary writings 

kept by Anne frank while she was hiding for two years in the secret annex, with her family 

during the Nazi occupation of the Netherlands. The family was apprehended in 1944 and Anne 

frank died of typhus in the Bergen-Belsen concentration camp in 1945. The diary was retrieved 

by Anne’s father Mr. Otto frank, the family’s only known survivor after the war. The writings 

were from 14th June 1942 to 1st August 1944. Her father gifted her a red checked diary on her 

13th birthday, June 12th 1942. It was not like a usual diary writing, she wrote as letters to her 

best friend that is, diary whom she addressed as kitty. In August 1944, they were caught from 

the secret annex and were deported to Nazi concentration camps. Anne died when she was just 

fifteen years old. These letters were not just the experiences of a thirteen-year-old young girl, 

it gives us an insight into the most terrific inhumane situation that mankind had ever undergone. 

The wordings which she breathed became eternal and true. 

“I want to go on living even after my death”   

Keywords: Holocaust, Concentration Camps, Resilience.  

 

“I want to bring out all kinds of things that lie buried deep in my heart”. 

           As rightly said by Anne Frank, this is exactly what her writings were. A mixture of 

agonies, frustration, happiness, fear, realisations, relations, her first love and more over an 

account of what happened in the outside world. These letters were not just the experiences of 

a thirteen-year-old young girl, it gives us an insight into the most terrific inhumane situation 

that mankind had ever undergone. An account for her journals do tell us about how much Jews 

had suffered and deprived from the rest of the society. The restrictions imposed on them were 

even more harsh. They must always wear a yellow star and had to be indoors by eight o’clock 

and cannot even sit in their own gardens after that hour. They were forbidden to visit theatres, 

cinema halls and any other places of entertainment. Not allowed to take part in public sports, 

swimming baths, tennis courts, hockey fields and other sports grounds. They cannot visit any 

Christians and were allowed only to go to Jewish schools, many more such restrictions. A brief 

account of these imposed restrictions is clearly mentioned in the initial pages of the diary: 

                “The rest of our family, however, felt the full impact of Hitler’s anti-Jewish laws, so 

life was filled with anxiety. After 1940 good times rapidly fled: first the war, then the 
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capitulation, followed by the arrival of the Germans, which is when the sufferings of us Jews 

really began. Anti-Jewish decrees followed each other in quick succession. Jews must wear a 

yellow star, Jews must hand in their bicycles, Jews are banned from trams and are forbidden to 

drive, Jews are only allowed to do their shopping between three and five o’clock and then only 

in shops which bear the placard “Jewish shop”. (pg. 20, 21) 

                Amidst her class mates and friends she was all alone. She never had a real friend and 

was always in quarrel with her mother. She doesn’t want to fit into the usual slot. Wished to 

have her own space and always voiced her own opinions. Father was her favourite and she used 

to say “I can understand my friends better than my own mother – too bad! (pg 53). She always 

longed for someone to be her best companion and to someone to whom she can express herself. 

And it is until when she received a diary as a birthday gift from father, she began to express all 

her emotions to her best friend “Kitty” – the diary. In her own words what the diary meant for 

her: 

              “In order to enhance in my mind’s eye the picture of the friend for whom I have waited 

so long, I don’t want to set down a series of bald facts in a diary like most people do, but I want 

this diary itself to be my friend, and I shall call my friend Kitty. No one will grasp what I am 

talking about if I begin my letters to Kitty just out of the blue, so, albeit unwillingly, I will start 

by sketching in brief the story of my life”. (pg 20) 

                On July 5th 1942, Anne’s elder sister Margot received an official summons to report 

to a Nazi work camp in Germany. On July 6th they went into hiding. They were later joined by 

Hermann Van Pels, Otto’s business partner including his wife Auguste and their teenage son 

Peter. They hid in the sealed off upper rooms of the annex of Otto’s company building in 

Amsterdam. The rooms they hid in were concealed behind a moveable book case, not easily 

noticeable. Mrs Van Pel’s dentist Fritz Pfeffe, joined them four months later. They remained 

hidden there for two years and one month. Anne rightly called it as their “Secret Annex”. They 

heard about the cruelties in camps and choose to be on exile than being caught. It is right what 

Otto Frank said before going into hiding, that “we don’t want our belongings to be seized in 

by the Germans, but we certainly don’t want to fall into their clutches ourselves. So we shall 

disappear of our own accord and not wait until they come and fetch us” (pg no. 31). All kinds 

of thoughts disturbed her as into where they are going to hide, “in a town or the country, in a 

house or a cottage, when, how, and where…?” (pg 33). It was quite natural to think of all such 

unique possibilities as all of a sudden when one is forced to go on exile. We cannot even 
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imagine of such a dreadful thing, all of a sudden to leave our belongings and to go somewhere 

we are not sure of, whether to live or to die. All of them wore two or three layers of dress and 

packed just enough to hold in a sachet and left their house with anxiety. On their way they 

received sympathetic looks from people and their face showed how sorry they were as they 

couldn’t help because the gaudy yellow star spoke more than needed. 

         “Our many Jewish friends are being taken away by the dozen. These people are treated 

by the Gestapo without a shred of decency, being loaded into cattle trucks and sent to 

Westerbork, the big Jewish camp the big Jewish camp in Drente. Westerbork sounds terrible: 

only one washing cubicle for a hundred people and not nearly enough lavatories. There is no 

separate accommodation. Men, women and children all sleep together. One hears of frightful 

immorality because of this; and a lot of the women, and even girls, who stay there any length 

of time are expecting babies.” (pg 63)    

             It is impossible for them to escape, most of the people in the camp are branded as 

inmates by their shaven heads and many also by their Jewish appearance. If it is as bad as this 

in Holland whatever will it be like in the distant and barbarous regions they are sent to? We 

can assume that most of them are murdered. The English radio speaks of their being gassed. 

Perhaps that is quickest way to die. We feel helpless and sympathetic for them. Anne wrote an 

incident which really wets our eyes: “Just recently for instance, a poor old crippled Jewess was 

sitting on her doorstep; she had been told to wait there by the Gestapo, who had gone to fetch 

a car to take her away. The poor old thing was terrified by the guns that were shooting at 

English planes overhead, and by the glaring beams of the searchlights. No one would dare to 

take her in and to undergo such a risk.” (pg 64). The Germans strike without the slightest mercy. 

Prominent citizens and innocent people are thrown into prison to await their fate. If the saboteur 

can’t be traced, the Gestapo simply put about five hostages against the wall. Announcements 

of their deaths appear in the papers frequently. These outrages are described as “fatal accidents” 

and countless people have gone to a terrible fate. Evening after evening the green and grey 

army lorries trundle past. The Germans ring at every front door to inquire if there are any Jews 

living in the house. No one has a chance of evading them unless one goes into hiding. Often, 

they go around with lists, and only ring when they know they can get a good haul. No one is 

spared not even the old people, babies, expectant mothers, the sick all join in the march towards 

death. Their nationality and even their very existence is being questioned. The fault is them is 

that they were born as Jews. 
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        “Nice people, the Germans! To think that I was once one of them too! No, Hitler took 

away our nationality long ago. In fact, Germans and Jews are the greatest enemies in the world” 

(pg 65) 

            It is only on the second day of arrival Anne started writing her diary. It was about how 

she felt on hiding and the peculiar place and its ambience. “Then I had a chance, for the first 

time since our arrival, to tell you all about it, and at the same time to realize myself what had 

actually happened to me and what was still going to happen” (pg 40). There was no variety in 

thoughts or nothing new to be done. They go round and round like a roundabout – from Jews 

to food and from food to politics. It isn’t an easy task to go on hiding with such alerts outside. 

Day and night more of those poor miserable people are being dragged off, with nothing but a 

rucksack and a little money. On the way they are deprived even of these possessions. Families 

are torn apart, the men, women and children all being separated. Children coming from school 

find that their parents have disappeared. Women return from shopping to find their homes shut 

up and their families gone. Every night hundreds of planes fly over Holland and go to German 

towns, where the earth is ploughed up by their bombs, and every hour hundreds and thousands 

of people are killed in Russia and Africa. No one is able to keep out of it, the whole globe is 

waging war and although it is going better for the Allies, the end is not yet in sight. And as for 

us, we are fortunate. Yes, we are luckier than millions of people. The children here run about 

in just a thin blouse and clogs, no coat, no hat, no stockings and no one helps them. Their 

tummies are empty, they chew an old carrot to stay the pangs, go from their cold homes out 

into the cold street and when they get to school, find themselves in an even colder classroom. 

Countless children stop the passers-by and beg for a piece of bread. There is nothing we can 

do but wait as calmly as we can till the misery comes to an end. Jews and Christians wit, the 

whole earth waits, and there are many who wait for death. It was not easy to go on hiding 

because of the terrific things happened outside, am account of what was happening outside: 

          “We had a short circuit last evening, and on top of that the guns kept banging away all 

the time. I still haven’t got over my fear of everything connected with shooting and planes, and 

I creep into Daddy’s bed nearly every night for comfort. I know it is very childish but you don’t 

know what it is like. The A.A. guns roar so loudly that you can’t hear yourself speak. Mrs. Van 

Daan, the fatalist, was nearly crying, and said in a very timid little voice, “Oh, it is so 

unpleasant! Oh, they are shooting so hard,” by which she really means am so frightened.” (pg 

100) 
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             Apart from that there were frequent banging outside that feared everyone and Anne 

gathered all her belongings together. She packed a suitcase with the most necessary things for 

an escape. But as her mother rightly said “Where will you escape to?” (pg114). They are Jews, 

can’t go anywhere. Even the nature, birds, animals are free to do as they like but not them. 

They are even degraded to that level. On exile they have only option to divert their mind books, 

reading and studying new things. “Ordinary people simply don’t know what books mean to us, 

shut up here, reading, learning and the radio are our amusements.” (pg 121). With the little 

ration they receive from fake cards they moved on. Celebrated birthday’s with whatever they 

find. One such poem written by Margot on Anne’s birthday tells us how their daily life and 

thoughts have been immersed in fear and agonies. 

 “The first shot sounds at dead of night 

Hush, look! A door creaks open wide, 

A little girl glides into sight, 

Clasping a pillow to her side” (pg 136) 

                    Not just that Anne used to swallow Valerian pills every day against worry and 

depression, but that doesn’t prevent her from being even more miserable the next day. She 

wrote “a good hearty laugh would help more than ten Valerian pills, but we have almost 

forgotten how to laugh. I feel afraid sometimes that from having to be so serious I will grow a 

long face and my mouth will droop at the corners”. (pg  150).  She wrote about the ambience 

there to be so oppressive and sleepy and as heavy as lead. They can’t hear a single bird singing 

outside and a deadly close silence hangs everywhere, catching hold of them as if it will drag 

them down deep into an underworld.  She used to wander from one room to another, downstairs 

and up again, feeling like a song bird whose wings have been clipped and who is hurling 

himself in utter darkness against the bars of his cage. She longed to “Go outside, laugh, and 

take a breath of fresh air, a voice cries within me, but I don’t even feel a response anymore; I 

go and lie on divan and sleep, to make the time pass more quickly and the stillness and the 

terrible fear, because there is no way of killing them”  (pg 155).  We could understand what 

she needs: 

              “When someone comes in from outside, with the wind in their clothes and the cold on 

their faces, then I could bury my head in the blankets to stop myself thinking: “When will we 

be granted the privilege of smelling fresh air?” And because I must not bury my head in the 
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blankets, but the thoughts will come. Believe me, if you have been shut up for a year and a 

half, it can get too much for you some days. In spite of all the justice and thankfulness you 

can’t crush your feelings. Crying, dancing, whistling, looking out into the world, feeling young, 

to know that am free – that is what I long for, still I must not show it, because I sometimes 

think is all eight of a us began to pity ourselves or went about with discontented faces where 

would it lead us? I couldn’t talk this to anyone but only van cry. Crying can bring such relief” 

(pg 168) 

                   There are a number of organisations such as “The Free Netherlanda” which forge 

identity cards, supply money to people “underground”, find hiding places for people, and work 

for young men in hiding and it is amazing how much noble, unselfish work these people are 

doing, risking their own lives to help and save others. Our helpers are a very good example. 

They have pulled us through up till-now and we hope they will bring us safely to dry land. 

Otherwise, they will have to share the same fate as the many others who are being searched 

for. Never had they heard one word of the burden which they certainly must be to them, never 

has one of them complained of all the trouble we give. They put on the brightest possible faces, 

bring flowers and presents for birthdays and bank holidays are always ready to help and do all 

they can. That is something we must never forget; although the Germans our helpers display 

heroism in their cheerfulness and affection “(pg 195).  Rauter, one of the German big shots, 

has made a speech. “All Jews must be out of the German occupied countries before July 1. 

Between April 1 and May 1 the province of Utrecht must be cleaned out (as if Jews are 

cockroaches). Between May 1 and June 1 the provinces of North and South Holland.”( pg 108). 

We cannot even imagine to face such a dreadful situation. On 29th march 1944, she heard a 

London radio broadcast made by the exiled Dutch minister for education, art and science Gerrit 

Bolkestein, calling for the preservation of  “ordinary documents – a diary, letters….simple 

everyday material” to create an archive for posterity as testimony to the suffering of civilians 

during the Nazi occupation. That is when she began to write more seriously that someone may 

read it.  In August 1944, they were discovered and deported to Nazi concentration camps and 

that is what she heard of her last. As she said she is living in many minds even after her death 

and too years and years apart. It is really relevant what she said, we also need to do that to keep 

our minds engaged during these lockdown days. 

                “I finally realized that I must do my school work to keep from being ignorant, to get 

on in life, to become a journalist, because that is what I want! I know I can write……but it 

remains to be seen whether I really have talent…..” 
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Abstract 

This paper is an attempt to discuss about ecology and environmentalism in the selected poems of Nigerian poets Wole Soyinka, 

Tanure Ojaide and Niyi Osundare in a Post-colonial Eco critical review. In literature, ecocriticism is a mode of aesthetics that deals 

with the nature of relation between literature and the natural environment. Its adherents investigate human attitudes towards the 

world as reflected in writing about nature. It is a diverse genre known by many names, including green cultural studies, eco poetics 

and literary analysis of the environmental. The study seeks to explore selected poems in Nigerian literature from an Eco critical 

perspective. The relationship between man, the environment and nature is documented in literature. Eco-critical insights are 

studied in the poetry of Wole Soyinka, Tanure Ojaide and Niyi Osundare. Literature resides where creation exists, and where 

nature exists, life exists. Literature is an imperative tool for having a historical understanding of the relationship between man and 

also for determining the way man treats nature in future. In the 1990’s, ecocriticism gained significant prominence in the Western 

academia as a domain of literary research. This does not, however, indicate that the literature of earlier periods ignored 

ecologically conscious concerns. Similarly, ecological scepticism seeks to explain how nature is expresses in literature and how the 

meaning of nature and the relationship between man and nature have changed over time as they are perceived in literature. In 

recent decades, the natural environment has progressively become threatened by man’s activities. The chosen poems are full of 

varied environmental details. The poets responded to their plight in distinctive perspectives through their poetry. Extreme 

ecological issues such as global warming, increased pollution levels, recurrent coastal flooding, tsunami and cyclones, earthquakes 

and floods have culminated from the incessant cutting of trees for human use and deforestation, the use of weapons and arms, 

radioactive elements in nuclear power plants, industrial pollution and many more. Not only has this disruption to nature caused a 

catastrophic change in the atmospheric conditions around the world, but the ozone layer, our earth’s defensive shield, has also been 

destructive. And now there is a growing and crucial need to conserve our environment and make our earth a better place to live. In 

Nigerian Literature, the study provides a more detailed introduction to the Eco theory from its beginnings to the present. It will 

also address the relationship between nature and culture, the gradual progression of ecocriticism, and its related concepts. 

 

Keywords: ecocriticism, eco psychology, eco poetics, ecological issues 

Introduction 

Ecocriticism is literature is an analytical method that examines 

the importance of the relationship between literature and the 

natural environment. With several names, green cultural 

studies, eco poetics and environmental literary criticism, it is a 

diverse genre. Ecocriticism began to gain prominence in 

Western academia in the 1990s as a sphere of literary 

research. Ecological criticism seeks to analyse how nature is 

presented in literature and how, as seen in literature, both the 

interpretation of nature and the relationship between man and 

nature have grown over time. British colonial rulers formed a 

chain of command in many British colonies, such as Anglo-

Egyptian Sudan and Nigeria, in which colonial officials ruled 

over indigenous African leaders, who then governed the 

majority of the African indigenous population. Colonialism in 

Africa is primarily responsible for the continent’s lack of 

cultural, social, and political development. The so-called 

empirical scrutiny of agricultural practices imposed in 

northern Nigerian communities by successive British colonial 

era authorities is an example of a European influenced 

paradigm pursued by African elites. Irrigation, forest 

management, and extensive use of chemical fertilizers were 

emphasized by the colonial scientific scrutiny system. The 

system provided very little benefit for the region from 

economic development and disrupted the traditional farming 

practices that for centuries had sustained the local population. 

Researchers and academic investigators have largely 

overlooked the effects of postcolonial Nigeria’s economic 

growth. The colonization process resulted in the realignment 

of power, with European trading companies imposed by the 

colonial authority replacing the hitherto domestic Nigerian 

authority centers such as Opobo's Ja Ja, Oguta's Kalabari and 

Ibadan's Ijebu. 

“Ecocriticism speaks for the earth by rendering an account of 

the indebtedness of culture to nature while acknowledging the 

role of language in shaping the view of the world” 

(Campbell 5) 

Thus Ecocriticism begins from the conviction that the arts of 

creativity and the research there of will make a major 

contribution to the understanding of environmental issues and 

the various types of eco-degradation affecting planet Earth 

today. Global warming, which triggers rapid climate change 
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as a result of unequal human interactions with nature, is a real 

concern that marked the end of the twentieth and early twenty-

first centuries. Ecological issues are caused by climate change 

and have become an important concern for interdisciplinary / 

multidisciplinary studies. Under the concept of ecocriticism, 

multiple literature disciplines have embraced this style of 

work, centred on ecological issues. The ambivalent 

relationships between man and nature are old and either 

require or need to overcome and master human romantic 

devotion to nature. In the foreseeable future, climate change 

has arisen from these anthropocentric relationships. The 

reality of climate change is threatening every corner of the 

world. Yet he believes that lethal silence is a big impediment 

to resolving and mitigating climate change problems. Wangari 

Maathai is unveiling the true global warming issues that 

would have dramatic consequences on Africa. At the global 

stage, the query is answered as: 

“Africa is the continent that will hit hardest by the climate 

change. Unpredictable rains and floods, prolonged droughts, 

subsequent crop failures and rapid desertification, among 

other signs of global warming, have in fact already begun to 

change the face of Africa.” 

 (as cited by Toulmin, 2008, p. 1).  

In environmental concerns and philosophies, there are several 

expressions that share similar denominators in the objective of 

environmental conservation. For Graham Huggan and Helen 

Tiffan: 

“Postcolonial ecocriticism and Ecocriticism are hedged about 

with seemingly insurmountable problems. The two fields are 

notoriously difficult to define not least by their own 

practitioners…. Thus, internal divisions…e.g. the commitment 

to social and environmental justice or differences… and large 

scale distinctions based on the attractive view that 

postcolonial studies and eco/environmental studies offer 

mutual correctives to each other turn out to… be perilous” (3).  

Postcolonial ecocriticism, on the other hand, is a plurality of 

ecocriticism that discusses: “concerns with conquest, 

colonisation, racism, sexism along with its investments in 

theories of indigeneity and diaspora and the relations between 

native and invader, societies and cultures” (Huggan and Tiffan 

6) to explicate Eco critical modes of feminist ecocriticism, 

romantic ecocriticism and postcolonial Ecocriticism “need to 

be understood as particular ways of reading” (Huggan and 

Tiffan 13). Regardless of the numerous discourses on 

ecocriticism and postcolonial ecocriticism, this research 

indicates that postcolonial ecocriticism cannot be evaluated 

without delving into environmental problems, and 

ecocriticism or eco-environmental studies cannot be discussed 

without discussing postcolonial concerns alongside 

imperialism, a metaphor that examines ideologies of 

supremacy and socio-history. 

 It is in this regard that am going to analyse some ecological 

problems in Wole Soyinka's poem “Dedication for Moremi 

1963” with a post-colonial perspective. The concept of the 

poem is about the natural order of things, and also about 

bringing a child into the world. It begins with the 

consummation of the child, and then the birth of the child into 

the universe of this child, a miracle created by love. It's almost 

like a prayer to the Earth, and a dedication to the child. It 

speaks of our human life as a whole, and also of our journey 

back to earth. He makes use of many poetic devices in the 

poem, including metaphors and a lot of imagery. The line in 

which he says, "your tongue arch / to scorpion tail." is one 

instance that stands out as a good metaphor. A pretty 

metaphor compares a crying baby's tongue at birth to a 

scorpion tail when it flicks in terror when feeling threatened. It 

gives us this impression of the child being born with a 

venomous tongue, which later brings trouble to the parents- as 

well as presenting this picture of a baby's squirming tongue as 

it clears its lungs and wails in fear of being so unexpectedly 

brought into this world. There are plenty of imagery examples, 

including the moment where he says, "Earth's honeyed milk, 

wine of the only rib / Now roll your tongue into honey until 

your cheeks are / Swarming honeycombs — your world needs 

sweetening kids. Through this, we get this image of taste and 

touch and sight all in one, the very thought makes my mouth 

water. The poem is full of deep inner meanings that invoke a 

radiant feeling, make us wonder what it means, see these 

peculiar literal images that attack our senses, and give us the 

emotions that the poet wants us to experience. The tone of this 

poem is joy and wonder at the birth of a child, and all those 

involved can feel the spiritual journey. He relates this miracle 

of life to the earth, as a woman bears a child, and her fruits are 

brought forth by it. The sound is gentle and ties us to the earth, 

as if every part of this birth was nature, just like every part of 

any animal or plant birth. In many of his words, like baobab, 

roots, rain, plumb her deep for life, season, fruits, and 

embrace, he creates the earthy and joyful sound. They all give 

us the feeling of a warm earth coming together to bring this 

happy occasion to life. In the midst of the independence of 

Nigeria, Soyinka recalls the many events that took place 

throughout his life, such as the birth of his daughter and the 

opening of the first National Park in Nigeria. Soyinka writes 

through many frames that the poem can be read through, one 

being a nourishing tone for his daughter, as well as one that 

protects the earth and its resources. The earth can be seen as a 

symbol of the daughter and the daughter can be seen as a 

symbol of the earth. Poet gives an insight to his daughter 

regarding the endless parallels and metaphors about the world, 

and how it functions. He says, "my child- your tongue arch to 

scorpion tail, spit straight and return to danger's threats yet 

coo with the brown pigeon, tendril dew between your lips." 

This is the example of Soyinka asking his daughter to be as 

sharp and dangerous as a scorpion but also to be caring, gentle 

and kind as a pigeon. He clearly shows the paternal qualities 

he imparts to his daughter in a manner similar to the way he 

tells the people of Nigeria to protect their new park. He wraps 

up the poem with the idea that we too must let the world 

depend on us in the same way we rely so heavily on the sun. 

We have to give earth back in the way it gives us. Soyinka 

evokes the past not as a dead past, but as a living one whose 

positive or negative results catch the present and influence the 

future, not historical but archetypal any more. Either to 

condemn those suicidal attitudes or to laud the current 

resistant wilderness, he evokes pastoral imagery, recalls the 

less anthropocentric past as a less troubled model, and projects 

a green future as a common dream. As the only way to face 

fundamental and sustainable growth, Soyinka urges readers 
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and listeners to take on the soil. As an expression of 

inextricable human ties with it, this communion with one's 

land at every level includes mind-set, commitment, love, and 

respect for oneself and all of its inhabitants. As a result of 

technical and scientific developments, the African holistic 

world view that imperialists saw as "savage" has become the 

global solution to the danger that climate change presents 

today. It's not too religious to ask "who was wild and who was 

civilized" if the "savage" incriminated African world view has 

since become a "worldwide genius" response to the climate 

change problem. 

Tanure Ojaide is a significant Literary voice of Nigerian post-

war poetry, distinguished by his recourse to the orator of his 

birthplace. Ojaide takes oratory as a locus of an esthetic that is 

conscious of rural people's arts and politics, particularly in the 

face of a viperous, modernity-driven establishment. The focus 

of his poetry on orality implies its rootedness in nature. But 

the point that nature in Ojaide's poetry is not merely evoked as 

an esthetic technique, an embellishment of what many have 

regarded in his poetry as an overwhelming political theme, is 

much more crucial to this paper. Nature is also addressed as 

home (the natural world, biodiversity, flora and fauna), now a 

forgotten home in the face of modernity and global petrodollar 

capitalism. In the sense of postcolonial ecocriticism, I try to 

point out from a reading of his poetry that the nature 

(environment) of the Niger Delta area from which the poet 

comes from is a victim of exploitation and injustice caused by 

large-scale oil extraction in the region, just like the people 

living in it; and it is no longer the pristine home it used to be. 

Tanure Ojaide's fifteenth poetry book, "The Tale of the 

Harmattan" (2007), offers poetry readers and those familiar 

with his work a critical insight into the Niger Delta region's 

bleak socio-political and economic circumstances. The 

plurality of the poet's concerns are oil extraction and its 

negative environmental and human family effects. The poems 

differ in style and form; however, what makes the collection a 

publication of substance is the poet's ability to discuss 

contemporary problems with a spectator's eyes, and the 

sincerity of an empathically inspired one. This compilation 

illustrates the degradation of the biodiversity and climate of 

the Niger Delta as a result of the extraction of oil and the 

marginalization of the ethnic minority in whose territories the 

oil is mined. In one poetry collection divided into three parts 

with a glossary that familiarizes the reader with the landscape, 

politics, Urhobo mythology, and various historical and 

mythical figures of Nigeria, the prolific Nigerian scholar-poet 

Tanure Ojaide uses bold rhetoric and a variety of techniques 

to claim the person of the poet as an eyewitness to historical 

events, especially the destruction of the destruction of the 

Niger Delta’s ecosystem and environment as a result of oil 

exploitation and the marginalization of the ethnic minority 

people in whose land oil is exploited. He shows concern for 

the underprivileged and oppressed in society, whose fight for 

equality, fairness and justice he supports, in the course of this 

poetic story. Conscious of the postcolonial situation in 

Nigeria, his native nation, he condemns the rampant 

corruption that drains the country's enormous wealth. 

Affirming humanity, he condemns the perpetrators of 

genocide, as in the Darfur region of Sudan, in the strongest 

possible words. The fact that what happens in Nigeria's 

troubled oil-rich yet poor Niger Delta region affects the 

worldwide price of oil demonstrates the degree of local and 

global connectivity, what is now described as 'glocal.' The 

Harmattan Tale (2007) argues that his research on the 

indigenous peoples (especially women) of Nigeria's Niger 

Delta offers an important way to revise our understanding of 

postcolonial theory in order to step beyond the outdated notion 

of colonial nations to colonialist power as sitting in 

multinational corporations that transcend national origin. My 

research combines elements from environmental, political, 

and socio-cultural images to analyze how Ojaide's work 

exposes the relationship between environmental problems and 

government collusion with multinational corporations, while 

calling for a vision of environmental justice to be 

accomplished by the movement of the Delta people. Ojaide's 

definition of historic environmental destruction and 

devastating oil contamination caused by multinational oil 

firms in the Niger Delta region is part of an interdisciplinary 

and multi-theoretical view of neo-colonial literature. The 

dialogic development of a variety of discourses is part of his 

complex literary style; his work involves feminist discourse 

and eco-critical interpretation of environmental issues, as well 

as post-colonial discourse that has become a defining feature 

of contemporary African literature. Ojaide's earlier-generation 

poetry and establishes him in post-colonial African poetry as a 

significant voice. The poems in The Harmattan Tale share 

Ojaide's love for exploring ancient African folklore with 

readers. In these poems, Ojaide's concerns owe much of their 

connection to his sensibilities and affinities towards his 

homeland. He does not surrender his creative inclinations or 

call for a Marxist agenda for political sloganeering or writing 

poetry, as one can admit, unaware of the genius of his 

imaginary complexity. 

The fourth collection of poetry "The Eye of the Earth" by Niyi 

Ariyoosu Osundare (1986) [10], Nigerian ecology is celebrated 

in this work and focus is given to the common man where it 

portrays one of the fiercest indictments of the people and alien 

destructive powers of modern economic culture. The Eye of 

the Earth (1986) by Osundare is divided into three sections: 

back to earth, eyeful glances of rain songs and home call with 

eighteen poems. This study investigates ecological 

implications in such poems as “forest echoes”, “The Rocks 

Rose to meet me”, “harvest call”, “Let the earth‟s pain Be 

Soothed”, “First rain”, “Rain-coming”, “Rain drum”, “farmer-

born”, “They too Are the Earth”, “Ours to Plough, Not to 

Plunder” and “Our Earth Will Not Die”. The Eye of the Earth 

poetry is divided into poems of varying lengths that lament the 

harm to the Nigerian climate for economic reasons and 

technological development. The poet's memories and 

impressions are captured by a series of confessional and 

lyrical poetry The environmental views of Osundare are 

drawn precisely from the Yoruba world view of traditional 

values taken from African culture. He claims that nature 

promotes a coherent equilibrium between microscopic species, 

insects, plants and humans and calls for the protection of the 

environment in Nigeria from the destruction of modern 

civilizations. It takes a pictorial account of man-and-earth 

violence. In other words, in the quest for better leadership by 
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alternative order, Eye of the Earth (1986) is dedicated to 

reclaiming the earth that has been forced to prostrate by 

capitalist processes. The poetry of Osundare is based on a 

vigorous, sustained concern for one of the oldest producers in 

the world: the peasants, those who till the land, and their 

quasi-mythical links to the earth. His goal is to immerse the 

realities and multiple lineaments of Africa's 

underdevelopment and poet laments on the ecological collapse 

and future which threatens the Nigerian landscape showing 

the increasing level of environmental degradation by the 

world’s mining industries. The poet's concern for the pathetic 

condition of the Nigerian environment and the propensity of 

the Nigerian ruling class to safeguard and exploit land, power 

and income resources at the cost of ecological balance and the 

well-being of the oppressed people is self-evident in this 

volume of poetry. The poet is concerned with both fact and 

the relationship between the individual and his environment. 

Therefore, it is not surprising that the whole volume is 

dedicated to poems about man engaging with nature's physical 

aspects. Really, the opening poem 'Forest Echoes' is a 

harbinger of what's to come. The poet saunters into the Ubo 

Abusoro forest in the poem, from where he allows his sea of 

memory to flood unimpeded. The first thing that strikes the 

poet when he enters the forest is the destruction by timber 

traders of the land and the trees referred to as agbegilodo in 

the poem. From this position, the poet laments the fact that, as 

a consequence of exploitation, these economic trees were 

reduced to mere stumps. There is the palm-wine tree which is 

described as conqueror of rainless seasons/mother of nuts and 

kernels/bearer of wine and life. In ' Forest Echoes, ' Osundare 

portrays man, the ground, animals, plants (actually all of 

nature) interacting and celebrating at this period of universal 

productivity in one festive mood. It's set in the past but it's 

meant to reinforce our current understanding. The second 

poem in the collection ‘The Rocks Rose to Meet Me’ is an 

encounter with the rocks – another aspect of physical nature. 

Before the rock of Olosunta, the poet is standing and waiting 

like Christopher Okigbo at heavens gate. And the Olosunta 

rock began to address the poet in the following words: 

 

“You have been long, very long, and far 

 Unwearying wayfarer,  

Your feet wear the mud of distant waters  

Your hems gather the bur  

Of farthest forests;  

I can see the west most sun  

In the mirror of y our wandering eyes” 

(Osundare the Eye of the Earth, 13). 

 

In these lines, Osundare is doing some kind of homecoming. 

He is a renegade and is now trying to establish vital links with 

the past. As he put it: 

 

‘The Rocks Rose to Meet Me’ is a homecoming of a  

Kind, a journey back (and forth) into a receding past 

Which still has a right to live. The rocks celebrated in 

This section… occupy a central place in the cosmic  

Consciousness of Ikere people; they are worshipped  

and frequently appeased with rare gifts, thunderous  

Drumming and dancing 

 (Osundare the Eye of The Earth ‘Preface’ xiii). 

 

The truth is that Osundare honors the rocks of Olosunta in 

Ikere cosmology, since they are both an aspect of physical 

existence and have a supernatural dimension. It is mother 

earth and natural laws require that the resources of nature 

should be used to advance society. Osundare also revolves 

around the cosmology of Ikere individuals in 'Harvest Call'. 

The rocks that rose in the previous poem to meet the poet are 

also named guardians of the spirit of harvest in Ikere's 

worldview. Thus, in this portion of the collection, all the 

poems speak of crops, harvest and bounty. The assumption is 

that the earth is a source of development and growth. Fertile 

and generous, it is. It will create food and resources for the 

good of mankind. In fact, the earth means abundance and 

abundance. The Earth is seen as the centre of wealth and life. 

Yet the rain acts as an agent or regulator between man and 

Earth. In his poetry, Osundare explores and praises these two 

facets of nature through introspection and nostalgia. Osundare 

also makes the suggestion in his celebration of the theme of 

nature that the dispossession of the world by some powers in 

society is capable and can actually threaten the full life of man 

as a human being. 
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Abstract. A new framework of soft mathematical morphology on hypergraph spaces is studied. 
Application in image processing for filtering objects defined in hypergraph spaces  are illustrated 
using several soft morphological operators- openings, closings, granulometries and ASF acting (a) 
on the subset of vertex and hyperedge set of a hypergraph and (b) on the subhypergraphs of a 
hypergraph. Experimental results dealing with the extension of soft morphological operators to gray 
scale images are presented in this paper. The results obtained are promising and is a better substitute 
for the prevailing methods. 

1. Introduction and Related Works 
Mathematical morphology is an emerging area of image processing. In the area where image processing 
can be applied, mathematical morphology have provided solutions to different tasks. Soft mathematical 
morphology is another approach to mathematical morphology that was introduced by Koskinen et al. [1]. 
In this method, weighted order statistics are used instead of minima and maxima [3]. Soft morphological 
operators show better performance than primitive morphological operators as they are less sensitive to 
additive noise and to small variations in object shape [4]. Soft mathematical morphology have also been 
extended to fuzzy sets [3].  
      Morphological operators can be defined on graphs and hypergraphs. In this paper a new context is 
introduced that lengthens the perceptions of soft morphological filters into hypergraphs. This work is an 
extension of our preliminary work [2]. 

2. Preliminaries 
In this section, we see some important definitions and properties that will be needed in the sequel. 
 
2.1. Soft mathematical morphology using hypergraphs [2] 
Hypergraph [5], [6] is defined as a pair H= (H•, HX), where H• is a set of points called vertices and HX is a 
family of subsets of H• called hyperedges ie; HX = (ei), i ∈ I where I is a finite set of indices. The sets Ҥ •, 
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Ҥ� and  Ҥ are the subsets of H•, subsets of HX and subhypergraphs of H respectively. Here Ҥ� and 
Ҥ•are Boolean lattices. The set Ҥ of all sub hypergraphs of H forms a complete lattice [5], [6]. 
Morphological operators are defined on these lattices. In soft mathematical morphology, the structural 
element is divided into two subsets- the core and the soft boundary. In the development of the final output, 
weightage of core is more than the soft boundary.  Hence we subdivide the hyperedges (along with the 
vertices belonging to it) into core B1 and soft boundary B2. 

2.1.1. Definition 1 [2] 
The operators  �•, ∈• are defined from Ҥ� into Ҥ• and the operators ��, ∈� are defined from Ҥ• into Ҥ� 
as follows: For any �• ⊆ �• and and �� ⊆ ��, where ��= ei ∪ ei⃰ ; ei ∈ B1 and ei

⃰ ∈ B2, i∈ J such that J⊆I, 
 

�•: �� → �• is defined as �•(��) = �� ������� �� [⋃ {� ◊ �����, ����
∗ �; �� ∈ �� , ��

∗ ∈ �!}]�∈"   
 
∈�: �• → �� is defined as ∈� (�•) =  ��smallest of {� ◊ �#, �#

∗ , $ ∈ %| �(�#), �(�#
∗) ⊆ �•, �# ∈

�� , �#
∗ ∈ �! } 

 
∈•: �� → �• is defined as ∈• (��)= ���&������ ��[⋂ {� ◊ �(��) , �(��

∗); �� ∈ �� , ��
∗ ∈ �!}]�∉"  

 
��: �• → ��is defined as  ��(�•)= �� ������� �� {� ◊ �#, �#

∗, $ ∈ % | �(�#) ∩ �• ≠
∅  �/0 �(�#

∗) ∩ �• ≠ ∅; �# ∈ �� , �#
∗ ∈ �! }. 

 
       Here, k◊ x is read as x is repeated k times. Vertex soft dilation (�) and vertex soft erosion(Ԑ) that act 
on Ҥ•, also hyper edge soft erosion (ε), hyper edge soft dilation(∆)  that act on Ҥ� are defined as follows: 
The opertors � and ∈ that act on Ҥ• are defined by  �= �•○ �� and Ԑ = ∈•○ ∈� and the operators ∆ and ε 
that act on Ҥ� are defined by ∆= ��○ �• and ε =∈� ○ ∈•.Furthermore the operators [�, ∆] and [Ԑ,ε ] are 
defined as  

 [�, ∆](X)= (�(�•), ∆(��)) and [Ԑ,ε ](X)= (Ԑ(�•), 3 (��) for any X∈ Ҥ.  
These operators are called the soft dilation and soft erosion acting on the lattice (Ҥ, ⊆) 

3. Property  
(a) Operators ∈� and �� are dual of each other. Similar duality concept hold for ∈• and �•.  
(b)  (∈�, �•) and (∈•, ��) are adjunctions. 
(c) �• and ��are soft dilations. 
(d) ∈• and ∈�are soft erosions. 

Proof (a): This property is proved in [2]. 
         (b): Let �� ⊆∈� (4•). Then, 
   x ∈ �•(��) ⟹x ∈ �� ������� �� [⋃ {� ◊ �����, ����

∗ �}]�∈"    
        ⟹ x ∈  ����� , 6 ∈  ����

∗ � for some j∈ 7 
         ⟹ ∃ � ∈ �� such that x∈ �(�) 
         ⟹ � ∈ ∈� (4•)        {Since �� ⊆∈� (4•)} 
        ⟹ e ∈ �� smallest of {� ◊ �#, �#

∗ , $ ∈ %| �(�#), �(�#
∗) ⊆ 4• } 

         ⟹ �(�) ⊆  4• 
         ⟹ x ∈ 4•     {Since x∈ �(�)} 
 Thus, �•(��) ⊆ 4•. 

Conversely, if �•(��)⊆ 4•.  
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Then, e∈  �� ⟹ �(�) ⊆  �•(��) 
           ⟹ �(�) ⊆  4•   {Since �•(��)⊆ 4•} 
           ⟹ e ∈ ∈� (4•) 
 Therefore, �� ⊆∈� (4•). 
 Hence, (∈�, �•) is an adjunction. 
In a similar manner, (∈•, ��) is an adjunction can be proved using the information that operators ∈� and 
�� are dual of each other, also ∈• and �• are dual of each other and (∈�, �•) is an adjunction. Properties (c) 
and (d) follows directly using property (b). 
 
4. Soft morphological filters  
A morphological filter [5], [8] is an operator 9 acting on a lattice ʆ, which is increasing  and idempotent. If 
(9, :) is an adjunction [5], [8] then 9 is an erosion, : is a dilation. Also, :°9 is called an opening and 9°: 
is called a closing on ʆ. Opening and closing are two commonly used filters. 

4.1. Definition 2 
� Soft opening <� =δ ◦ Ԑ  and closing ⏀� = Ԑ  ◦ δ. 
� Soft half opening <�/!= �•◦∈� and half closing ⏀�/!= ∈•◦��.  

5. Soft flat morphological Operators on weighted hypergraphs 
In real phase, gray- scale soft morphological operations are difficult to work with. Threshold decomposition 
and stacking principle can be successfully applied on gray-scale soft morphological operations. This 
property allows the gray scale signals to be decomposed into binary signals and the results so obtained by 
processing are combined to obtain the desired gray-scale output [7]. By threshold decomposition, [8] the 
lattice of all subhypergraphs of H induces  a lattice Fun(�•)⊗Fun(�×) of pairs of functions weighting 
respectively the vertices and the hyperedges of H such that the simultaneous threshold of these two 
functions at any given level produces a subhypergraph of H and the properties for hypergraph operators on 
the lattices Ҥ•, Ҥ�,  or , Ҥ  also hold for operators on the lattices Fun(�•), Fun(�×) and Fun(�•) ⊗ 
Fun(�×). Thus we can define a set of soft operators which are stack analogues to the soft 
operators ∈�, �•,∈•  �/0 �� defined in [2]. 

5.1. Definition 3. 
Let A• ∈ Fun(�•) and let A� ∈ Fun(�×), we define 

�•(A�)(6) =  ��ℎ ������� �� 6∈�(�$),6∈�(�$
∗) C� ◊ A�(�$), A�(�$

∗)D�$ ∈ �1, �$
∗ ∈ �2, �1 ∪ �2 = ��G ∀6 ∈  �• 

 ∈� (A•)(�) = �� smallest of {� ◊ A•(6), A•(6)|6 ∈ �(�), � ∈ �� ∪ �!} 
∈• (A�)(6) =  ��ℎ�&������ �� 6∈�(�$),6∈�(�$

∗) C� ◊ A�(�$), A�(�$
∗)D�$ ∈ �1, �$

∗ ∈ �2, �1 ∪ �2 = ��G ∀ 6 ∈  �• 
��(A•)(�) = �� smallest of {� ◊ A•(6), A•(6)|6 ∈ �(�), � ∈ �� ∪ �!}. 
 
     By using soft flat morphology, it is possible to work with gray scale soft dilation, erosion, opening, 
closing, granulometries and Alternating Sequential Filters. 

6. Experimental Result 
To represent the hyperedges we use 4-uniform hypergraph illustrated in Figure 1. A hyperedge together 
with the 4 vertices belonging to it is taken as core, remaining vertices and hypereges are taken as soft 
boundary. Using this simple hypergraph structure, experimental result for k=1 and k=2 are tabulated. 
Dilated and eroded gray scale image results are obtained to get the soft flat morphological operators defined 
in the previous section. Composition of these operators generates alternating sequential filters(ASF) which 
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are capable of removing noise effectively from binary and gray scale images. Figure 2 represent the gray 
scale image taken for the experimental purpose. The noisy image obtained by adding 5% salt and pepper 
noise is shown in figure 3. PSNR of noised image with original image is 17.24. Figure 4 and figure 5 shows 
the noise removed images obtained by applying alternating sequential filters(ASF) <�◦⏀�and <�/!◦⏀�/! 
for k=1. The resultant PSNR of the noised removed images with the original image are respectively 40.53 
and 40.23. Similarly figure 6 and figure 7 shows the results obtained after applying <�◦⏀�and <�/!◦⏀�/! 
for k=2. In this case, the resultant PSNR of the noised removed images with the original image are 39.79 
and 41.82 respectively. Experiment results depicts that <�/!◦⏀�/! for k = 2 is giving better approximations 
than <�◦⏀� and  <�/!◦⏀�/!   for  k =1.  
 

 
                    Figure 1 Four Uniform Hypergraph structure used to represent an image 

 
 
                                                    

PSNR of noised image with original image    :   17.24  

 

 

 
Figure 2. Original Image  Figure 3. Noised Image       

     ( Added Noise 5%)         
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Noise Removed Images using Alternating Sequential Filters 

For K =1 

 

 

 

Figure 4.      <�◦⏀� 

PSNR = 40.53 

 Figure 5.  <�/!◦⏀�/! 

PSNR = 40.23 
 
      
 

Noise Removed Images using Alternating Sequential Filters 

For K = 2 

 

 

 
Figure 6.      <�◦⏀� 

PSNR = 39.79 

 Figure 7.  <�/!◦⏀�/! 

PSNR = 41.82 
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7. Conclusion  
The aim of this work is to recognize the prospects of using soft morphological operators under the framework of 
hypergraph. In our study a four uniform hypergraph structure was taken. It was then separated into core and soft 
boundary. But, it’s a well-known fact that 3-unifrom hypergraph structure gives good result for binary, gray scale and 
colour image filtering applications [8]. So by the choice of different hypergraph structures along with the suitable 
choice of core and soft boundary, results of the above method can be improved for different and bigger values of k. 
The initial results are promising and future work is to be done in this regard using different hypergraph structures. 
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Abstract— Movies are the most popular medium that represents the popular taste and culture. Malayalam 

cinema has undergone several radical shifts throughout the past years, But still there are movies to satisfy 

or reinstate the traditional gender roles and patriarchy. The movie Sufiyum Sujathayum is about how 

society transforms our way of thinking based on the strict adhesion to patriarchy. More than love people 

consider social acceptance as the most important priority. The paper is an analysis of the movie by using 

theories such as male gaze and feminism. 

Keywords— Gender Stereotypes, Male Gaze, Patriarchy. 

 

Gender has been seen as a principle set up by 

theorists like Simone de Beauvoir. Rather than the result of 

sexual differences, it is represented as the consequence of 

social customs and practices which incorporates support 

from movies to practice of regular discussions as described 

in the book History of Sexuality by Michel Foucault. 

Foucault in this manner sums up that sex is the set impacts 

delivered on bodies, practices' and social relations by the 

sending of ‘complex political advancements’.  

Foucault's talk on the advances of sex is 

reformulated by Teresa De Lauretis, whose Technologies 

of Gender expresses that sexual orientation is a portrayal 

of connection having a place with a class, a gathering or a 

classification. The portrayal of gender starts from the 

principal material that contacts a child’s body. The cliché 

garments in blue or pink breaks the perfect world and 

drives the youngster into a framework of portrayals and 

images. To cite Teresa De Lauretis, that sexual orientation 

isn't sex, a condition of nature however the portrayal of 

every person as far as a specific social connection which 

pre exists the individual and is predicated on the 

theoretical and inflexible resistance of two organic 

genders, which establish 'the sex-sex framework'.  

Through the sexual orientation people start to fortify 

certain 'proper' practices, young ladies get prepared in craft 

and music while young men takeover the play areas. 

Barbie dolls and kitchen sets enhance the rooms of girls 

when the young boys play with automatic rifles and autos. 

The ongoing inclination of selecting young ladies to karate 

classes is furthermore just to build up their 'safeguard 

component' which accentuation that 'you are fragile and 

could be a weakling!' Our famous legends additionally 

strengthen the indistinguishable thought. The chivalric 

male warriors wandering around to abstain from 

squandering the moaning females, or the sovereign appeal 

coming to spare heaps of the alluring Rapunzel from the 

hands of the witch underlines the indistinguishable factor. 

The temperate, sensitive, delightful, and crying women are 

consistently princesses where on the grounds that the 

forceful females are consistently witches. The case of 

sexual orientation generalizing in legends is that the 

depiction of guys as globe-trotters and pioneers and 

females as aides or supporters.  

The visual media particularly, film is one among 

the various innovations of sexual orientation. Laura 

Mulvey in her exposition, Visual Arts and Narrative 

Cinema clarifies the effect of visual expressions as a 

decent social innovation in deciding one's belief systems. 
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The enchantment of movies emerged from the gifted and 

fulfilling control of visual joys. The suggestive is being 

coded to the language of the prevailing male centric 

request in conventional standard movies and this is 

regularly the earlier element of achievement in each 

entertainment world. Movies as an assortment grasp both 

elitist and mainstream ideas of craftsmanship and work 

intimately with abstract style. The verbal and visual works 

of art don't appear to be only equal however intuitive and 

associated. A film will be considered as a social ancient 

rarity, which speaks to the way of life and convention to 

which it has a place. When it enters the social texture of a 

general public, it progressively impacts the way of life 

additionally. The entertainers likewise assume a significant 

job inside the methods for articulation in film.  

"The visual medium offers tremendous decisions 

which the composed account may not. There's a more 

prominent opportunity inside the decision of point of view; 

the organizations are various camera eye, storyteller, 

lights, utilization of room, the language, visual 

correspondence, face comparatively in light of the fact that 

the hushes. There's likewise the vital projection of 

generalizations." The sex generalizations are made by 

these verbal and visual media’s which assembles the social 

ideas and philosophies of the moving toward ages too. The 

idea of perfect spouse, perfect mother and so on are 

remoulded in movies. The perfect ladies in Kerala are 

thought as "Malayali Manka". She is considered as a kind 

of a goddess figure and she or he complies with each and 

every standards in society. She is considered on the 

grounds that the encapsulation of gentility. In her we will 

see the blooming of female temperance.  

The high social improvements in Kerala lists has 

offered ascend to the 'fantasy of Malayali ladies 'as getting 

a charge out of a superior status than their partners 

somewhere else inside the nation, particularly the high 

female education inside the state. This legend has been 

enlarged and supported by proof that matrilineal kinds of 

connection designs were common in specific networks in 

Kerala. The elevated level of female proficiency and work, 

33% reservation of seats in nearby administration bodies, 

high sex proportion and low fruitfulness rates alongside 

high female physical wellbeing accomplished a specific 

measure of social and political strengthening inside the 

property right.  

Even feminine images in visual media are 

intended to fulfil the male looks. Intentionally or 

accidentally ladies emulates the vivid screen to satisfy the 

other gender. Malayalam film neglects to speak to the 

encounters of ladies from alternate point of view. At the 

point when a female situated film is delivered the star 

esteem is a low in light of the fact that a lady assumes the 

principle job. Malayalam film reflects Malayali tastes, 

wants and dreams; one would then be compelled to 

surrender that so as to comprehend the contemporary 

public activity of karalla we ought to likewise view the 

delicate pornography motion pictures which once made the 

Kerala entertainment world drifting. Similar watchers of 

Adoor and Chandran films likewise delighted in Shakeela 

motion pictures. 

The current movies or the so called movies which 

represent nuances in the way of presentation still gives 

picture of woman who are always under the control of men 

in the family. Obeying orders and living according to the 

unwritten norms are the fate of so called Malayali Mankas 

(A term used to represent ideal woman in Kerala) 

represented in movies. It is considered as usual and 

acceptable to everyone. But knowingly or unknowingly it 

provides a wrong message to the audience. The symbolic 

representations also denote the struggle taken by a woman 

when she transcends her limits. Sufiyum Sujathayum is a 

2020 Malayalam movie directed and written by 

Naranipuzha Shanavas and produced by Vijay Babu under 

the banner of Friday film house. Sujatha is mute daughter 

of Mallikarjunan and Kamala. Sujatha was a talented 

dancer and an energetic girl in her village. One day she 

meets Sufi on her bus journey who is a disciple who 

returns to meet his master Ustad. Soon after their meeting 

both of them falls in love and they decided to elope 

accidently her parents caught her and married off to 

Rajeev who lives in Dubai. After ten years Sufi returns to 

the village to meet Ustad but he was no more alive. Sufi 

gives out a prayer call (bank) Sufi passes away during the 

prayer Sujatha’s husband Rajeev decides to bring her back 

to her village to attend Sufi’s burial. Rajeev pays a visit to 

Sufi but Sujatha was not allowed to see him according to 

their beliefs woman were not allowed inside. At that 

evening Rajeev’s passport seemed missing and they 

searched everywhere and he got reminded of the incident 

that the passport may fell into Sufi’s grave and. Rajeev and 

his father in law decided to unearth Sufi’s grave with the 

help of their tenant. They could not find his passport in the 

grave at the same time Sujatha arrives there with his 

passport and she throws that Misbabha (A chain with 

Green Beads used for prayer by Muslims).As given by 

Sufi gave her as her Mehar and she wanted to give him 

back the misbhaha that his mother gave him she placed it 

on his grave when her husband opened it. 

The heroine is dumb and her thoughts are 

expressed through written words and gestures. She is 

lovable and everyone gives her freedom until she falls in 

love with a man from another religion. Her father tries to 
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stop her, but she plans to elope with her lover. At the 

moment, like several other movie scenes father tries to 

persuade her by sentiments. She was not able to protest 

and that is another symbolic way that represented the 

tragedy of several women. She never gets a chance to 

unleash her thoughts through spoken form. 

          The system of marriage is praised and the value is 

reinstated in the movie. Even though she is not mentally 

ready to live with her husband, she leads a troublesome 

life for ten long years. And the husband is always keeps 

jealous over her past relationship and hates her lover. 

When Sufi died, he ardently tries to make her realize that 

her love is gone forever. And when they travel together in 

climax scene, she holds his hands with love. And in the 

tomb of Sufi she throws away his ornament that she kept 

for all these years. It’s a symbolic representation of 

grabbing herself from an unseen bond of love and longing. 

Sujatha’s grandmother was a person who was more 

modern in thoughts and deeds. She always respected her 

granddaughter’s ideas and thoughts. When the groom’s 

family came to see Sujatha, she said to them, 

Avalude lokam molila...aa lokam avrude onnu kanatte 

(Her world is above, let them see it too) 

And when she talks with her grandmother, they discuss 

about a plant and her grandmother told that  

“Dead bodies are buried in that place and we (woman) 

can’t enter there. But I have gone there 

These simple dialogues convey the progressive thoughts 

from a woman who lived a traditional life. But she 

deviates from the one way path of tradition. The death of 

grandmother is a symbolic one because it is the 

disappearance of a ray of hope and dreams for Sujatha. 

Even though Sujatha enjoys freedom on all 

aspects, when she confronts with her lover or family, she 

sacrifices her true desires for the sake of family. Her 

supportive father changes completely when she is in love 

with a man from another religion. The conventional 

behaviour patterns and patriarchal ideologies are hidden 

while her decision making power is offended. 

The movie reinstates the patriarchal ideologies 

that are deep rooted in Kerala. The feminine and pleasing 

appearance of the heroine also demands obeying and 

sacrificing role. At the concluding part, like a typical 

woman in India, she starts living in accordance with her 

husband. In the beginning also she awakes from a dream 

as if something gets dragged from their body. The various 

elements that are introduced contribute to reinstate the 

tastes of Malayali audience. 
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   ABSTRACT 

Education is the key to women’s empowerment. When education gets denied there 

isn’t much to happen in her life. As usual she gets married and have children at a 

young age, work in unpaid or low-paying jobs, and rely on economic support from 

their husband or family. Without education, their future and their family’s future gets 

limited. According to the Malala Fund, there are over 130 million girls worldwide who 

are not in school. Has anyone thought about them or their future? There might be an 

unpolished gem among them. Studies have found that if every girl completes 12 years 

of education, child marriage would drop by 64% and health complications from early 

pregnancy, like early births and child deaths, would drop by 59% and 49%, 

respectively. Educating women and girls also improve the economic status of a 

nation, which will reduce the risk of war and terrorism and can be a better harbinger 

of future. There are still many barriers preventing girls and women to pursue and 

complete their education like fees, distance or lack of transportation, being forced to 

work and provide for their families, being forced to marry and have children, or 

conflict in their hometown or country. The most difficult obstacle is the mentality of 

the family towards a girl child. They are denied education only because she is born as 

a girl. The United Nations found that as girls reach secondary school, their enrolment 

rates decline significantly. Only 39% of the countries have equal proportions of boys 

and girls enrolled in secondary education. In developing countries, 35% to 85% of 

girls are forced to stay at home from school to take care of their younger siblings and 

to manage the house while their brothers are provided with higher education. To 

reach the competition level and to expand their professional opportunities, women 

need the same experiences and skills, making post-secondary education an essential 

part of women’s empowerment. Higher education instils them with the knowledge, 

competence and experience that are necessary to get involved in government, 

business, or even in a civil society. With higher education, women and girls 

have better access to health information and other beneficial services which in turn 

will only help the family or generation to grow and develop. We need more and more 

sheors to be the torch bearers of future. 
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“You educate a man; You educate a man. 

You educate a woman; You educate a generation”-Brigham Young 

We are living in a highly competitive world where survival is the only mantra to be focused. Such a fast 

growing world hardly differentiates between men and women. Education is the only key factor that brought 

towards such a change. Even when women have access to education, there can be many other factors that can 

make it difficult for her to take full advantage of those opportunities. It’s women who still carries the cultural 

burden of being the primary homemakers and caregivers. This unpaid “second shift” means that they have less 

time and energy to dedicate to their studies. Family responsibilities doesn’t become burden for them but that is 

the prime factor that is delimiting them from their higher education or carrier growth. When women become 

the sole providers for their families, they need to fulfil it with many other factors like being victims of domestic 

violence, threats like financial and from profession which becomes much more difficult for them to handle. The 

immense pressure that she is handling becomes worthless when it is labelled under the synonym ‘mother’ or 

‘wife’.  Today’s era has witnessed a lot of change when it comes to single girl child nuclear family. Deciding voices 

are only that of their parents. Thus providing wings for them to fly high and capture their aim. Their dreams can’t 

be in fetters and who knows there might be an unpolished gem that is being soiled.  Women in India have been 

treated with utmost respect and dignity since time immemorial. For a nation to advance, empowering women 

is crucial. India was blessed with visionary women who broke the fetters of gender norms in every sector. Its 

long back we heard about the denial of education to women. A girl child was considered curse than a boon. 

Never to live in a world where mothers and sisters are dragged out of their homes and raped. Wherein she 

becomes both the victim and accused and its said by “them”, it’s all because of her “out of the box” attitude that 

caused her this. Is this the caring that we need to give to our sisters, rather than rending a helping hand? We 

can’t even skim through the news heads that is going on these days. What if such an accusation comes out, it 

needs to face a frequent trail from the social medias and channels who will make them even worse? Is the only 

solution, to remain silent and bear the tragic effects or to have a prolonged grudge and to end up in depression 

throughout the life? It’s an open ended question towards the secularist nation. Here I would like to quote the 

famous wording of Michelle Obama, 

“When girls are educated, their countries become stronger and more prosperous”  

Let the nation realize her power of golden touch. She is to succeed where ever she goes, don’t curtail her 

from her doing what is right. Listen to her inner voice that itself will keep the nation going. We do respect our 

mothers and all woman is an incarnation of her, our mother Earth. Its only she who can protect, provide, love, 

sacrifice selflessly. Split of the moment can we see her incarnations of a loving Sita, ready to sacrifice everything 

for her love and family, Durga the fearest of all who battle against evil for good. For us this is our mother, both 

deities in one, who loves and cares us with one hand and get furious with another. Still we love her and keep no 

grudges. Then how can we ever think of harming her. Where has our brains and minds gone, ready to stab the 

same womb from where we came? Is this what we call progression? Are we the real citizens bearing torches for 

a future developing nation? How can we sustain by spiting on our own veins?  When will all these quires be 

dissolved? The only solution for all this is only education, it opens the eyes to a new world of realities and hopes 

for a better nation. It’s clearly evident that the only means to attain empowerment is through education. Change 

should begin from her and its only she who can bring changes. Here I would like to cite the story of Rani Padmini 

a legendary 13th – 14th century Queen (Rani) of the Mewar kingdom of present day India. She was the wife of 

King Ratan Sen, captured and imprisoned by Delhi's sultan Alauddin Khalji. Alauddin Khalji became enamoured 

with Padmavati's beauty and decided to siege Chittor to obtain Padmavati. Before Chittor was captured they 

had to face defeat against Khalji, she and her companions committed Jauhar (self-immolation) thereby defeating 

Khalji’s aim and protecting their honour. Coupled to the Jauhar, the Rajput men died fighting on the battlefield. 

Throughout the novel Padmini: The Spirited Queen of Chitoor, Mridula Behari tried to explain the immense 

beauty and knowledge that Padmavati possessed. It’s only because of her education and knowledge, she had 

the courage to face such a situation where her husband the Rana itself was helpless. She was bold enough to 

convince everyone and to equip them for a war against the evils. There are many instances in the novel where 

we find her indulged in reading the ancient scriptures and getting mesmerised by that. It’s the education that 

https://yourdream.liveyourdream.org/2017/05/reasons-for-gender-wage-gap/
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brought her into a new world where she understands that action speaks more than words. There is always an 

urge for action than mere talks, that won’t lead you anywhere. Education delimits the boundaries of caste, creed, 

gender, finance and what not. How true it is to quote Malala Yousafzai’s wordings here, 

“If one man can destroy everything, why can’t one girl change it? 

As Prime Minister Narendra Modi said on the launch of the expanded ‘Beti Bachao Beti Padhao’ (March 

8, 2018): “Daughters are not a burden but the pride of the whole family. We realise the power of our daughters 

when we see a woman fighter pilot. The country feels proud whenever our daughters bag gold medals, or for 

that matter any medal, in the Olympics.” This is the time only when we think oh! are they capable of bagging a 

gold and that too for the nation? When they come to lime light we find applauds and cheering from all over the 

nation. But have ever we imagined the trials or pains that they have gone through to achieve that? Same is the 

case with the other gender, but they are always on safe side of the scrutiny eyes of the society. It’s a boy, no 

matter if he is alone or late to home or traveling late or alone. The world is always open to him than to her. We 

need more Sheros to be an inspiration and to motivate others to come out from their shells that is encircling 

them towards darkness. Engaged in a combat to the march for equality with our sisters and mothers, let us 

understand the theme of Women's Day: “An Equal world is an enabled world: realizing women’s power.” After 

the adoption of the Beijing Agenda for Action, UN has set the year 2020 as a key year for assessing international 

progress towards achieving gender equality and human rights for all women and girls. The Ministry of Human 

Resource Development (MHRD) has much trigged up their progression under the leadership of PM Modi in 

providing equal opportunities. It is with immense happiness we can say that due to the Swachh Bharat Mission, 

14,67,679 schools now have a functioning girl’s toilet, an increase of 4.17 percentage points in comparison to 

2013-14. The impact of the mission has resulted in an increase in enrolment of girls by 25 percentage points in 

2018-19 from 2013 -14. These figures get dimmed in a society which is indulging much more in a political game 

for their sustenance. We living in the safe shelters haven’t ever thought about our sisters who is being victimized 

and marginalized. Minister of Finance Nirmala Sitharaman applauded the performance of Beti Bachao Beti 

Padhao in her speech on the budget: “Gross enrolment ratio of girls across all levels of education is now higher 

than boys. At the elementary level it is 94.32 per cent as against 89.28 per cent for boys, at the secondary level 

it is 81.32 per cent as compared to 78 per cent and at the higher secondary level girls have achieved a level of 

59.7 per cent compared to only 57.54 per cent.” The MHRD has approved 5,930 Kasturba Gandhi Balika 

Vidyalayas, which are girls ' residential schools and have an enrolment of 6,18 lakh students, to increase equality 

of access and opportunity for girls. The National Incentive Scheme for Girls for Secondary Education has 

approved an incentive sum of Rs 8,56 crore for the 28,547 beneficiaries.  According to the scheme Rs 3,000 is 

being deposited under the age of 16 in the name of deserving unmarried girls and entitles them to withdraw it 

along with interest in reaching 18 years of age and passing Class X. Besides an improvement in the girl's gross 

enrolment rate in schools, the educational outcomes and accomplishments have also improved. 

Let’s go ahead with this initiative for our sisters than to get involved in the cheap political drama that is 

being happening in our nation. There is considerable evidence that women’s education and literacy tend to 

reduce the mortality rates of children. It’s indeed true what Malala Yousafzai pointed out: 

“We realize the importance of our voice only when we are silenced”  

In accordance with the celebration of India's success in improving gender equality in the education 

system, much greater and collective efforts are needed to achieve the Sustainable Development Goal of 

eliminating gender disparities in education and ensure equal access to all levels of education and vocational 

training for the vulnerable, including persons with disabilities, indigenous peoples and children in vulnerable 

situations. History of Indian women is full of pioneers, who broke gender barriers and worked hard for their 

rights and made advances in politics, arts, science, law, etc. Let us cite few examples of our pioneers who made 

us think beyond Anandibai Gopalrao Joshi, who became the first Indian female physician in the year 1887. She 

was also the first Indian woman who get training in Western medicine and the first woman to travel to the 

United States of America. Arunima Sinha, is the first female amputee to climb Mount Everest. She is also the 

first Indian amputee to climb the Everest. She was a national level volleyball player who in 2011 was pushed by 

https://indianexpress.com/about/narendra-modi
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robbers from a running train as she defied them. After meeting this accident, one of her legs was amputated 

below the knee. Arati Saha became the first Indian and Asian woman to swim across English Channel in the year 

1959. She also became the first female sportsperson awarded with Padma Shri in 1960. Mother Teresa founded 

many Missionaries of Charity, a Roman Catholic religious congregation, giving her life to social work. Indira 

Gandhi became the first woman Prime Minister of India and served from 1966 to 1977. Indira Gandhi renowned 

as the "Woman of the Millennium" in a poll which was organised by BBC in 1999. In 1971, she became the first 

woman to receive the Bharat Ratna award. Justice M. Fathima Beevi became the first female judge to be 

appointed in the Supreme Court of India in the year 1989. In her autobiography she had said about the immense 

suffering that she had faced to reach such a highest peak. Her father was the only person who supported her 

thorough out her journey. Kalpana Chawla, the first Indian woman who reached in space. As a mission specialist 

and a primary robotic arm operator, she went into space in 1997. 

We can move to our present Sheros starting with Mithali Raj, the first woman to score a double hundred 

in Test Cricket against New Zealand at Wellington, 2004. She was the first to achieve this landmark in the world. 

Pratibha Patil became the first woman President of India and held office from July 2007 to July 2012.Kiran 

Bedi, joining Indian Police Service (IPS) in 1972, she became the first woman officer in India. Moreover, later in 

2003, Kiran Bedi also became the first woman to be appointed as the United Nations Civil Police adviser. Anjali 

Gupta is the first female flying officer in the Indian Air Force to be court martialled. She used to work for the 

Aircraft Systems and Testing Establishment unit in Bangalore. Anjali completed her Masters of Philosophy in 

Sociology from the Delhi University and was first posted at Belgaum in 2001. Sania Mirza, a professional tennis 

player, became the first ever Indian woman to win the Women's Tennis Association (WTA) title in 2005. Later in 

2015, Sania Mirza became the first Indian woman titled as rank number one in WTA's double rankings. Saina 

Nehwal became the first Indian women to win a medal in Badminton at 2012 Olympic Games. Later in 2015, she 

became the first Indian woman to secure no. 1 position in world rankings. Mary Kom, is the only woman boxer 

who has won a medal in each of the six World Championships. She was the only Indian woman boxer who 

qualified for the 2012 Olympics and became the first Indian woman boxer to win a gold medal in Asian Games 

in 2014. Cited just a few but more hands of achievements are behind which are yet to be recognised and 

appreciated. They have set a model for us to think and act beyond.  

Our government has also taken much initiative for protecting the rights of education for girls. India Post 

or Department of Posts, the postal system of the country, offers several savings schemes with different interest 

rates. The Sukanya Samriddhi Yojana, one such savings scheme offered by India Post, is a deposit scheme for 

the girl child that can be opened in any of the leading banks and post offices across the country. In such schemes 

the child is getting the benefit for future education and for her marriage or future life. There is a platform called 

WE, that is an empowerment program through which woman are trained to form self-organized and self-

managed savings groups, each consisting of 15-25 members. Their aim is to develop individual empowerment 

and increase their access to financial resources which is the prime element for eradicating poverty. All the 

members meet weekly to make decisions and interact in life-skills training, discuss various issues of mutual 

interest. They not only give a platform for awareness but also make an effort to join together and take action to 

improve their lives and communities. We too need to make more and more efforts than ME TOO to raise our 

voice against the inhuman oppression and injustices that is happening worldwide. Amendments to laws are must 

as Judiciary is the ultimate power which we believe and rely on. For a common man judiciary is the only hope or 

last and final resort. We all need to respect our law than fearing it. If the administrators of law are more 

channelized and less corrupted, we don’t have to wait for justice. It’s absolutely true to say the famous phrase 

“Justice delayed is justice denied”. Let us be the harbingers of a brighter future that initiates the slogan justice 

and tranquility. Let the coming era witness a world devoid of corruption, discrimination, poverty, illiteracy. 

“Empower yourselves with a good education, then get out there and 

 use that education to build a country worthy of your boundless promise”  

       -Michelle Obama 
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