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a b s t r a c t

Cobalt-Chromium alloys are in high demand as a material for prosthetics and dental implants. Powder
metallurgy was used to create Co-5Cr-RHA (Rice Husk Ash) hybrid composites in this research. RHA is
made by heating rice husk in a furnace to 700 degrees Celsius. The surface morphology of the Co-5Cr-
RHA hybrid composites is analysed using a scanning electron microscope. Due to the RHA reinforcement,
the Micro hardness of the Co-5Cr-10RHA hybrid composite increased by 8% as compared to other sam-
ples. The density of the hybrid composites has decreased as a result of the addition of RNA. The compres-
sive strength of the Co-5Cr-10RHA (130 MPa) hybrid composites has increased by 4%. The addition of RNA
reinforcement has a positive effect on tribological behaviour, according to tribological studies. Because of
the oxides in the RHA, wear loss and COF have decreased significantly. The after-wear SEM analysis con-
firms that abrasive wear is the primary wear mechanism. The corrosion behaviour of the Co-5Cr-RHA
hybrid composites was investigated using the electrochemical workstation in the presence of a 3 percent
NaCl electrolytic solution. Of all specimens, Co-5Cr-10RHA hybrid composites have a stronger Ecorr value
of �0.812 V.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the International Conference on Sustainable materials,
Manufacturing and Renewable Technologies 2021.

1. Introduction

The need for materials with exceptional properties in the field
of bio implants, such as dental and orthopaedic implants, has
resulted in substantial research and development activities for
Cobalt matrix composites. As opposed to ceramic matrix compos-
ites, the advantage of using metals as matrix materials is their
superior mechanical and wear resistance [1–3]. Ceramic matrix
composites, on the other hand, are known for their high tempera-
ture stability and corrosion resistance. The reinforcement of natu-
ral ceramic particles such as fly-ash in metal matrix composites
enhanced various properties of the composites [4]. One of the most
important factors that define the mechanical properties of compos-
ite materials is the consistent spreading of reinforcements. Many
composite manufacturing techniques, such as welding, coating
processes such as HVOF, and physical vapour deposition, make it
difficult to achieve uniform reinforcement dispersion. The P/M

(powder metallurgy) method can easily achieve a uniform amalga-
mation of matrix and reinforcements [2,5–9].

Because of its remarkable mechanical properties (young’s
modulus = 210 GPa, hardness = 1040 MPa, density = 8.90 g/cm3),
cobalt is being considered for bio implants. They also have out-
standing temperature control. The above properties make them
ideal for biomedical alloys. Some materials suitable for biomedical
alloys, such as Nickel and Titanium, are allergic to humans As a
result, cobalt is being researched as a possible substitute for the
above materials in dental prosthetics and other bio implant appli-
cations [5,6,10].

Fuzeng Ren et al. evaluated the various tribo-corrosion proper-
ties of nano cobalt developed through a P/M (powder metallurgy)
process. The final results show that nano Cobalt’s mechanical prop-
erties have greatly improved [11]. The nano Cobalt’s corrosion
resistance has decreased, but it still has strong wear resistance.
CoCrMo hybrid composites intended for bio implants were investi-
gated by H. Stevenson et al. The wear tests were performed in
Human Synovial Fluid and Bolvine Calf Serum [12]. Yanjin Lu
et al used the laser melted method to create CoCrW alloy for dental
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 Nature and environmentalism: Post-colonial eco critical rereading of selected Nigerian poems 
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Abstract 
This paper is an attempt to discuss about ecology and environmentalism in the selected poems of Nigerian poets Wole Soyinka, 
Tanure Ojaide and Niyi Osundare in a Post-colonial Eco critical review. In literature, ecocriticism is a mode of aesthetics that deals 
with the nature of relation between literature and the natural environment. Its adherents investigate human attitudes towards the 
world as reflected in writing about nature. It is a diverse genre known by many names, including green cultural studies, eco poetics 
and literary analysis of the environmental. The study seeks to explore selected poems in Nigerian literature from an Eco critical 
perspective. The relationship between man, the environment and nature is documented in literature. Eco-critical insights are 
studied in the poetry of Wole Soyinka, Tanure Ojaide and Niyi Osundare. Literature resides where creation exists, and where 
nature exists, life exists. Literature is an imperative tool for having a historical understanding of the relationship between man and 
also for determining the way man treats nature in future. In the 1990’s, ecocriticism gained significant prominence in the Western 

academia as a domain of literary research. This does not, however, indicate that the literature of earlier periods ignored 
ecologically conscious concerns. Similarly, ecological scepticism seeks to explain how nature is expresses in literature and how the 
meaning of nature and the relationship between man and nature have changed over time as they are perceived in literature. In 
recent decades, the natural environment has progressively become threatened by man’s activities. The chosen poems are full of 

varied environmental details. The poets responded to their plight in distinctive perspectives through their poetry. Extreme 
ecological issues such as global warming, increased pollution levels, recurrent coastal flooding, tsunami and cyclones, earthquakes 
and floods have culminated from the incessant cutting of trees for human use and deforestation, the use of weapons and arms, 
radioactive elements in nuclear power plants, industrial pollution and many more. Not only has this disruption to nature caused a 
catastrophic change in the atmospheric conditions around the world, but the ozone layer, our earth’s defensive shield, has also been 
destructive. And now there is a growing and crucial need to conserve our environment and make our earth a better place to live. In 
Nigerian Literature, the study provides a more detailed introduction to the Eco theory from its beginnings to the present. It will 
also address the relationship between nature and culture, the gradual progression of ecocriticism, and its related concepts. 
 
Keywords: ecocriticism, eco psychology, eco poetics, ecological issues 

Introduction 
Ecocriticism is literature is an analytical method that examines 
the importance of the relationship between literature and the 
natural environment. With several names, green cultural 
studies, eco poetics and environmental literary criticism, it is a 
diverse genre. Ecocriticism began to gain prominence in 
Western academia in the 1990s as a sphere of literary 
research. Ecological criticism seeks to analyse how nature is 
presented in literature and how, as seen in literature, both the 
interpretation of nature and the relationship between man and 
nature have grown over time. British colonial rulers formed a 
chain of command in many British colonies, such as Anglo-
Egyptian Sudan and Nigeria, in which colonial officials ruled 
over indigenous African leaders, who then governed the 
majority of the African indigenous population. Colonialism in 
Africa is primarily responsible for the continent’s lack of 

cultural, social, and political development. The so-called 
empirical scrutiny of agricultural practices imposed in 
northern Nigerian communities by successive British colonial 
era authorities is an example of a European influenced 
paradigm pursued by African elites. Irrigation, forest 

management, and extensive use of chemical fertilizers were 
emphasized by the colonial scientific scrutiny system. The 
system provided very little benefit for the region from 
economic development and disrupted the traditional farming 
practices that for centuries had sustained the local population. 
Researchers and academic investigators have largely 
overlooked the effects of postcolonial Nigeria’s economic 

growth. The colonization process resulted in the realignment 
of power, with European trading companies imposed by the 
colonial authority replacing the hitherto domestic Nigerian 
authority centers such as Opobo's Ja Ja, Oguta's Kalabari and 
Ibadan's Ijebu. 
“Ecocriticism speaks for the earth by rendering an account of 
the indebtedness of culture to nature while acknowledging the 
role of language in shaping the view of the world” 
(Campbell 5) 
Thus Ecocriticism begins from the conviction that the arts of 
creativity and the research there of will make a major 
contribution to the understanding of environmental issues and 
the various types of eco-degradation affecting planet Earth 
today. Global warming, which triggers rapid climate change 
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as a result of unequal human interactions with nature, is a real 
concern that marked the end of the twentieth and early twenty-
first centuries. Ecological issues are caused by climate change 
and have become an important concern for interdisciplinary / 
multidisciplinary studies. Under the concept of ecocriticism, 
multiple literature disciplines have embraced this style of 
work, centred on ecological issues. The ambivalent 
relationships between man and nature are old and either 
require or need to overcome and master human romantic 
devotion to nature. In the foreseeable future, climate change 
has arisen from these anthropocentric relationships. The 
reality of climate change is threatening every corner of the 
world. Yet he believes that lethal silence is a big impediment 
to resolving and mitigating climate change problems. Wangari 
Maathai is unveiling the true global warming issues that 
would have dramatic consequences on Africa. At the global 
stage, the query is answered as: 
“Africa is the continent that will hit hardest by the climate 

change. Unpredictable rains and floods, prolonged droughts, 
subsequent crop failures and rapid desertification, among 
other signs of global warming, have in fact already begun to 
change the face of Africa.” 
 (as cited by Toulmin, 2008, p. 1).  
In environmental concerns and philosophies, there are several 
expressions that share similar denominators in the objective of 
environmental conservation. For Graham Huggan and Helen 
Tiffan: 
“Postcolonial ecocriticism and Ecocriticism are hedged about 

with seemingly insurmountable problems. The two fields are 
notoriously difficult to define not least by their own 
practitioners…. Thus, internal divisions…e.g. the commitment 

to social and environmental justice or differences… and large 

scale distinctions based on the attractive view that 
postcolonial studies and eco/environmental studies offer 
mutual correctives to each other turn out to… be perilous” (3).  
Postcolonial ecocriticism, on the other hand, is a plurality of 
ecocriticism that discusses: “concerns with conquest, 

colonisation, racism, sexism along with its investments in 
theories of indigeneity and diaspora and the relations between 
native and invader, societies and cultures” (Huggan and Tiffan 

6) to explicate Eco critical modes of feminist ecocriticism, 
romantic ecocriticism and postcolonial Ecocriticism “need to 

be understood as particular ways of reading” (Huggan and 

Tiffan 13). Regardless of the numerous discourses on 
ecocriticism and postcolonial ecocriticism, this research 
indicates that postcolonial ecocriticism cannot be evaluated 
without delving into environmental problems, and 
ecocriticism or eco-environmental studies cannot be discussed 
without discussing postcolonial concerns alongside 
imperialism, a metaphor that examines ideologies of 
supremacy and socio-history. 
 It is in this regard that am going to analyse some ecological 
problems in Wole Soyinka's poem “Dedication for Moremi 
1963” with a post-colonial perspective. The concept of the 
poem is about the natural order of things, and also about 
bringing a child into the world. It begins with the 
consummation of the child, and then the birth of the child into 
the universe of this child, a miracle created by love. It's almost 
like a prayer to the Earth, and a dedication to the child. It 

speaks of our human life as a whole, and also of our journey 
back to earth. He makes use of many poetic devices in the 
poem, including metaphors and a lot of imagery. The line in 
which he says, "your tongue arch / to scorpion tail." is one 
instance that stands out as a good metaphor. A pretty 
metaphor compares a crying baby's tongue at birth to a 
scorpion tail when it flicks in terror when feeling threatened. It 
gives us this impression of the child being born with a 
venomous tongue, which later brings trouble to the parents- as 
well as presenting this picture of a baby's squirming tongue as 
it clears its lungs and wails in fear of being so unexpectedly 
brought into this world. There are plenty of imagery examples, 
including the moment where he says, "Earth's honeyed milk, 
wine of the only rib / Now roll your tongue into honey until 
your cheeks are / Swarming honeycombs — your world needs 
sweetening kids. Through this, we get this image of taste and 
touch and sight all in one, the very thought makes my mouth 
water. The poem is full of deep inner meanings that invoke a 
radiant feeling, make us wonder what it means, see these 
peculiar literal images that attack our senses, and give us the 
emotions that the poet wants us to experience. The tone of this 
poem is joy and wonder at the birth of a child, and all those 
involved can feel the spiritual journey. He relates this miracle 
of life to the earth, as a woman bears a child, and her fruits are 
brought forth by it. The sound is gentle and ties us to the earth, 
as if every part of this birth was nature, just like every part of 
any animal or plant birth. In many of his words, like baobab, 
roots, rain, plumb her deep for life, season, fruits, and 
embrace, he creates the earthy and joyful sound. They all give 
us the feeling of a warm earth coming together to bring this 
happy occasion to life. In the midst of the independence of 
Nigeria, Soyinka recalls the many events that took place 
throughout his life, such as the birth of his daughter and the 
opening of the first National Park in Nigeria. Soyinka writes 
through many frames that the poem can be read through, one 
being a nourishing tone for his daughter, as well as one that 
protects the earth and its resources. The earth can be seen as a 
symbol of the daughter and the daughter can be seen as a 
symbol of the earth. Poet gives an insight to his daughter 
regarding the endless parallels and metaphors about the world, 
and how it functions. He says, "my child- your tongue arch to 
scorpion tail, spit straight and return to danger's threats yet 
coo with the brown pigeon, tendril dew between your lips." 
This is the example of Soyinka asking his daughter to be as 
sharp and dangerous as a scorpion but also to be caring, gentle 
and kind as a pigeon. He clearly shows the paternal qualities 
he imparts to his daughter in a manner similar to the way he 
tells the people of Nigeria to protect their new park. He wraps 
up the poem with the idea that we too must let the world 
depend on us in the same way we rely so heavily on the sun. 
We have to give earth back in the way it gives us. Soyinka 
evokes the past not as a dead past, but as a living one whose 
positive or negative results catch the present and influence the 
future, not historical but archetypal any more. Either to 
condemn those suicidal attitudes or to laud the current 
resistant wilderness, he evokes pastoral imagery, recalls the 
less anthropocentric past as a less troubled model, and projects 
a green future as a common dream. As the only way to face 
fundamental and sustainable growth, Soyinka urges readers 
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and listeners to take on the soil. As an expression of 
inextricable human ties with it, this communion with one's 
land at every level includes mind-set, commitment, love, and 
respect for oneself and all of its inhabitants. As a result of 
technical and scientific developments, the African holistic 
world view that imperialists saw as "savage" has become the 
global solution to the danger that climate change presents 
today. It's not too religious to ask "who was wild and who was 
civilized" if the "savage" incriminated African world view has 
since become a "worldwide genius" response to the climate 
change problem. 
Tanure Ojaide is a significant Literary voice of Nigerian post-
war poetry, distinguished by his recourse to the orator of his 
birthplace. Ojaide takes oratory as a locus of an esthetic that is 
conscious of rural people's arts and politics, particularly in the 
face of a viperous, modernity-driven establishment. The focus 
of his poetry on orality implies its rootedness in nature. But 
the point that nature in Ojaide's poetry is not merely evoked as 
an esthetic technique, an embellishment of what many have 
regarded in his poetry as an overwhelming political theme, is 
much more crucial to this paper. Nature is also addressed as 
home (the natural world, biodiversity, flora and fauna), now a 
forgotten home in the face of modernity and global petrodollar 
capitalism. In the sense of postcolonial ecocriticism, I try to 
point out from a reading of his poetry that the nature 
(environment) of the Niger Delta area from which the poet 
comes from is a victim of exploitation and injustice caused by 
large-scale oil extraction in the region, just like the people 
living in it; and it is no longer the pristine home it used to be. 
Tanure Ojaide's fifteenth poetry book, "The Tale of the 
Harmattan" (2007), offers poetry readers and those familiar 
with his work a critical insight into the Niger Delta region's 
bleak socio-political and economic circumstances. The 
plurality of the poet's concerns are oil extraction and its 
negative environmental and human family effects. The poems 
differ in style and form; however, what makes the collection a 
publication of substance is the poet's ability to discuss 
contemporary problems with a spectator's eyes, and the 
sincerity of an empathically inspired one. This compilation 
illustrates the degradation of the biodiversity and climate of 
the Niger Delta as a result of the extraction of oil and the 
marginalization of the ethnic minority in whose territories the 
oil is mined. In one poetry collection divided into three parts 
with a glossary that familiarizes the reader with the landscape, 
politics, Urhobo mythology, and various historical and 
mythical figures of Nigeria, the prolific Nigerian scholar-poet 
Tanure Ojaide uses bold rhetoric and a variety of techniques 
to claim the person of the poet as an eyewitness to historical 
events, especially the destruction of the destruction of the 
Niger Delta’s ecosystem and environment as a result of oil 

exploitation and the marginalization of the ethnic minority 
people in whose land oil is exploited. He shows concern for 
the underprivileged and oppressed in society, whose fight for 
equality, fairness and justice he supports, in the course of this 
poetic story. Conscious of the postcolonial situation in 
Nigeria, his native nation, he condemns the rampant 
corruption that drains the country's enormous wealth. 
Affirming humanity, he condemns the perpetrators of 
genocide, as in the Darfur region of Sudan, in the strongest 

possible words. The fact that what happens in Nigeria's 
troubled oil-rich yet poor Niger Delta region affects the 
worldwide price of oil demonstrates the degree of local and 
global connectivity, what is now described as 'glocal.' The 
Harmattan Tale (2007) argues that his research on the 
indigenous peoples (especially women) of Nigeria's Niger 
Delta offers an important way to revise our understanding of 
postcolonial theory in order to step beyond the outdated notion 
of colonial nations to colonialist power as sitting in 
multinational corporations that transcend national origin. My 
research combines elements from environmental, political, 
and socio-cultural images to analyze how Ojaide's work 
exposes the relationship between environmental problems and 
government collusion with multinational corporations, while 
calling for a vision of environmental justice to be 
accomplished by the movement of the Delta people. Ojaide's 
definition of historic environmental destruction and 
devastating oil contamination caused by multinational oil 
firms in the Niger Delta region is part of an interdisciplinary 
and multi-theoretical view of neo-colonial literature. The 
dialogic development of a variety of discourses is part of his 
complex literary style; his work involves feminist discourse 
and eco-critical interpretation of environmental issues, as well 
as post-colonial discourse that has become a defining feature 
of contemporary African literature. Ojaide's earlier-generation 
poetry and establishes him in post-colonial African poetry as a 
significant voice. The poems in The Harmattan Tale share 
Ojaide's love for exploring ancient African folklore with 
readers. In these poems, Ojaide's concerns owe much of their 
connection to his sensibilities and affinities towards his 
homeland. He does not surrender his creative inclinations or 
call for a Marxist agenda for political sloganeering or writing 
poetry, as one can admit, unaware of the genius of his 
imaginary complexity. 
The fourth collection of poetry "The Eye of the Earth" by Niyi 
Ariyoosu Osundare (1986) [10], Nigerian ecology is celebrated 
in this work and focus is given to the common man where it 
portrays one of the fiercest indictments of the people and alien 
destructive powers of modern economic culture. The Eye of 
the Earth (1986) by Osundare is divided into three sections: 
back to earth, eyeful glances of rain songs and home call with 
eighteen poems. This study investigates ecological 
implications in such poems as “forest echoes”, “The Rocks 

Rose to meet me”, “harvest call”, “Let the earth‟s pain Be 

Soothed”, “First rain”, “Rain-coming”, “Rain drum”, “farmer-
born”, “They too Are the Earth”, “Ours to Plough, Not to 

Plunder” and “Our Earth Will Not Die”. The Eye of the Earth 

poetry is divided into poems of varying lengths that lament the 
harm to the Nigerian climate for economic reasons and 
technological development. The poet's memories and 
impressions are captured by a series of confessional and 
lyrical poetry The environmental views of Osundare are 
drawn precisely from the Yoruba world view of traditional 
values taken from African culture. He claims that nature 
promotes a coherent equilibrium between microscopic species, 
insects, plants and humans and calls for the protection of the 
environment in Nigeria from the destruction of modern 
civilizations. It takes a pictorial account of man-and-earth 
violence. In other words, in the quest for better leadership by 
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alternative order, Eye of the Earth (1986) is dedicated to 
reclaiming the earth that has been forced to prostrate by 
capitalist processes. The poetry of Osundare is based on a 
vigorous, sustained concern for one of the oldest producers in 
the world: the peasants, those who till the land, and their 
quasi-mythical links to the earth. His goal is to immerse the 
realities and multiple lineaments of Africa's 
underdevelopment and poet laments on the ecological collapse 
and future which threatens the Nigerian landscape showing 
the increasing level of environmental degradation by the 
world’s mining industries. The poet's concern for the pathetic 

condition of the Nigerian environment and the propensity of 
the Nigerian ruling class to safeguard and exploit land, power 
and income resources at the cost of ecological balance and the 
well-being of the oppressed people is self-evident in this 
volume of poetry. The poet is concerned with both fact and 
the relationship between the individual and his environment. 
Therefore, it is not surprising that the whole volume is 
dedicated to poems about man engaging with nature's physical 
aspects. Really, the opening poem 'Forest Echoes' is a 
harbinger of what's to come. The poet saunters into the Ubo 
Abusoro forest in the poem, from where he allows his sea of 
memory to flood unimpeded. The first thing that strikes the 
poet when he enters the forest is the destruction by timber 
traders of the land and the trees referred to as agbegilodo in 
the poem. From this position, the poet laments the fact that, as 
a consequence of exploitation, these economic trees were 
reduced to mere stumps. There is the palm-wine tree which is 
described as conqueror of rainless seasons/mother of nuts and 
kernels/bearer of wine and life. In ' Forest Echoes, ' Osundare 
portrays man, the ground, animals, plants (actually all of 
nature) interacting and celebrating at this period of universal 
productivity in one festive mood. It's set in the past but it's 
meant to reinforce our current understanding. The second 
poem in the collection ‘The Rocks Rose to Meet Me’ is an 

encounter with the rocks – another aspect of physical nature. 
Before the rock of Olosunta, the poet is standing and waiting 
like Christopher Okigbo at heavens gate. And the Olosunta 
rock began to address the poet in the following words: 
 

“You have been long, very long, and far 
 Unwearying wayfarer,  
Your feet wear the mud of distant waters  
Your hems gather the bur  
Of farthest forests;  
I can see the west most sun  
In the mirror of y our wandering eyes” 
(Osundare the Eye of the Earth, 13). 

 
In these lines, Osundare is doing some kind of homecoming. 
He is a renegade and is now trying to establish vital links with 
the past. As he put it: 
 

‘The Rocks Rose to Meet Me’ is a homecoming of a  
Kind, a journey back (and forth) into a receding past 
Which still has a right to live. The rocks celebrated in 
This section… occupy a central place in the cosmic  
Consciousness of Ikere people; they are worshipped  
and frequently appeased with rare gifts, thunderous  

Drumming and dancing 
 (Osundare the Eye of The Earth ‘Preface’ xiii). 

 
The truth is that Osundare honors the rocks of Olosunta in 
Ikere cosmology, since they are both an aspect of physical 
existence and have a supernatural dimension. It is mother 
earth and natural laws require that the resources of nature 
should be used to advance society. Osundare also revolves 
around the cosmology of Ikere individuals in 'Harvest Call'. 
The rocks that rose in the previous poem to meet the poet are 
also named guardians of the spirit of harvest in Ikere's 
worldview. Thus, in this portion of the collection, all the 
poems speak of crops, harvest and bounty. The assumption is 
that the earth is a source of development and growth. Fertile 
and generous, it is. It will create food and resources for the 
good of mankind. In fact, the earth means abundance and 
abundance. The Earth is seen as the centre of wealth and life. 
Yet the rain acts as an agent or regulator between man and 
Earth. In his poetry, Osundare explores and praises these two 
facets of nature through introspection and nostalgia. Osundare 
also makes the suggestion in his celebration of the theme of 
nature that the dispossession of the world by some powers in 
society is capable and can actually threaten the full life of man 
as a human being. 
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INTRODUCTION
On March 25th, Prime Minister of India Narendra Modi announced a 
nationwide lockdown, accounting for the safety precautions required 
to ght against the Coronavirus (SARS-CoV- 2). Ever since then, there 
has been an exponential surge in the number of infections reported per 
day. From April to September 2020, as the number of cases kept 
increasing, more people restricted themselves from going out to keep 
themselves safe and well. As of September 7th, 2020, India recorded 
41.13 Lakhs of conrmed infections, making her the second most 
affected country in the world after the USA. On July 15th, 2020, the 
phase-1 clinical trials for the rst indigenous Coronavirus Vaccine, 
Covaxin, developed by Hyderabad-based pharmaceutical company 
Bharat Biotech and the National Institute of Virology and Indian 
Council of Medical Research, starts across the country.

Fig: 1 (6)-Corona-Virus Pandemic India-Timeline.

Simultaneously, many researchers have been working on the impact of 
lockdown on atmospheric CO2 levels and electricity consumption per 
day. While e-collaborations positively impact the present climate and 
environment, it is denite that reduction will be short-lasting, 
attributing it to the close-down of transport, construction works, and 
industrial activities.

The Corona-Virus pandemic has an unparallel effect on our everyday 
life, which will continue until a minimum of the next three years. While 
research, vaccination, and protocol documentation procedures are 
currently ongoing, the impact of lockdown on the environment is also a 
widely inspected topic. A calculated set of restrictions imposed on the 
economy to reduce the spread of Severe Acute Respiratory Syndrome 
Coronavirus-2 (SARS- CoV-2) has an overall positive effect on the 
environment. The benecial impact includes reduced particulate 
matter levels in the atmosphere, decreased carbon dioxide (CO2) 
levels, reduced kerosene or related fuel use, and increased awareness 
about the importance of the 5Rs. A study conducted by analyzing the 
data and images collected from the Sentinel satellite-ESA revealed a 
45% decline in atmospheric NO2 levels in India(1). Air pollution takes 
the lives of almost 1.7 million per year. Besides global warming, Air 
pollution has fueled many recent disasters, namely the Kerala oods of 
2018-2019, the Assam oods 2019-2020, the Amazon Forest Fire, the 
Sydney forest res, Australia oods 2021, and it keeps going on. Air 
pollution symptoms include aggravated respiratory diseases like 
asthma and bronchitis, dry throat, wheezing, nausea, and headache. In 
India, the Northern parts are the most polluted areas, especially Delhi, 
mainly due to emissions from Vehicles, brick kilns, coal- based 
thermal power plants, and crop remnants(2). The total energy 
consumption (ameasure for the amount of electricity consumed) and 

the lights per area (a measure of the intensity of light in the area) are the 
proxy indicators for consumption level measurements (3). Ever since 
the nationwide lockdown, there is a decline in daily energy 
consumption. The ofcial power consumption data captured by 
POSOCO (Power System Operation Corporation) has recorded a 26% 
decline since the nationwide lockdown. The table below represents a 
section of the data released by POSOCO (4).

Table 1.1 (4)-POSOCO Data.

The data collected from the different sources suggests a pollution 
reduction, but the trend is inconsistent. Analyzing these trends and 
converting them into more consistent data is of the highest priority 
right now. COVID19 is posing as an opportunity to do the same. The 
paper has put together a review of the recent researches analyzing this 
impact.

Atmospheric Air Quality
Researching and identifying air quality index measures of a particular 
area requires humongous data on the primary sources in the area, 
optimal pollution levels, meteorology, demographics, geography, and 
computational capacity (7). PM-2.5 and PM-10 are the most 
dangerous types of pollutants released into the atmosphere. PM-2.5 is a 
type of particulate matter whose size is less than 2.5 micro-meter, 
which is small enough to enter our lungs and bloodstream. Numerous 
studies link PM-2.5 to various health risks compared to other 
pollutants.

Fig: 2 (7)-Composition of Particulate Matter.

The corona Virus pandemic is an unexpected part of our life. Following the lockdown procedures implemented by the 
Indian government, the atmospheric air quality and the power sector of India noticed decadent changes. However, the 

relaxation in lockdown brought situations almost back to normal. The paper focuses on analyzing these changes to review the current scenario 
according to the published studies. It focuses on electricity consumption, night light intensity, and variations in many pollutants like NO2 and PM. 
For ease, the main cities chosen for the research are the metropolitan cities of India. The data are from US-EPA, POSOCO, VIIR satelites and so on. 
The paper helps us understand if this variation is a boon or bain for the Indian economy.
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Table-2 (8)- Percentage Reduction In Emissions During The 
Lockdown Period 25/03/2020 To 15/04/2020 Compared To 24/03 To 
15/04, 2019.

Change In Pm-2.5 And Pm-10
The inevitable parameter in determining the air quality of a particular 
area concerning PM is identifying the optimal ambient concentration 
levels of the pollutant. Table 2 shows the percentage reduction in 
emissions during the lockdown period 25/03/2020 to 15/04/2020 
compared to 24/03 to 15/04, 2019. (Eregowda, n.d.)(8) tabulated the 
results by collecting data from Bengaluru, Chennai, Hyderabad, and 
Mumbai. Table-2 shows a 5.1, 45.7, 18.9, and 42% decrease in PM-2.5 
pollutant emission. (Ghosh, n.d.) (9) has tabulated the results by 
collecting data from the Indian Metropolitan cities NCR-Delhi, 
Mumbai, Chennai, and Kolkata. Figure 3 shows the results obtained by 
Ghosh, n.d. from the Landsat 8 OLI and TIRS- Derived Data and 
Mamdani Fuzzy Logic Modelling Approach to understand PM-10 
concentration Variation.

Fig: 3 (9)-Changing PM-10 concentration comparison between 2019, 
pre-lockdown 2020, and during lockdown 2020.

The PM-10 sources include motor vehicles and construction works. It 
is the causes numerous health risks, environmental harm, and reduced 
human comfort levels. While the concentration legends for Mumbai 
and Chennai are decreasing, Delhi and Kolkata show an increase in 
PM-10 concentration between pre-lockdown and during the lockdown 
(9). The variation may be due to the shutdown of industries and 

restricted human movement compared to other cities. Mr. P. Singh, in 
his research work, focused on the Air Quality Index and PM2.5 levels 
by collecting data from the cities with a branch of the US Embassy in 
India (10). The Embassies collect the data via US Environmental 
Protection Agency (EPA) through the Air-Now portal (11).

Fig: 4 (10)- The left panel shows the locations for the research work 
done by Mr. P. Singh. The right panel presents the Average PM2.5 and 
Air Quality Index (AQI) chart for the area.

Analyzing the data represented in g-1, it's clear that the PM2.5 and 
AQI at the areas of study as reduced noticeably during the lockdown 
period. The pollution levels at Mumbai, Hyderabad, and Chennai have 
decreased by 19.25%, 3.99%, and 5.40%, respectively. At the same 
time, Kolkata and Delhi show a considerable reduction of 34.52% and 
27.57%, respectively, in the pollutant levels. The northern parts of 
India, especially the Indo-Gangetic Plains (IGP), have higher levels of 
PM2.5 throughout the year. The factors includedemographic, 
geographic, seasonal activities, and meteorological parameters. The 
proximity to the sea for Chennai and Mumbai can cause air mass 
circulation from the sea surface, which is a possible explanation for the 
reduced pollution levels. The same is applicable for New Delhi and 
Kolkata.

Change In No2

NO  is one of the most common pollutants which is highly dependent 2

on the local sources. The dependency is due to its short residence time 
in the atmosphere. Ms. Eregowda stated in her paper that the NO2 
concentration levels at Bengaluru fell from 50 µg/m3 to 10 µg/m3 
throughout the lockdown period. The same follows for Chennai, 
Hyderabad, and Pune. Figure 5 presents the above data graphically.

Fig- 5 (8)- NO2 Level Graphs With % Difference Representation.

Mr. P. Singh considered the tropospheric NO2 measure by analyzing 
the data from the Ozone Monitoring Instrument (OMI). The Ozone 
Monitoring Instrument (OMI) is a section of NASA's A-Train Satelite 
that measures the levels of various atmospheric gas concentrations. 
Table-3 represents the box coordinates of the US-embassy locations 
chosen by Mr. Singh for the research.

Volume - 11 | Issue - 12 | December - 2021 |  . PRINT ISSN No 2249 - 555X | DOI : 10.36106/ijar

Pollutant Date Bengaluru Chennai Hyderabad Mumbai
NO2 24, Mar–15 

Apr,2019
67.1 47.6 39.7 6.8

BaU
25, Mar–15 
Apr,2020

57.7 28.7 30.1 27.9

PM2.5 24, Mar–15 
Apr,2019

45.1 45.7 18.9 42.0

BaU
25, Mar–15 
Apr,2020

45.2 28.7 12.3 39.9

SO2 24, Mar–15 
Apr,2019

1.7 8.2 9.4 3.4

BaU
25, Mar–15 
Apr,2020

10.7 33.0 -17.2 45.2

CO 24, Mar–15 
Apr,2019

23.2 39.6 24.6 -55.1

BaU
25, Mar–15 
Apr,2020

27.6 13.4 9.8 37.1
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Table-3 (10)- The Locations Of The Us-embassies And Their Box 
Coordinates From OMI.

Fig- 6- Tropospheric NO2 (spatial Variations)- a)10–21March 2019, 
(b)10–21 March 2020, (c)22–31 March 2019, and (d)22–31 March 
2020.

Fig-6 represents the results tabulated by Mr. P. Singh. An HYPSPLIT 
Model prepared by Mr. P. Singh shows that long-range air mass 
transportation affects the air quality at the ve selected locations. The 
westerly air mass transfer is what affects Kolkata, a city located in the 
eastern Indo-Gangetic Plain. The sources of NO2 in Mumbai, Delhi, 
and Kolkata are anthropogenic. While so, the release of NO2 in 
Chennai and Hyderabad is due to the burning of biomass. Hence the 
decline in NO2 levels during the lockdown is mainly due to the 
reduction in anthropogenic emissions.

Change In Land Surface Temperature(lst)
LST is an important factor for environmental health, as it depends on 
numerous physical and atmospheric parameters (9). Factors like cloud 
conditions, month, Land Use/Land Cover (LULC) patterns, and so on 
governs the results. The LST map for 2019, before lockdown 2020 and 
after lockdown 2020, is given in Figure-7. The transition period in 
India from winter to summer is from February to March. And the 
summer season is From March to May.

Fig- 7-(9) Changing variations in LST. The LST Map.

These variations in seasonal temperatures can show an increasing 
trend in the land surface temperature. From the map, it is clear that the 
temperature map during the pre-lockdown period is less compared to 
the others. Even though the maps show a similar trend in the four cities, 
the temperatures in Mumbai, Delhi, and Kolkata are around 48ºC to 
50ºC. Chennai records lower temperatures in the range of 42ºC to 
44ºC.

Electricity Consumption
India is the second most populated (1,391.99 Million) and the seventh-
largest country in the world(16). The lockdown has imposed several 
restrictions on many industrial and everyday goods and other service-
related activities. Between January and February of 2019 and 2020, the 
energy demand increased by 3% and 7%, respectively (17). But, during 
March 2020, the supply-demand reduced by 3%. Between March 24th 
and April 19th, the power supply decreased by 25%.

Fig- 8 st th (17)-% change in power supply between March 1  to April 19 .

It is necessary to understand the power consumption in different 
sectors of India to analyze the power demand variation in India. Fig-9 
presents the power consumption in consumer segments of India in 
2018-19. Since the government forced the industrial and commercial 
sectors to shut down during the lockdown, the decrease in demand is 
self-explained. Table- 4 shows the contribution of different sources to 
energy production in India.

Fig- 9 (17)- Power consumption in Customer segments of India 2018-
19.

Table-4 (17)- The contribution of different sources to energy 
thproduction in India from March 1st to April 19 , 2021.

Amid the lockdown, the power generation reduced by 25%, 
compensating for the decrease in demand (17). While considering 
electricity variations, night light intensity is also a contributing factor. 
Night light intensity provides information regarding energy 
consumption in areas with high spatial granularity. Electricity 
consumption and night light intensity are contributing factors for the 
analysis of national GDP (18).

For instance, the demonetization in India, 2016 was highly backed up 
by night light intensity analysis (19). Asmentioned, the impact of the 
nationwide lockdown on India remained even after the release of a few 
restrictions. The consumption levels were below 14%, and the average 
monthly uctuations remain 6% to 10% below the normal (18). Fig-10 
shows the trend in electricity consumption from 2013 to 2020.

Volume - 11 | Issue - 12 | December - 2021 |  . PRINT ISSN No 2249 - 555X | DOI : 10.36106/ijar

Location Latitude Longitude Box Coordinates
Delhi 28.59 77.18 W-76.68, S-28.07, E-77.68, N-

29.07
Kolkata 22.54 88.35 W-87.86, S-22.08, E-88.86, N-

23.08
Mumbai 19.06 72.86 W-72.42, S-18.55, E-73.42, N-

19.55
Hyderabad 17.44 78.47 W-77.78, S-17.01, E-78.78, N-

18.01
Chennai 13.05 80.25 W-79.76, S-12.56, E-80.76, N-

13.56
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Fig-10 (18) The trend in electricity consumption in India from 2013 to 
2020

C. M. Beyer extracted the nighttime light data from the VIIRS-DNB 
Cloud made available by the Earth Observation Group at the National 
Oceanic and Atmospheric Administration (NOAA). The data collected 
was from April 2013 to April 2020 (18). IIRS satellites have a 
resolution of 15-arc seconds. Fig-11 shows the changes in the night 
light time trends in India.

Fig-11 (18 )the Changes In The Night Light Time Trends In India.

Fig-12 (18)- The spatial variation and impact of COVID-19 across 
India.

Fig- 13-(18)- The changes in night light intensity across India during 
the lockdown.

CONCLUSION
The impact of lockdown on India is a huge game-changer. The 
decrease in pollutant levels and electricity consumption rates are 
posing as an opportunity and a threat at the same time. Through this 
paper, we have discussed the ndings achieved by the researchers for 
the betterment of our environment. India can rewrite its future to 
become a sustainable country. The documented results are proof 
highlighting our potentials.

As the COVID virus spread out, the government keeps extending the 
lockdown. The positive impact through this episode is huge. Since the 
energy consumption levels are proportional to household income, the 
reduced consumption can show the deteriorating levels of the 
economy. The Corona Virus pandemic will negatively impact all 
industries, including the power sector of India. But, so far, the impact is 
positive. Now we get to decide if it will remain the same or not.
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The water need of a religious pilgrimage town in South India would typically be much larger than a 
regular town where religious  pilgrims  and  ritual  activities  do not add  to the water burden of the 
municipality. To understand this added water burden, a city scale audit was carried out to estimate the 
water supply, demand and deficit at Guruvayoor, which is a pilgrimage town in South India. Guruvayoor 
is popularly known for the Sri Krishna Temple which is visited daily by an average of 10,000 devotees. 
For the entire municipality, 11,117 open wells, including 144 public wells within the municipal area. The 
study revealed that increased dependency on ground water sources without proper implementation of 
rainwater harvesting (RWH) facilities demonstrated a potential threat for the water security of the town. 
Increased water distribution by water tanker trucks, mostly operated by the unorganized private sector, 
imported 2.5 MLD of water from the outer bounds of the city to meet the commercial and institutional 
demand. The results of this investigation showed that urban water security will likely be subject to such 
external water suppliers, suggesting the need for further research to understand the implications of 
such a distributed water supply panel on urban water security. 
 
Key words: Urban water security, Pilgrimage town, Guruvayoor, water audit, water demand, South India. 

 
 
INTRODUCTION 
 
Water is one of the essential resources for the existence 
of life. The requirement of water has essentially increased 
over a period of time, especially due to explosive 
population growth, urbanization, and industrialization. In 
the last century, water use has been growing at more 
than twice the rate of population increase. It  is  predicted 

that the water withdrawals will increase by 50% in 
developing countries and by 18% in developed countries, 
and as many as 1.8 billion people will be living in 
countries or regions with absolute water scarcity, with as 
much as two-thirds of the world’s population potentially 
under water-stress conditions  (UN-Water,  2015;  UNDP,
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Effect of Plasticity of Fines on Properties
of Uniformly Graded Fine Sand

M. Akhila, K. Rangaswamy, N. Sankar, and M. R. Sruthy

1 Introduction

Even though researchers separate soils based on particle size as sand, silt and clay,
in the field, soil always exists as a combination of all these. There are many studies
concentrating on the effect of fines on the shear characteristics of sand [1–3] and
liquefaction [4–7] but only a few studies have considered the other properties.

Yang and Wei [8] have analysed the change in critical state friction angle for
Fujian and Toyoura sands. For clean sand without fines, the critical state friction
angle tends to decrease with increasing roundness of sand particles. When those sands
were tested with fines (round shape), the critical state friction angle of the mixture
tends to decrease with an increase in fines content. But for fines with an angular
shape, the critical state friction angle tends to increase with fines content. Phan et al.
[9] have conducted one-dimensional consolidation tests on sand–silt mixtures (with
low-plastic fines at a constant void ratio and constant relative density) and indicated
that the behaviour of the mixtures were similar to those of loose sand. The effect
of fines on void ratios was studied by Cubrinovski and Ishihara [10]. The authors
reported that the void ratio initially decreases as the fines content increases from
0–20% and above 40% fines, the maximum and minimum void ratios were seen to
increase steadily.

It is clear from the literature that the studies on the effect of plasticity of fines on
the properties of sand are limited. Hence, the present study is focused on the effect
of the amount of fines and the type of fines (or plasticity index of fines) on various
properties of sand like specific gravity, limiting void ratios, grain size characteristics,
angle of internal friction and compression index.
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Liquefaction resistance improvement of silty sands using 
cyclic preloading 
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Abstract. Liquefaction induced damages are plenty and cause various levels of destruction to 

civil engineering infrastructure. It is possible to prevent liquefaction-induced hazards by 

understanding the mechanism and adopting some improvement techniques or design the 

structure to resist the soil liquefaction. In the present study, the influence of cyclic preloading on 

the liquefaction resistance of sand-silt mixtures is analyzed by conducting undrained cyclic 

triaxial tests on the cylindrical samples reconstituted at medium dense conditions (Dr = 50%). 

All samples were tested at an effective confining pressure of 100 kPa by varying the cyclic stress 

ratios (CSR) in the range of 0.127 to 0.178 using a sinusoidal waveform of frequency 1 Hz. The 

results are presented in the forms of the pore pressure build-up, axial strain variation and 

liquefaction resistance curves. Test results indicate that the liquefaction resistance of silty sands 

is increased substantially with the application of preload under drained conditions.  

1.  Introduction 
Liquefaction induced damages are plenty and cause various levels of destruction to civil engineering 

infrastructure. It is possible to prevent liquefaction-induced hazards by understanding the mechanism 

and adopting some improvement techniques or design the structure to resist the soil liquefaction. The 

first possibility is to avoid the construction on liquefiable soil deposits as far as possible. However, it is 

mandatory to utilize the available land for the various infrastructure developments due to scarcity in the 

availability of land even it does not satisfy the required properties. Hence, the second option is to make 

the structure resistant to liquefaction by adopting deep foundations. Nevertheless, the deep pile 

foundations may not prevent liquefaction damages in all cases.  Piles are causing to deflect in 

liquefaction susceptibility zones. Hence, the third option is liquefaction mitigation which involves 

improving the strength, density, and drainage characteristics of the soil. The selection of the most 

appropriate ground improvement method for a particular application could depend on many factors 

including the type of soil, level, and magnitude of improvement to be attained, required depth and extent 

of the area to be covered.  This paper presents an experimental study regarding the applicability of 

preloading for the improvement of liquefaction resistance.  

2.  Literature review 
Preloading of the soils occurs naturally (for eg., erosion, the flow of groundwater, etc)  or artificially  

(purposeful preloading to improve the soil properties, demolition of structures, etc). A few researchers 

have analyzed the liquefaction resistance of preloaded soils. The details are given in Table 1.  
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a b s t r a c t

One of the major issue faced by the construction industry is the degradation of structures due to different
loads acting on the structure. So retrofitting and rehabilitation has become quite inevitable and it can
help in regaining the original strength of the structure. Use of ferrocement is an effective method and
it is used in developed countries as it is considerably cheap and materials of construction are easily avail-
able. Ferrocement is a system of construction using reinforced mortar or plaster applied over an armature
of metal mesh, woven expanded-metal or metal-fibers and closely spaced thin steel rods such as rebar.
The skill required is of low level and it has superior strength properties as compared to conventional rein-
forced concrete. The main drawback of ferrocement is corrosion. Thus to avoid corrosion stainless steel
jacketing is employed for rehabilitation within the study that opens the scope for a new jacketing
methodology.
� 2020 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the Second International
Conference on Recent Advances in Materials and Manufacturing 2020.

1. Introduction

Concrete is the most popular construction material which is
made of cement, aggregate and water. Water is acting as the bond-
ing agent between the component. On adding water, the concrete
is in a plastic state and acquires strength with time. Portland
cement is the ordinarily used type of cement for production of con-
crete. Concrete is used in the construction of the major structural
elements like foundations, columns, beams, slabs and other load
bearing components. The use of traditional construction materials
such as steel and concrete showed signs of deterioration due to
prolonged action of loads which results in degradation of overall
strength of the structure which makes it futile. This degradation
is a result of poor construction techniques, flaws in designing pro-
cess or may be due to poor updating of the methods specified in
design codes. Proper maintenance is a partial solution. So is a
necessity of an effective rehabilitation technique which will
improve the life expectancy of the structure. Earlier studies
focused on steel meshes which is prone to corrosion. My study
focuses on a non corrosive technology for rehabilitation. The scope
of stainless steel as a jacketing method is not studied formerly.

In most of the developed countries, the development trade has
almost reached saturation. So there is an increasing demand to
ameliorate and strengthen the existing structure instead of demol-
ishing. The damages are mainly due to the environment degrada-
tion, design inadequacies, poor construction practices, irregular
maintenance, requirement of revision of codes in practice, increase
in the loads and seismic conditions etc. Rehabilitation is one of the
practical solution for such structural collapse and it can be done
effectively by strengthening the load bearing components or by
strengthening the vital components of the building which results
in the failure of the building. Therefore, rehabilitation and upgrad-
ing of degraded structure has become one among the foremost
vital challenges in development industry. In several cases, the
whole demolition of the existing structure is not an economical
answer as it becomes an exaggerated money burden. So upgrading
or repairing the structure is an effective practical approach. Col-
umn is the major compression load bearing component member
and the failure of which results in the failure of the whole building.
During earthquakes, columns are likely to undergo brittle failure.
So the ductility of columns has to be improved to prevent the
inelastic deformation occurred during earthquakes. Whereas
repair and rehabilitation using ferrocement enhance the strength
and ductility of the column. Proper selection of the strengthening
material is inevitable to enhance the properties of the column.

https://doi.org/10.1016/j.matpr.2020.12.490
2214-7853/� 2020 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the Second International Conference on Recent Advances in Materials and Manufacturing 2020.
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Abstract. In this study,Co-20Al-GNSA metal matrix composites  were produced using 
mechanical alloying process .  The Co-20Al-GNSA composites were mixed using a high-
energy ball mill at a constant speed of 350 rpm for 2hours. The composite powders were then 
characterized for their morphological study using Scanning Electron Microscope. The 
composite powders are then compressed and sintered at 500MPa and 700oC respectively. The 
density and compressive strength of the composite materials shows decrement values whereas 
the wear resistance of the composite materials has increased considerably. The mechanism of 
wear was identified as abrasive wear. The electrochemical corrosion test also reveals that the 
Co-20Al-10GNSA composites have better corrosion resistance. The weight-loss corrosion test 
also shows that the composites with 10GNSA content have better corrosion resistance.   

Keywords: Wear, Corrosion, Powder Metallurgy, Microhardness. 

1.  Introduction 
The exploitation of hybrid composites for the potential replacement of conventional metals has been 
drastically increased in severalapplications such asautomobile industries, commercial industrial 
applications, and also in aerospace industries where enhanced mechanical, wear and corrosion 
resistance properties are expected. Hence it was the main objective of the researchers to develop 
materials with lesser density with better tribological and corrosion performance[1–3]. 
 In the process of developing a composite material, it is very important to select the matrix 
materials and reinforcements with the good wet ability to improve the bonding of the composite 
materials. Another important factor is the selection of the fabrication method and its working 
parameters as per the matrix and reinforcement materials.Now a day the production economy is one of 
the important factors due to the economic thoughtfulnessof the industries[4–7]. They prefer low-cost 
composites, to reduce the production cost due to the raw materials. The Co is a material with very 
good mechanical and corrosion resistance property whereas it is very costly. So it is necessary to tailor 
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the mechanical properties using low-cost reinforcements such as Al and GNSA. The most generally 
used reinforcements are SiC, Al2O3, and TiO2.The ceramic particles Al2O3 and TiO2 donot have good 
wetting characteristics[8–10]. Thereby to improve the wettability the Ground Nut Shell Ash (GNSA) 
is utilized as secondary reinforcement. 
 The uniform dispersion of reinforcement was another area thathas to be addressed while 
selecting a fabrication process. There are many methods such as stir casting to produce composite 
materials whereas achieving uniform dispersion is not possible due to cluster formation. But it is 
possible to produce composite materials with a uniform dispersion of reinforcements using the powder 
metallurgy process. Another reason for choosing powder metallurgy was their cost-effectiveness and 
their reliability for the production of high melting point materials[5,8,11,12].  
 In this study,a range of combinations of Co-20Al-GNSA hybridcomposites was formed via 
the powder metallurgy process. The hybrid composites were then made-up into 10mm cylindrical 
pellets using a die setup made up of high-speed steel die. The muffle furnace was utilized to harden 
the compacted green pellets usinga sintering operation. The microhardness, density, and compressive 
strength of the composite materials were studied and reported. Thepin on disc apparatus and 
electrochemical workstation were utilized to study the wear and corrosion resistance 
propertiesrespectively. Thus the main purpose of this effort is to develop hybrid composite materials 
with better mechanical, improved wear, and corrosion resistance properties that can be employed in 
automobile, industrial,and aerospaceapplications. 
 

2.  Materials and Methods 
The chemicals used in this work are of research-grade (99.5% purity).The composite powders are 
synthesized using a high-energy ball mill that comprises tungsten carbide balls. The ball milling 
process was carried out for a duration of 2hours at a speed of 350 rpm in the existence of toluene as a 
process control agent to acquire homogenous hybrid composites . The homogenously unified 
composite powders are then packed down using a uniaxial hydraulic press at 500 Mpa and sintered at 
700oC to produce a 10 mm cylindrical pellet. The composite materials are characterized using SEM to 
find out the morphology of the composite materials.The microhardness of the Co-20Al-GNSA hybrid 
composites was carried out at 0.5 kg load using Vickers hardness equipment and standard deviation 
values are considered and reported. The density of the Co-20Al-GNSA hybrid composites was 
calculated based on the Archimedes principle.The 10 mm diameter composite pellets are compressed 
using the universal testing machine (UTM) at a uniform and gradual speed rate of 3mm min-

1[8,13,14]. The wear analysis was carried out at constant load, constant speed, and sliding distance of 
10N, 1.5 m/s, and 1000m respectively. The electrochemical corrosion analysis was carried out using a 
bio-logic electrochemical workstation. The workstain consists of three electrodes, the platinum 
counter electrode, Al/AgCl reference electrode and composite pellets as working electrode. The scan 
was carried out at 5mV/s. The composite pellets are immersed in 3% NaCl solution for 1 hour so as to 
stabilize the open circuit potential.The weight-loss corrosion analysis was carried out with various 
corrosive media such as 0.1N HCl, 0.1N H2SO4 and 3% NaCl solution. The composite pellets are 
immersed in the corrosive media for 24 hours. The composite specimens are weighed before and after 
the test and the weight loss is calculated.[13,15]. 

 

3. Results and Discussion 
3.1 Density and Microhardness. 
The SEM image of The Co-20Al-5GNSA hybrid composites is shown in Figure.1.  The SEM image is 
taken in secondary electron mode. It is observed that there is uniform dispersion of Co, Al, and GNSA 
particles in hybrid composite material. Figure.2 exhibits the microhardness and density graphs of Co-
20Al-GNSA The density of the Co-20Al-GNSA hybrid composites increases slightly with the addition 
of GNSA particles. The density of Co-20Al-2.5GNSA composite was 5.2 g/cm3 which increase 
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slightly to 5 g/cm3 for Co-20Al-5GNSA hybrid composites. The further addition of GNSA 
reinforcements resulted in a decrease in the density of the Co-20Al-10GNSA hybrid composites (5 
g/cm3). The microhardness of the Co-20Al-GNSA hybrid composite increases linearly up to 5% 
GNSA reinforcement further addition of GNSA particles has resulted in a slight reduction in the 
microhardness of the composite material.  
 

 
 

Figure.1 SEM image of Co-20Al-5GNSA hybrid composite 
 

 
Figure.2 Microhardness and Density of Co-20Al-GNSA hybrid composites 
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3.2 Compressive Strength 
The Compressive strength of Co-20Al-5GNSA hybrid composites is 112 MPa which is better 
compared to Co-20Al-2.5GNSA (110 MPa) and Co-20Al-10GNSA (108 MPa) hybrid composites. 
The compressive strength increased gradually with GNSA addition till it reaches 5% GNSA, whereas 
further addition of GNSA does not influence the compressive strength of the hybrid composites. 
Figure.3 represents the compressive strength of the Co-20Al-GNSA hybrid composites. 
 
 

 
 

Figure.3 Compressive Strength of Co-20Al-GNSA hybrid composites 
 
3.3 Wear and COF Analysis 
The wear analysis results of Co-20Al-GNSA hybrid composites are represented in Figure.4. The wear 
test was carried out at a constant load of 10N, constant sliding speed of 1.5 m/s, and constant sliding 
distance of 1000m. The wear loss of the Co-20Al-10GNSA hybrid composites exhibited better wear 
resistance and COF values compared to that of other specimens. The Co-20Al-2.5GNSA has produced 
a COF value of 0.9 whereas the COF value of Co-20Al-10GNSA is 0.6. Hence it can be confirmed 
that the addition of GNSA particles has a good influence in increasing the wear resistance of the 
hybrid composite materials. Figure.5 represents the SEM image of Co-20Al-10GNSA hybrid 
composites after the wear test. From the pattern of wear track, it is evident that the major wear 
mechanism is abrasive wear. 
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Figure. 4 Wear loss and COF of Co-20Al-GNSA hybrid composites 
 
 
 
 

 
 

Figure .5 SEM image of Co-20Al-10GNSA hybrid composite after wear test 
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3.4 Corrosion Analysis 
Figure .6 shows the weight-loss corrosion graphs of Co-20Al-GNSA hybrid composites at various 
Corrosive media such as 3% NaCl, 0.1N HCl, and 0.1N H2SO4. From the graph, it can be concluded 
that the weight loss of the composites decreases with the increase in GNSA content. The weight loss 
of the Co-20Al-10GNSA hybrid composite is better compared to other combinations in all kinds of 
corrosive media. The weight loss was maximum for 0.1 N H2SO4 for all samples compared to other 
corrosive media. The weight loss was minimum in 3% NaCl solution.The electrochemical corrosion 
analysis was carried out using three-electrode systems using the composite pellets as the working 
electrode. The potentiodynamic polarization results shows that the Co-20Al-10GNSA hybrid 
composites have exhibited better Ecorr  ( -0.442 V) and icorr values ( 1.5 mA/cm2) compared to that of 
Co-20Al-5GNSA ( -0.448V& 1.7 mA/cm2) and Co-20Al-2.5 GNSA ( -0.453V & 1.9 mA/cm2). It is 
evident that the Ecorr values are shifted to more positive side and the icorr values decreases with the 
increase in GNSA content which confirms the increase in corrosion resistance. 

 
 

 
 

Figure.6 Weight loss corrosion results of Co-20Al-GNSA hybrid composites 
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4.Conclusions 
The Co-20Al-GNSA hybrid composites were amalgamated by employing a high-energy ball mill. 

 The Microhardness and density of the Co-20Al-5GNSA hybrid composites have improved 
compared to other samples. 

 The compressive strength of the Co-20Al-5GNSA hybridcomposite was 112 MPa and 
superior compared to other combinations. 

 The wear analysis authenticates that Co-20Al-10GNSA hybrid composites exhibited better 
wear resistance and coefficient of friction. 

 The potentiometric polarization analysis shows that the Co-20Al-10GNSA hybrid composites 
have enhanced corrosion resistance due to the existence of GNSA particles. 

 The weight-loss corrosion analysis also proves that the Co-20Al-10GNSA hybrid composites 
have better corrosion resistance. 

From the conclusion of this study, it can be accomplished that the Co-20Al-10GNSA hybrid 
composites have experienced a slight decrease in density, microhardness,and compressive strength but 
exhibits better wear and corrosion resistance. Hence it can be concluded that Co-20Al-10GNSA 
hybrid composites have better tribological and corrosion resistance with decent mechanical properties 
which may be considered for potential industrial applications. 
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a b s t r a c t

In this research, a new class of treated metal fillers that can be used as reinforcements in polymer matrix
composites have been developed. Surface modification of the tungsten metal particles is carried out using
a suitable silane coupling agent. These composites are a modern type of alternative material to conven-
tionally filled polymers. The peculiar properties of tungsten such as the highest melting point, highest
tensile strength, and radiation resistance find application especially in the field of radiation shielding.
Initially, the tungsten metal powder of 2 lm is treated with suitable silane i.e. 3-GlycidyloxyPropyl Tri
Methoxy Silane (GPTMS) for improving the wettability of the tungsten metal fillers. Fourier Transform
Infrared Spectroscopy (FTIR) and Thermo Gravimetric Analysis (TGA) was carried out to test GPTMS graft-
ing on particles of tungsten. FTIR confirms the grafting of the silane coupling agent on tungsten particles.
It also shows the reaction between these agents. TGA reveals the uniform coating of the silane coupling
agent on the tungsten particles.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the 2nd International Con-
ference on Materials, Manufacturing, and Machining for Industry 4.0.

1. Introduction

Surface modification is the scientific technique of depositing a
thin layer of silane on the surface of the filler material to improve
the wettability of the fillers in polymer matrix composites.
Improvement in wettability increases the adhesion between the
filler material and the polymer matrix in which the fillers are intro-
duced. Surface modification is a rapidly growing sector inside the
fields of nanotechnology and production. Surface modification is
required to stabilize the particles and to prevent aggregation of
particles. Materials may exhibit desired properties but are inappro-
priate due to their morphology on the surface, ionic conditions, and
phobia. The modification aims to create consistency to avoid com-
patibility issues between two phases, thereby increasing the avail-
ability and usability of the properties of materials in their
application. Polymers in combination with metal fillers offer
cost-effective, high-strength, and lightweight composite materials.
Metal particle-reinforced polymer composites constitute a new
class of alternative material to traditionally filled polymers and

have some remarkable exceptional properties. The main problem
in metals fillers is the agglomeration of metal particles due to
the high force of Van der Waals’s force existing between them.
Agglomerated particles in polymer matrix composites ultimately
decrease the mechanical and tensile strength of the composites.
In our previous work [1] untreated tungsten particles are intro-
duced into the polymer matrix and achieved an improvement of
10% in mechanical strength. If the metal fillers are treated with a
suitable compatibilizer the mechanical strength of the composites
could be improved further. The filler and matrix material needed to
be in strong adhesion to attain high strength. Therefore, the metal
particles are subject to surface alteration to achieve stronger adhe-
sion with the matrix medium. Chemical modification of the filler
by the use of coupling agents and subsequent casting by the use
of high shear forces produced by homogenizers is a common tech-
nique for processing polymer composites. Surface modification can
be used to provide improved compatibility of nanoparticles
towards dispersing media to avoid convergence of nanoparticles
and to make chemically reactive nanoparticles. Coupling agents
Silane are important ligands for oxide nanoparticles to act. They
are a bifunctional group with features of trialkoxy group and
organic head group.
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For the surface treatment of metal particles, the authors have
used several techniques with varieties of coupling agent. Xavier
et al. [2], GPTMS WO3 nanoparticles with GPTMS and introduced
it into epoxy resin to boost the functional group interactivity of
nanoparticles and epoxy resin present in GPTMS on WO3. The risk
of corrosion is significantly reduced in the developed composites.
An outstanding barrier property is displayed, also increased
mechanical properties were reported due to improved adhesion.
Chang et al. [3], modified nano ZnO particles with 3-
Aminoproplytriethoxysilane using mechanical stirring and heating.
The treated fillers are then introduced into ultra-high molecular
weight polyethylene polymers. The developed composites exhib-
ited improved wear resistance properties. Yu et al. [4], surface
modified alumina particles with c -aminopropyl triethoxysilane
using chemical processing technique. The treated filters are intro-
duced into the epoxy resin matrix. The developed composites dis-
played better thermal properties and flexural properties. Rallini
et al. [5], treated boron carbide particles with triethylenetetramine
using mechanical stirring. The treated particles are then intro-
duced into the epoxy resin matrix. The developed composites exhi-
bit excellent thermal and fire-retardant properties. Tjong et al. [6],
treated ZnO particles with Maleated styrene-ethylene butylene-
styrene block copolymer and introduced it into polyethylene com-
posites. The resulting composites developed improved electrical
properties.

In the case of non-metal particles authors have done many
works related to surface property alteration. Owing to the low wet-
tability of non-active filler metal on these materials, the joining of
graphite materials is problematic in particular. Chen et al. [7], the
magnetron sputtering deposition of Cr film on graphite to alter the
graphite surface succeeded in overcoming this problem. Lamastra
et al. [8], researched diatomite fillers that can chemically bind to
elastomeric molecules during vulcanization, chemically adjusted
at 85 �C in H2O: NaOH: H2O solution. A technique that does not
require a toxic solvent was then used to silanize the modified dia-
tomite with bis(triethoxysilylpropyl) disulfide. Strong interfacial
adhesion and fine dispersion were given by the resultant compos-
ite. According to Zafar et al. [9], Hydroxyapatite layer between
bone and implants made of calcium phosphate (CaP) promotes
good contact, thus promoting osseointegration for bonding and
enhancing the durability of dental implants, which has been
achieved by electrospinning. It was observed that the amount of
work performed with tungsten metal particles was inadequate.
Hence in this work tungsten metal particles were treated with a
suitable coupling agent to modify their surface properties.

In this research, tungsten metal powder is treated with a
GPTMS silane coupling agent. The treating method has been dis-
cussed. The treated metal fillers are subjected to FTIR analysis
and TGA for testing the surface modification properties.

2. Materials and methods

2.1. Materials

Tungsten metal powder is chosen for surface modification in
this analysis was supplied by Sigma Aldrich, Bangalore, India.
Tungsten has the highest melting point (3422 �C, 6192 �F), lowest
vapor pressure (at temperatures above 1650 �C, 3000 �F), and the
highest tensile resistance of all metals in pure form. Tungsten
has the lowest thermal expansion coefficient on any pure metal.
Acetone was used in the initial stage as a cleaning agent before
the GPTMS was applied and the final stages before heating. Ace-
tone is an effective cleaning agent in the center of metal particles
and can wash away dirt and impurities. GPTMS is a bifunctional
silane agent with three methoxy groups on one side, and an epoxy

ring on the other was supplied by Sigma Aldrich, Bangalore. GPTMS
is extremely water-resistant and can be used as a connecting agent
between the silica surface and the polymeric matrix.

2.2. Surface modification of tungsten particles

Initially, tungsten metal particles of 10 g were placed inside a
vacuum chamber with pressure 10�3 mbar and a temperature of
140 �C for 1 h. The particles are then cleansed in 75 ml of acetone
with 300 rpm magnetic stirrer for 1 h at 25 �C and 60 min of soni-
cation was done. Then the dispersion was supplemented with 5 g
of GPTMS and stirred for 24 h using a mechanical stirrer. In the
final stage, the acetone was used after centrifuging to wash the
excess residue. Then the resulting material was allowed to dry at
60� C in a vacuum oven for 48 h. FTIR and TGA were carried out
on the treated particles to test GPTMS grafting on the tungsten
particles.

2.3. Testing and characterization

2.3.1. Fourier Transform Infrared Spectroscopy (FTIR)
In FTIR, the infrared radiations are passed through the treated

metal particles. Certain radiations are absorbed by the particles
and certain radiations are transmitted through the particles. The
resulting spectrum obtained represents the fingerprint of the
molecules present in the treated particles. FTIR spectroscopy uses
KBr pellet to conduct FTIR spectroscopy. About thirty-five scans
were obtained in the spectrum in the 400–4000 cm�1 range, with
4 cm�1 resolution.

2.3.2. Thermogravimetric analysis (TGA)
The thermal stability of the surface treated and untreated tung-

sten particles were evaluated by the Thermo Gravimetric Analyser
NETZSCH model STA (Germany) 449F3. The percentage reduction
in the weight of the sample was found as a function of temperature
as per the standard ASTM E1131. Treated and treated metal parti-
cle samples of 10 mg were loaded into an aluminum crucible and
heated at a rate of 10 �C / min from 25 �C to 600 �C. The resulting
thermograms of reduction in weight of the sample as a function of
temperature are plotted as a graph.

3. Results and discussion

3.1. Analysis of FTIR spectra

The infrared spectroscopy of GPTMS treated tungsten particles
was monitored to verify the presence of GPTMS on tungsten parti-
cles. Fig. 1 shows the infrared spectroscopy analysis of tungsten
particles treated with GPTMS. The presence of sharp peaks is found
at 2940 cm�1. 2840 cm�1 and 860 cm�1 indicating the reaction
bands. Surface modification of tungsten particles by silane is con-
firmed with the bands present here. Bands present at 2940 and
2840 cm�1 are the indication of the presence of the alkyl group
that belongs to the silane-modified tungsten particles. The pres-
ence of a band at 860 cm�1 is the result of the reaction that
occurred between the methoxy group of silanes and tungsten par-
ticles [10]. Hence it confirms the interaction between the methoxy
group of silane and tungsten particles. Thus, it confirms that the
tungsten particles are effectively surface treated with a silane cou-
pling agent.

3.2. TGA analysis

The effective concentration of silane can be determined by TGA.
Fig. 2 shows the TGA thermograms of untreated and treated tung-
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sten particles. TGA thermograms of treated tungsten particles exhi-
bit three different weight loss regions. Initial weight loss primarily
happens because of the evaporation of moisture content in the par-
ticles and this exists at a range of 50 �C and 200 �C. The second
region occurs in a range of 200 �C to 400 �C. here the weight loss
is very rapid, and it is due to the decomposition of a silane coupling
agent that is treated around the tungsten particles. The final region
is at 400 �C to 500 �C which shows a very minimal drop in weight
percentage and it is due to the removal of burnt gases of the vola-
tile components. The untreated tungsten particles do not show a
decrease in weight and it is because tungsten is an extremely high
melting point metal and it will decompose at very high tempera-
ture and there is no decomposition happening here, there is no
decrease in mass.

4. Summary and conclusion

Surface modification of tungsten particles is successfully done
by treating them with GPTMS. GPTMS being a silane coupling
agent, surface modification of metal fillers with GPTMS improves
the wettability of the filler materials. Surface modified tungsten
metal particles using silane coupling are investigated by FTIR and
TGA. FTIR shows the chemical reaction between the tungsten par-
ticles and GPTMS. Thus proving the successful surface modification
of tungsten particles with GPTMS. TGA indicates the decomposi-
tion of the silane coupling agent and also ensures the presence of
remaining tungsten particles. Using a silane coupling agent, surface
modification of metal particles is used to provide more outstanding
particle compatibility with dispersing media to avoid agglomera-
tion of the particles and to impart chemical reactivity to the
particles.

Fig. 1. FTIR Spectra of GPTMS treated W particles.

Fig. 2. TGA thermograms of untreated and treated W particles.
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Abstract
In this work a ternary Al-Fe-SiCmetalmatrix composites were reinforced using Zr particles through
powdermetallurgy process. TheAlmatrix and the reinforcements weremixed in high energy ballmill
at a speed of 250 rpmover a period of 5 h so as to develop a homogenously dispersed composite
material. The composite powders are then pressed at 500MPa using hydraulic press. The compressed
composite green compacts are then sintered at 500 °C for 2 h and allowed to cool under furnace
atmosphere. The densities,micro hardness and compressive strength of Al-Fe-SiC-Zr composites
were investigated and reported. The compositematerials were characterized using SEM, EDS and
XRD. The density of Al-10Fe-10SiC-10Zr hybrid composites was found to be around 3.44 g cm−3.
The Zr particles have influenced themicro hardness of the compositematerials. Themicro hardness
of theAl-10Fe-10SiC-10Zr hybrid composites was found to be better compared toAl-10Fe andAl-
10Fe-10SiC hybrid composites. The compressive strength of the Al-10Fe-10SiC-10Zr hybrid
composites was around 205MPawhich is 44%higher than the Al-10Fe compositematerial. The
porosity of the hybrid composites has reducedwhen compared to that of Al-10Fe andAl-10Fe-10SiC
hybrid composites. Thewear studies reveal that Al-10Fe-10SiC-10Zr bear out better wear resistance.
The predominant wearmechanismwas identified as adhesive wear followed by plastic deformation.
This improvedwear resistancewas due to the formation of oxides layers suchAl2O3, Fe2O3 and also
due to the presence of AlFe3 andAl3Zr4 intermetallics.

1. Introduction

The utilization of hybrid compositematerials as a replacement of conventionalmaterials has increased
drastically inmany areas such as aerospace industries, automobile industries and also in various industrial
applications where bettermechanical, wear and corrosion characteristics are needed [1–7]. Therefore themain
objectives of the development of hybrid composites are to developmaterials with low density and better strength
alongwith superior wear and corrosion resistance [8–10].

In the development of compositematerials it is important to select thematrixmaterials, reinforcements,
percentage of reinforcement andfinally themethod and production parameters as per the requirements. Now a
day due to the economic considerations the industries are opting for low costmaterials, in order to overcome
high production cost. Themostwidely usedmatrix used reinforcements are Al2O3, TiO2, SiC and graphite
[11–19]. T Sathish Kumar et al investigated thewear behavior of AA6082 alloy reinforcedwith Y2O3 and graphite
particles. The studies revealed that the hybrid composites havemicro hardness which is 40%higher than that of
base alloy [20]. T Sathish kumar et al also studied the effect of heat trearment on tribological properties of
Al-7Si-ZrSiO4 hybrid compositesmanufactured using stir casting processs. The results revealed that thewear
resistance of the hybrid composites ismuch superior to that of base alloy [21].

The other important factor to be considered is thewettability of Almatrix when fabricated using powder
metallurgy process. The ceramic reinforcements such as Al2O3 andTiO2 does not easily wetted as a result of

OPEN ACCESS

RECEIVED

16October 2020

REVISED

12 January 2021

ACCEPTED FOR PUBLICATION

13 January 2021

PUBLISHED

22 January 2021

Original content from this
workmay be used under
the terms of the Creative
CommonsAttribution 4.0
licence.

Any further distribution of
this workmustmaintain
attribution to the
author(s) and the title of
thework, journal citation
andDOI.

© 2021TheAuthor(s). Published by IOPPublishing Ltd

Raghav G R <raghavgr@scmsgroup.org>

Raghav G R <raghavgr@scmsgroup.org>



surface oxides onAlmatrix. In order to improve thewettability of the Al based composites other reinforcements
such as Fe, SiC, andZr are added [22–27]. The addition of these reinforcements increases themechanical
properties as well as tribological and corrosion resistance properties of the compositematerial.

Anothermajor area of concern is the uniformdispersion of reinforcements with thematrixmaterials. Even
though there are variousmethods for fabricating Al based composites such as stir castingmethod, themajor
disadvantagewas the lack of homogenous dispersion of the reinforcements as the result of agglomeration and
cluster formation. The powdermetallurgy is one among thosemethods bywhich uniformdispersion of
reinforcements can be achieved.Moreover the powdermetallurgy has been proven to be one of the cost efficient
andmost reliablemethods for fabrication of highmelting pointmaterials [5, 6, 8, 26, 27]. There aremany
literatures based on light weight reinforcements so as to improve themechanical properties of Al based
compositematerials; however there are very few studies based on high density hybrid reinforcements so as to
improve themechanical wear and corrosion characteristics of Al based compositematerials.

Novelty of this work is to study the effect of Zr reinforcement on the Al-10Fe-10SiC hybrid composites. It
obvious, that the addition of ceramic particles Such as SiCwill improve themechanical properties andwear
resistant properties of the composites. But therewill be somenegative effects in terms of increase in porosity and
therebymaking the compositesmore brittle in nature compared to the basematerial. The addition of Zr as
reinforcementmight improve the ductile nature of the composites by reducing the porosity since Zr particles
have a density of 6.49 g cm−3. Further the Zr particles exhibit goodmechanical hardness and better wear
resistant properties even at high temperatures.

In this work various proportions of Al-Fe-SiC-Zr hybrid nanocomposites were produced using powder
metallurgy process. The hybrid composites are then fabricated into 8 mmcylindrical pellets using high speed
steel die. The compacted green pellets are then sintered usingmuffle furnace. The sintered composite pellets are
subjected tomechanical characterizations such as density,microhardness and compressive strength. Thewear
resistance properties were studied using pin on disc apparatus. Thus themain objective of this work is to develop
hybrid nanocompositematerials with superiormechanical and tribological properties that can be utilized in
automobile, aerospace and other industrial applications.

2.Materials andmethod

2.1.Materials
The pure aluminumwas used as the basematerial and the Fe, SiC andZr are used as reinforcements inweight
percentage. All thematerials used in this researchwork are of research grade and of purity level 99.5%
respectively. Thefigure 1 shows the Scanning ElectronMicroscope images of Pure Al, Fe, SiC andZr. The
micrographswere taken in Secondary electronmode operated at 10 kV. Themorphology of pure Al resembles a
flake like structure with an average particle size of 50 μm.The Fe powders were elliptical in naturewith a particle
size of 20 μm.The SiC andZr powders were crystalline in nature and their particle size was found to be around
5 μmand 3 μmrespectively.

2.2. Production of hybrid compositematerials
The table 1 shows the various proportions of Al-10Fe-10SiC-Zr hybrid nanocomposites. The selected
proportions ofmatrix and reinforcements are then fed into a high energy ballmill consisting of tungsten carbide
balls. The ballmilling process was carried out for 5 h at a speed of 250 rpmunder the presence of toluene as a
process control agent so as to obtain homogenous and reaction free hybrid compositematerials. The
homogenouslymixed composite powders are then compacted using uniaxial hydraulic press at 500Mpa so as to
develop an 8 mmcylindrical green pellet. The green pellets are then sintered at a temperature of 500 °C for 2 h
and cooled under furnace atmosphere.

2.3.Microhardness and density
Themicrohardness of the Al-10Fe-10SiC-Zr hybrid composites was carried out usingVickers hardness
equipment at a uniform load of 1 kg. The dwell time for the entire process wasmaintained at 20 s. The results of
the experiments represent an average of 10measurements and the standard deviation values were reported. The
density of the composite specimens after sintering process wasmeasured using Archimedes principle and the
relative density and porosity of the compositematerials were calculated by the relations.

( )= -Relative Density Porosity1 1

( )=
-

´Porosity
Theoretical Density Actual Density

Theoretical Density
100 2

2
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2.4. Compressive strength
The universal testingmachineUTMwas utilized to study the compressive strength of Al-10Fe-10SiC-Zr
compositematerials. The 8 mmdiameter composite pellets are compressed at a uniform and gradual speed rate
of 5 mmmin–1.

2.5.Microstructural characterization
The Scanning ElectronMicroscope (SEM)was used to explore themicrostructures of the Al-10Fe-10SiC-Zr
compositematerials. The topographical characterizationwas carried out usingAtomic ForceMicroscope
(AFM). TheXRD analysis was used to explore the chemical compositions present in the hybrid composites. The
EDS analysis was used to confirm the presence of various elements in the hybrid composites.

2.6.Wear analysis
TheAl-10Fe-10SiC-Zr hybrid composite pellets of 8 mmdiameter and 30 mm longwere used as test specimen.
TheDUCOMmake pin on disc apparatus was used to performwear test as per theASTM-G99 standard. The
wear analysis was carried out for various conditions say applied load, sliding distance and sliding speed. The tests
were performed forfive different trials for each specimen and the average values are tabulated. The composite
wear specimens wereweighed before and after the experiments using electronicweighing scale [28, 29].

3. Results and discussion

3.1. Characterization
Thefigure 2 shows the high resolution Fe-SEMofAl-10Fe-10SiC-Zr hybrid composites of varying Zr content at
themagnification of 10,000×at an operating voltage of 10 kV. From the figure it can be understood that the
reinforcements are uniformly dispersed into the Almatrix as the result of 5 hmilling time. It can be observed
that the average particle size of Al powderwas also reduced considerably due to ballmilling process. Thefigure 3
represents the EDSmapping of Al-10Fe-10SiC-10Zr hybrid composite powders. From the spectra it can be
confirmed that the compositematerials has the presence of Al, Fe, SiC andZr content.Moreover there is also
formation of AlFe3, Al3Zr4 intermetallics andAlFe3C compound andZrO2which can be inferred from the EDS
mapping. TheAFM image of Al-10Fe- 10SiC- 10Zr hybrid composite is shown infigure 4. From the image it can
be understood that the there is uniformdispersion of reinforcements with the Almatrix and also it can be noted
that there is formation of surface oxides due to the ballmilling process. The x-ray diffraction spectra of Al-10Fe-
10SiC-5Zr andAl-10Fe-10SiC-10Zr hybrid composites are shown infigure 5. TheXRD analysis were carried out

Figure 1. Scanning ElectronMicroscope (SEM-SE) images of Al, Fe, SiC andZr.
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Table 1.Density andMicrohardness of Al-10Fe-10SiC- Zr hybrid composites.

S.no Composition Composition notation Actual density (g/cm3) Theoretical density (g/cm3) Relative density (%) Porosity (%) Micro hardness (HV)

1 Al-10Fe C1 2.98 3.22 92.55 7.45 101

2 Al-10Fe-10SiC C2 3.05 3.27 93.27 6.73 118

3 Al-10Fe-10SiC-2.5Zr C3 3.14 3.36 93.45 6.55 120

4 Al-10Fe-10SiC-5Zr C4 3.23 3.46 93.36 6.64 132

5 Al-10Fe-10SiC-10Zr C5 3.44 3.65 94.25 5.75 135
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usingXpert-3 diffractometer (45 kV, 30 mA)withCu anode (λ=0.15406 nm). TheXRD spectra exhibit the
characteristic peaks of Al, Fe, SiC andZrwhich confirms the uniformdispersion of reinforcements in Almatrix.
The peaks at 2θ=39.5°, 44.25°, 65°, 77.25° and 82.3° confirm the presence of Al in compositematerials as per
the JCPDSNo: 34-0529, 06-0696. The characteristic low intensity 2θ peaks at 37.5° and 82.3° corresponds to SiC
which authenticates its presence in the compositematerials (JCPDSNo: 42-1172). The peeks at 2θ=44.25°, 65°
and 82.3° also prove the presence of Fe particles in the compositematerials (JCPDSNo: 45-1203). The 2θ peaks
at 77.25°, 14.5°, 35.87°, 60.14° are the characteristics peaks of Zr (JCPDSNo: 41-0814). The formation of AlFe3,

Figure 2.HighResolution Field Emission Scanning ElectronMicroscope (FE-SEM) image of Al-10Fe- 10SiC- 10Zr hybrid
composites.
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Figure 3. Field Emission Scanning ElectronMicroscope (FE-SEM)mapping of of Al-10Fe- 10SiC- 10Zr hybrid composites.
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Al3Zr4 intermetallics andAlFe3C compoundwere observed from theXRD analysis (JCPDSNo: 45-1203,
41-0814).

3.2.Density andmicro hardness
The density, Relative density, porosity andmicrohardness of the Al-10Fe-10SiC- Zr hybrid composites are
represented in table 1. The relationship between density and porosity of Al-10Fe, Al-10Fe-10SiC andAl-10Fe-
10SiC- Zr hybrid composites are shown infigure 6. The density of the Al-Fe-SiC ternary composites has
improvedwith the addition of Zr reinforcements. The density of theAl-10Fe composites was found to be
2.98 g cm−3 whereas; the density of the Al-10Fe-10SiC-10Zr hybrid composites has increased to 3.44 g cm−3.
The porosity of the compositematerials decreasedwith increase in Zr addition. TheAl-10Fe-10SiC-10Zr hybrid
composites have better density and porosity compared to other combinations. The reason behind this decrease
in porosity is due the high density Zr reinforcements and also due the compaction pressure.It was also found that
theoretical density of the composites was higher than the actual density of all compositions. The relative density
percentage of the Al-10Fe-10SiC-10Zr composites was 94.25%and has increased 1.8%when comparedwith Al-
10Fe composites. Themicrohardness of the Al-10Fe-10SiC-Zr hybrid composites has increased slightly with the
increases in Zr addition. The improvement inmicrohardness was also due to the reduction in porosity of the
composite pellets and also due to the formation of AlFe3, Al3Zr4 intermetallics.

Figure 4.AFM image of Al-10Fe- 10SiC- 10Zr hybrid composites.

Figure 5.XRDSpectra of Al-10Fe-10SiC- Zr hybrid composites.
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3.3. Compressive strength
The compressive strength of various Al-10Fe-10SiC- Zr hybrid composites is shown infigure 7. The
Compressive strength of theAl-10Fe-10SiC-Zr hybrid composites shows betterment with the increase in load
bearing Zr reinforcement [30]. The othermajor reason for the improvement in compressive strengthwas due to
formation of hardAlFe3 intermettalics and oxides as the result of sintering operation. The presence of SiC
particles in the compositematerials also played amajor role in the improvement of compressive strength.

3.4.Wear analysis
The primary concern for any light weightmaterial is long service life and less replacement period, thereby
reducing the total expenditure incurred. Hence it is desirable to develop amaterial which has very less wear loss
under slidingwear conditions. The effect of Zr reinforcement on thewear loss of Al-10Fe-10SiC ternary
composites is shown infigure 8. From the figure 8(a) it can be understood that the increase in applied load has
resulted in increasedwear loss irrespective of Zr reinforcement. This phenomenonwas due to the increased
contact surface between the specimen and rotating disc. Figure 8(b) reveals that thewear loss of the composite
materials increases as the distance of sliding increases. The increase in sliding distance increases the contact
period of the compositematerials with themating surface thereby increasing the temperature at the interface.
The increase in surface temperature further results in softening ofmaterials and the deformation ofmaterials
takes place. From thefigure 8(c) it is clear that the increase in temperature at the interface due to the increase in
Sliding speed has resulted in softening of the composite pellet there by increasing the rate of wear loss. It can be

Figure 6.Porosity versus Actual Density of Al-10Fe-10SiC- Zr hybrid composites.

Figure 7.Microhardness versus Compressive Strength of Al-10Fe-10SiC-Zr hybrid composites.
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also noted that thewear losss of Al-10Fe andAl-10Fe-10SiC hybrid composites are higher than theAl-10Fe-
10SiC-10Zr hybrid composites under all slidingwear conditions.TheCoefficient of friction analysis of various
Al-10Fe-10SiC-Zr hybrid composites is shown infigure 9. The addition of Zr reinforcements has resulted in
reducing theCOF values Al-10Fe-10SiC ternary composites. The coefficient of friction of Al-10Fe-10SiC-10Zr
composites has improved compared to that of Al-10Fe-10SiC-5Zr, Al-10Fe-10SiC-2.5Zr hybrid composites as

Figure 8.Wear loss of Al-10Fe-10SiC-Zr hybrid composites.

9

Mater. Res. Express 8 (2021) 016533 GRRaghav et al



well as Al-10Fe andAl-10Fe-10Sic compositematerials. This improvement inwear and friction characteristics
of the-10Fe-10SiC ternary composites was due to the formation of AlFe3 andAl3Zr4 intermetallics which
improved the density and surface hardness of the compositematerials. The othermajor reasonwas the
formation of AlFe3C compoundwhich increases the hardness and self lubricating property of the composite

Figure 9.Coefficient of Friction (COF) of Al-10Fe-10SiC-Zr hybrid composites.
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Figure 10. [A] FESEM image of Al-10Fe-10SiC-10Zrworn out Sample, [B]EDAX Spectra of Al-10Fe-10SiC-10Zrworn out Sample
[C] SEM image of Al-10Feworn out sample [D] SEM image of Al-10Fe-10SiCworn out Sample.
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materials. Further there is also formation of ZrO2, Al2O3 and Fe2O3 tribo layers which also played a vital role in
improving the slidingwear properties of Al-10Fe-10SiC-Zr nanocomposites. Thefigure 10 exhibits the high
resolution FESEM image and EDAX spectra of Al-10Fe-10SiC-10Zr hybrid composites worn out surface after
wear analysis. From the FESEM it is evident that themainwearmechanismwas adhesive wearwithmicro
crackingwhich leads to plastic deformation. Figure 10(B) represents the EDAX spectra of Al-10Fe-10SiC-10Zr
hybrid composites after wear test, which confirms the presence of Al, Fe, SiC andZr alongwith the presence of
oxides such as ZrO2, Al2O3 and Fe2O3 at contact surface. Figures 10(C)& (D) shows the SEM images of worn out
surfaces of Al-10Fe composites andAl-10Fe-10SiC hybrid composites after wear test. From the spectra’s it can
be confirmed that the Al-10Fe composites has experienced abrasive wear alongwith delamination.Whereas the
Al-10Fe-10SiC hybrid composites experiences abrasive wear followed by adhesive wearwhich leads to plastic
deformation [31, 32].

4. Conclusions

TheAl-10Fe-10SiC-Zr hybridcomposites were produced throughmechanical alloying process. Themechanical,
tribological and corrosion resistance properties of the composites were studied at different conditions.

• The density of the Al-10Fe-10SiC-10Zr hybrid composites has improved to 3.44 g cm−3 from3.14 g cm−3 for
Al-10Fe-10SiC-2.5Zr hybrid composites.

• TheMicrohardness of the Al-10Fe-10SiC-10Zr (135HV) hybrid composites is better to that of Al-10Fe-
10SiC-2.5Zr (120HV) hybrid composites due to the formation of AlFe3C compound.

• The porosity of the Al-10Fe-10SiC-10Zr (5.75%) hybrid composites has reduced compared to that of Al-
10Fe-10SiC-2.5Zr (6.55%) hybrid composites.

• The compressive strength of the theAl-10Fe-10SiC-10Zr hybrid composites has found to be better compared
to other combinations.

• Thewear resistance and coefficient of friction of the Al-10Fe-10SiC-10Zr hybrid composites has improved
significantly compared to other combinations due to the formation of Al3Zr4, AlFe3 intermetallics.

• From thefindings of this study, it can be concluded that the Al-10Fe-10SiC-10Zr hybrid composites has better
mechanical and tribological properties.
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Abstract

In this work, composites of poly(ethylene-co-vinyl acetate-co-carbon monoxide)

(EVACO)/surface-modified multiwalled carbon nanotubes (m-MWCNTs)

were prepared using a solution casting technique. Acid treatment was

employed for the surface modification of MWCNTs to improve the compati-

bility between polar EVACO and MWCNTs. The influences of m-MWCNTs

on the crystalline, mechanical, thermal, and electrical properties of EVACO

at very low filler loading were systematically evaluated. The presence of m-

MWCNTs in the EVACO matrix influenced the crystallinity, and the respec-

tive changes were determined and quantified using dynamic scanning calo-

rimetry and X-ray diffraction. The mechanical properties of the composites

were improved remarkably by the addition of a minute quantity (0.05, 0.1,

0.15, 0.2, and 0.25 wt%) of m-MWCNTs. Additionally, m-MWCNTs in the

EVACO matrix improved the thermal stability and electrical properties of

EVACO. However, the filler loading is below the threshold loading of the

fillers, and there was no drastic improvement in the electrical conductivity of

the composite.

KEYWORD S

conductivity, crystallinity, MWCNTs, nanocomposites

1 | INTRODUCTION

Polymer nanocomposites are used in a variety of applica-
tions starting from common household to biomedical
transplants and space missions. Inorganic nanofillers are
the most commonly used fillers in polymer matrices, sev-
eral unique properties of these fillers can never be reached
by organic materials. In many instances, nanofillers exhibit
some unique and exceptional properties several orders in
magnitude than polymers, and polymers have certain
unique properties that cannot be matched by any other
materials. In polymer nanocomposites, the properties of

the polymers and nanofillers are compromised and they
exhibit superior properties as compared to the virgin poly-
mers in many aspects due to the synergistic action of the
nanofiller and the polymer matrix. Due to the high surface
area of the nanofillers, a small quantity of the filler is suffi-
cient to make a significant impact on the properties of the
polymer matrix alone.

The different nanosized allotropes of carbon as fillers
in polymer matrix composites have attracted extensive
interest owing to their lightweight, strength, conductiv-
ity, and so on. The allotropes of carbon that are com-
monly used as fillers in polymer composites are carbon
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nanotubes (CNTs),[1–6] graphite,[7–10] graphene,[11–13]

fullerene,[14–16] carbon black,[17–20] and so on, and the
resulting nanocomposites can be potentially used in a
myriad of applications. In general, the addition of any
aforementioned carbon allotropes above the percola-
tion threshold enhances the conductivity of the polymer
composites tremendously. The application of carbon
nanomaterials as nanofillers in composites is limited
to not only polymers but also ceramics[21–23] and
metals.[24–26] With the introduction of nanofillers in
polymer composites, the conventional applications of
polymers are widened.

Among the abovementioned carbon-based nanofillers,
CNTs, both single and multi-walled, have their own iden-
tity starting from their morphology and structure to the
properties. The tensile strength of the CNT-filled compos-
ites is expected to be higher than the other carbon
allotrope-filled composites since CNTs with a high aspect
ratio have more entanglements as compared with the
latter,[27] CNTs also exhibit a tensile modulus higher than
stainless steel.[28] The ability of SWCNTs/MWCNTs as
nucleating agents to improve the crystallinity in several
semi-crystalline polymer matrices has been proven,[29–33]

this increase in crystallinity will also contribute to the
enhancement in tensile strength in polymer composites.
Similar to carbon black-filled polymers for exterior applica-
tions, CNT-filled polymer composites are also resistant to
weathering.[34]

The interfacial bonding of filler and matrix is impor-
tant in dictating the properties of any polymer composite.
Good interfacial interaction is possible by either modify-
ing the filler or matrix of the composite, and the addition
of a compatibilizer is an alternative solution. Modifying
the polymer is stringent and requires a lot of effort
starting from the selection of reagents to the modification
of the reaction vessels. Modifying the filler is easier than
the modification of polymer and it is a must if there is a
large difference in the polarity of the polymer and the
filler. The addition of a compatibilizer can have a detri-
mental effect on the properties of the composite, espe-
cially when conducting fillers like CNTs are used, which
is capable of improving the electrical properties on the
matrix. The filler modification is important irrespective
of the composite fabrication routes, such as in situ poly-
merization, melt blending, solution casting, and so
on. Surface modification of CNTs is essential before it is
mixed with the organic matrices since pristine CNTs exist
as bundles due to their inertness.[35] These bundles can
lead to anomalous properties of the composites, for
instance, stress concentration due to these bundles can
lead to early failure of the composite under loading.

Poly(ethylene-co-vinyl acetate-co-carbon monoxide
(EVACO) is developed to improve the polarity of poly

(ethylene-co-vinyl acetate) (EVA). Polarity in EVA is dif-
ficult to enhance just by increasing the vinyl acetate con-
tent since excess vinyl acetate can adversely affect the
properties of the polymer.[36] The addition of carbon
monoxide to the backbone of EVA increases the polarity
of the polymer, thereby improving its adhesion to polar
surfaces[37]; therefore, it is also used as an adhesion
booster in coatings. EVACO is semicrystalline and the
polyethylene phase imparts crystallization in it.

In this study, EVACO/modified-MWCNTs (m-
MWCNTs) composite was prepared through solution
casting. Industrial processing of EVACO is mainly in the
form of solutions and the method used here is akin to
the bulk processing of EVACO. The modification of
MWCNTs with polar functional groups by reduction can
improve the miscibility of MWCNTs in the polar EVACO
matrix. The mechanical properties, electrical conductiv-
ity, and crystallizability of EVACO can be improved by
the addition of m-MWCNTs in small quantities. The
overall improvement in the properties of the composite is
attributed to the good interaction of m-MWCNTs with
EVACO.

The applications of EVACO are promising as a non-
migrating plasticizer in polyvinyl chloride for medical
applications and as an adhesion promoter in paints and
coating. EVACO can form very thin uniform layers on
metallic surfaces due to its high polar nature. Additionally,
unlike several other polymers, EVACO exhibits unique
properties such as low-temperature impact strength and
resistance to environmental degradation. Therefore, by
forming EVACO/m-MWCNT nanocomposites, one can
achieve better performance in terms of strength and
weather resistance in the respective applications.

2 | MATERIALS AND METHODS

EVACO (Elvaloy® 4924) provided by Du Pont, USA,
MWCNTs (product ID: 677248, purity: >90%,) with 5–15
walls (outer diameter 10–15 nm, inner diameter 2–6 nm,
and length 0.1–10 μm and) obtained from Sigma Aldrich
Inc., USA, and dichloromethane (DCM) of purity >99%
procured from Central Drug House Pvt. Ltd., New Delhi,
India, were used for the preparation of composite. Potas-
sium dichromate obtained from Sulab, Baroda, India,
and sulfuric acid purchased from Nice chemicals, Cochin,
India, was used for the surface modification of MWCNTs.

To modify MWCNTs, 50 mg of MWCNTs was added
to 10 N sulfuric acid in which 0.2 g of potassium dichro-
mate was dissolved.[38] The mixture was ultrasonicated
for 1 h and heated for 30 min at 80�C in a constant tem-
perature bath. The mixture was washed repeatedly in dis-
tilled water until the pH was neutral. The m-MWCNTs
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were centrifuged and dried in a vacuum oven at 100�C. The
pristine MWCNTs and m-MWCNTs were dispersed in
water by sonication of half an hour and the photographs
taken after 7 days are shown in Figure 1. The m-MWCNTs
were dispersed well in water even after 1 week, whereas the
pristine MWCNTs were settled after 2 h.

The EVACO/m-MWCNT composite was prepared by
solution casting a mixture of EVACO and m-MWCNTs in
DCM. This mixture was prepared by dissolving 4 g of
EVACO in 75 ml of DCM by continuous stirring at room
temperature followed by the addition of m-MWCNT dis-
persion in DCM, in which known quantities of m-
MWCNTs were taken. The mixture was then stirred and
then ultrasonicated (100 W) for 1 h and poured into a
glass Petri dish to cast the sample films, the cast film was
dried in a vacuum oven at 50�C for 6 h before further
studies. Composite films with 0.05, 0.1, 0.15, 0.2, and
0.25 wt% loading of m-MWCNTs were prepared along
with a control EVACO film.

The Raman spectra (inVia, Renishaw, UK) of pristine
and modified MWCNTs were collected to understand the
effect of acid treatment on CNTs. The scanning electron
microscope (SEM) (JSM-6380LA, JEOL, Japan) was used
to study the fractured surfaces after the tensile test. The
samples were sputtered with gold (JEOL JFC 1600 auto
fine coater, JEOL, USA) to make them conductive. A
transmission electron microscope (TEM, CM12 PHILIPS,
Netherlands) was also used to image the MWCNTs before
and after modification, the TEM images of the represen-
tative composite sample were also taken. The MWCNTs
for TEM imaging are prepared by sonicating the
MWCNTs for 30 min in ethanol and then depositing
them on 200 mesh carbon-coated Cu TEM grids. X-ray
diffraction (XRD) patterns (DX-GE-2P, JEOL, Japan) of
the EVACO and EVACO/m-MWCNT composites were
recorded under CuKα radiation in a 2θ range of 5–50�.

The degree of crystallinity (Xc) for the samples was calcu-
lated by deconvoluting the XRD pattern to separate the
amorphous and crystalline contributions to the pattern
and the degree of crystallinity was calculated from the ratio
of the integrated area of all crystalline peaks to the total
integrated area under the X-ray diffractogram.[39] The
degree of crystallinity (Xc) was measured by the following
equation:

Xc ¼ Ic
Iaþ Ic

, ð1Þ

where Ia and Ic are the integrated intensities
corresponding to the amorphous and crystalline phases,
respectively. Interplanar distances (d) of the crystallites
in the composites are obtained by the following
equations:

d¼ λ

2sinθ
, ð2Þ

where λ is the wavelength of the X-rays (CuKα =

1.5418 Å) and θ is the Bragg angle.
Fourier transform infrared (FTIR) spectra (Jasco FTIR

4200, Japan) of the pristine MWCNTs, m-MWCNTs, pris-
tine EVACO, and representative nanocomposites were
recorded in attenuated total reflection mode in a
wavenumber range of 650–4000 cm�1 at an average of
32 scans with a resolution of 0.5 cm�1. In the case
of MWCNTs and m-MWCNTs, 128 scans are averaged
and the resulting spectra were smoothened using a
Savitzky–Golay smoothing algorithm. Thermogravimetric
measurements were performed for EVACO and EVACO/
m-MWCNT composites under a nitrogen atmosphere
flowing at a rate of 100 ml min�1 (Q600 V8.3, TA Instru-
ments). A constant heating rate of 10�C min�1 was
maintained and the weight losses versus temperature cur-
ves were recorded over a temperature range of 25–700�C.

Differential scanning calorimetric (DSC) measure-
ments were carried out by using about 5 mg of the sam-
ples in air-tight aluminum pans in a DSC analyzer
(Q1000 V9.9, TA Instruments), under a nitrogen atmo-
sphere with a flow rate of 50 ml min�1 from �50 to
150�C at a heating rate of 10�C min�1.

The % crystallinity of EVACO was determined from
the area under the endothermic peak by using the follow-
ing equation[40];

Xc ¼ ΔHf

W i�ΔHf100%
�100, ð3Þ

where Xc is the crystallinity (%); ΔHf is the apparent
melting enthalpy of crystallinity of EVACO (J/g); ΔHf100%

FIGURE 1 Photographs of unmodified and modified

multiwalled carbon nanotubes dispersed in water after 7 days

[Color figure can be viewed at wileyonlinelibrary.com]
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is the extrapolated value of the enthalpy of crystallization
of a 100% crystalline sample of EVA having a value of
68 J g�1[41]; Wi is the weight fraction of EVACO in the
composite.

The tensile testing was performed in a universal testing
machine (H25KS, Hounsfield, UK), at room temperature
as per American Society for Testing Materials (ASTM) stan-
dard D 638-10 at a strain rate of 50 mm min�1. The tensile
test specimens were punched out by using an ASTM D
412-06a die. The reported values of mechanical parameters
are the averages of three values. Maximum deviations in
the results of tensile strength, yield strength, M100, and
elongation at break were ±5%. The electrical direct current
(DC) conductivity measurements were carried out on films
of 2 cm � 2 cm samples by using a two-probe method with
a digital multimeter (MECO, 81K) under ambient condi-
tions following ASTM D257.

3 | RESULTS AND DISCUSSION

3.1 | Raman analysis

The Raman spectra (Figure 2) of the MWCNTs clearly
show the intense D-band at 1354 cm�1 (transverse or
out-of-plane vibration of graphene walls) and G-band at
1591 cm�1 (longitudinal vibration of graphene or disor-
der of carbon) of typical MWCNTs.[42] The G-band was
split into two modes, G1 at �1595 cm�1 and G2 at
1619 cm�1, in the deconvoluted image as in the inset of
Figure 2. The G2-band of the modified MWCNTs is evi-
dent in Figure 2, and it refers to the number of walls in
MWCNTs (reduction in ordered arrangement),[43,44] as
the number of walls decreases its intensity will increase.
In this case, an increase in the intensity of the peak in m-
MWCNTs is may be due to the exfoliation of outer layers
of the MWCNTs or due to the removal of amorphous car-
bon from the nanotubes during the acid treatment. A
slight reduction in the intensity of the peaks after modifi-
cation is attributed to the direct electron charge transfer
from the functional groups attached to the surface of the
MWCNTs through oxygen.[45,46] The ratio of the intensity
of D-band and G-band (ID/IG) gives the number of defects
present in the nanotubes, and as the number of
defects increases, the D/G ratio also increases. In this
study, the ratio is increased from 1.26 to 1.32 after the
functionalization of MWCNTs.

3.2 | TEM analysis

The TEM micrographs of the MWCNTs, m-MWCNTs,
and EVACO/m-MWCNT composites are shown in

Figure 3. The average aspect ratio of MWCNTs is �60,
which is calculated from the respective TEM images. In
the case of unmodified MWCNTs (Figure 3A), the
MWCNTs were with well-defined walls and circular ends
and the diameters were less as compared with acid-
treated m-MWCNTs. During the acid treatment, the sur-
face and the ends of the MWCNTs were damaged, as
clear in Figure 3B. The increase in the diameter of m-
MWCNTs can be attributed to the increase in the wall
thickness of the nanotubes since the acid treatment can
intercalate the functional groups between the layers of
the walls. The outer layers of the MWCNTs were severely
damaged during the treatment, as in the inset in
Figure 3B, which can improve the interfacial adhesion
between EVACO and m-MWCNTs. This damage in the
outer walls of MWCNTs after modification resulted in
the appearance of G20 peak in the Raman spectra, which
correspond to the number of graphene layers constituting
the wall. In the TEM micrograph of EVACO/m-MWCNT
composite, the walls of the MWCNTs are indistinguish-
able from the matrix, especially at several damaged
regions of the m-MWCNTs, which reveals a good interfa-
cial adhesion between MWCNTs and EVACO.

3.3 | FTIR analysis

The FTIR spectra of pristine MWCNT, modified MWCNT,
EVACO, and representative EVACO/m-MWCNT compos-
ites are shown in Figure 4. In the spectra of pristine
MWCNTs, the several peaks at the fingerprint region are
attributed to the hexagonal carbon. As the MWCNTs are
modified, several strong peaks have appeared in the spectra
and the intensity of the peaks corresponding to the hexago-
nal carbon has reduced. The broad peak at 3245 cm�1 is

FIGURE 2 Raman spectra of pristine multiwalled carbon

nanotube (MWCNT) and modified MWCNT [Color figure can be

viewed at wileyonlinelibrary.com]
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attributed to the overtone of ─OH and C═O stretching.
The peaks 2925 and 2855 cm�1 are assigned to the sym-
metric and asymmetric stretching of ─CH groups formed
on the MWCNT surface after modification. The peaks at
1448 cm�1 and 1127 cm�1 are assigned to ─OH defor-
mation and C─O stretching of the carboxylic group,
respectively. Thus, it is concluded that the MWCNT
surface is attached with ─OH and ─COOH groups after
modification.[47]

In the spectra of EVACO and EVACO/m-MWCNT
composite, the characteristic peak at 3380 cm�1 is assigned
to OH stretching. The peaks at 2925 and 2855 cm�1 are
due to symmetric and asymmetric stretching of ─CH,
respectively. The peak at 1709 cm�1 is due to the C═O
stretching and 1464 and 1372 cm�1 are due to ─CH scissor-
ing and ─CH deformation respectively. The peaks at
1242 cm�1 correspond to C─O stretching and 1019 cm�1 is
due to C─OH stretching. The peak at 721 cm�1 is assigned
to the rocking vibration of ─CH.[48]

In comparison with the FTIR spectrum of pristine
EVACO, EVACO/m-MWCNT composite spectrum has

FIGURE 3 Transmission

electron microscopy

micrographs of (A) unmodified

MWCNTs, (B) m-MWCNTs, and

(C) EVACO/m-MWCNT

composite with 0.1% m-MWCNT

loading. EVACO, poly(ethylene

vinyl acetate-co-carbon

monoxide); m-MWCNT,

modified-multiwalled carbon

nanotube
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several peaks, which are originated from the pristine
EVACO, but some peaks are modified in connection with
the interaction of EVACO with modified MWCNTs. The
intensification of the peak at 3380 cm�1, which corre-
sponds to ─OH stretching, is due to the formation of a
hydrogen bond between ─OH and ─COOH groups on
the m-MWCNTs and C═O groups of EVACO or vice
versa. During the formation of the hydrogen bond, the
donor hydrogen atom from ─OH forms a bond with a
lone pair of electrons in C═O, which has two lone pairs
of electrons.[49] Therefore, as the OH vibrates, this lone
pair also vibrates, which will contribute to more change
in the dipole moment and thus an increased intensity of
─OH stretching.[50] Similarly, this induced dipole
moment changed the intensity of the peak at 1709 cm�1.
The numerous peaks corresponding to the hexagonal
structure of MWCNTs also appear in the composite,
which made a downward shift in the spectra of EVACO/
m-MWCNT in the fingerprint region. This reveals that
a good interaction exists between the EVACO and
m-MWCNTs.

3.4 | Thermogravimetric analysis

Thermogravimetric analysis results of EVACO and
EVACO/m-MWCNT composites are shown in Figure 5.
All the samples exhibit two steps in their degradation pro-
cess. The first step between 300 and 400�C in the degrada-
tion process is the elimination of acetic acid by ester
pyrolysis (deacetylation) during which the free acetate radi-
cal combines with the β-hydrogen to form acetic acid and
this mechanism is akin to the degradation process of the
ethylene-vinyl-acetate copolymer, which has an immediate
analogy to EVACO. This process is followed by the degra-
dation of the backbone of the polymer chain between
400 and 500�C, which has a polyene structure since the
side group is eliminated during ester pyrolysis.[51]

The thermal degradation temperature is slightly
improved in EVACO/m-MWCNT composite as com-
pared with that of pristine EVACO. A filler loading as
low as 0.05 wt% also made a remarkable improvement
in the degradation temperature, and it indicates the
strong interfacial interaction of the m-MWCNTs with
EVACO. As the m-MWCNT loading is increased, the
thermal stability of the composites also increases. This
increase in the thermal properties may be attributed to
the four major reasons, one is the physical adsorption
of the polymer chains around the surface-modified
nanotube restricting their mobility, thus preventing the
sudden degradation of these polymer chains.[50] The
second is the enhanced adsorption of reactive prod-
ucts by the m-MWCNTs. The heterogeneous

adsorption of these organic molecules on the m-
MWCNTs is attributed to the high-energy adsorption
sites, such as defects, functional groups, and intersti-
tial space between the walls of m-MWCNTs.[52] This
adsorption process can be accelerated at high tem-
peratures. Moreover, the functional groups such as
─OH and ─COOH are capable of trapping the reac-
tive free radicals to form stable molecules.[53]

The third is the high-temperature stability and good
thermal conductivity of the MWCNTs. The high ther-
mal stability of MWCNTs increases the integrity of
char residue on the surface, which is formed at the ini-
tial stages of degradation, thus preventing the penetra-
tion of reactive molecules to the bulk of the composite.
The high thermal conductivity helps to distribute the
heat uniformly all over the composite.[53] The fourth
is due to the reactive scavenging by capillary
condensation,[54] in which active molecules can be
adsorbed to the lumen of the MWCNTs, thus neutraliz-
ing the overall degradation process in the presence of
MWCNTs.

3.5 | XRD analysis

The structural changes in the composite especially crystal-
linity are characterized by comparing X-ray diffractograms
of EVACO and EVACO/m-MWCNTs with different filler
loading as shown in Figure 6. The intense peak at
2θ = 20.83� is due to the (110) plane of polyethylene crys-
tallites, since the polyethylene segments impart crystallinity

FIGURE 5 Thermogravimetric analysis results of pristine

EVACO and EVACO/m-MWCNT (ECNT) composites. EVACO,

poly(ethylene vinyl acetate-co-carbon monoxide); m-MWCNT,

modified-multiwalled carbon nanotube [Color figure can be viewed

at wileyonlinelibrary.com]
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in EVACO.[55] The crystallinity of EVACO/m-MWCNT
composite increases as the filler content increases, as pres-
ented in Table 1. This increase in crystallinity is observed
up to a filler loading of 0.1%, thereafter it decreases.
Improvement in the crystallinity at these filler loading is
due to the ability of MWCNTs to attract the polymer chains
close to each other to form crystallites. But above certain
loading, that is, critical loading, these nanotubes may no
longer be able to bring the polymer chains together to form
crystallites, because, at high filler loading, the high-aspect-
ratio nanotube network can hinder the polymeric chain
movements. This will be severe as the filler loading is
higher since the nanotubes can destroy the coalition of

polymer chains at the spherulite front. Also, at these filler
loadings, the bundling of MWCNTs can reduce the possi-
bility of a polymer chain wrapping around the MWCNTs
to form the crystalline regions.

3.6 | DSC analysis

The DSC results of EVACO and EVACO/m-MWCNT
composites at different MWCNT loadings are shown in
Figure 7. The melting of pristine EVACO, as well as com-
posites, occurred in between 30 and 90�C. The melting
temperature of EVACO is determined by the segmental
mobility of the polyethylene phase, which constitutes the
crystalline phase in the terpolymer. As the filler loading
has increased, an increase in the crystallinity of the com-
posite over the pristine EVACO is observed. It is due to
the ability of modified CNTs to act as a nucleating agent
as reported earlier.[56,57] Nevertheless, the percentage
crystallinity is reduced remarkably and comparable to
that of pristine EVACO at a filler loading of 0.25 wt%.
The dilution of the crystallite growth front by the high-
aspect-ratio nanotubes and the arresting of free move-
ment of polymer chains by the networked MWCNTs are
expected at this filler loading, which may hinder crystalli-
zation of polymer chains that can otherwise undergo
crystallization if MWCNTs are absent. Therefore, the
modified MWCNTs favor the crystallization for a certain
critical filler loading and it decreases after that.

The first heating curves (Figure 7A) of EVACO and
EVACO/m-MWCNT composites have two major melting
peaks, which correspond to α and β crystallites, whereas
during cooling only one melting peak was observed. In

FIGURE 6 X-ray diffractograms of neat EVACO and EVACO/

m-MWCNT composites. EVACO, poly(ethylene vinyl acetate-co-

carbon monoxide); m-MWCNT, modified-multiwalled carbon

nanotube [Color figure can be viewed at wileyonlinelibrary.com]

TABLE 1 Crystalline properties of EVACO at different m-MWCNT loadings

Filler loading (%) Peak position (2θ) d spacing (Å) The area under the peaks Total area % crystallinity

0.0 20.8 4.34 1499 4715 41.5

22.8 3.98 461

0.05 21.6 4.18 1662 4802 43.2

23.4 3.88 410

0.1 21.2 4.26 1620 4190 46.3

23.1 3.92 321

0.15 21.5 4.20 1486 4378 43.8

23.5 3.86 433

0.2 21.2 4.26 2218 7258 42.6

23.2 3.92 877

0.25 20.7 4.36 1309 3961 39.9

22.7 3.98 272

Abbreviations: EVACO, poly(ethylene vinyl acetate-co-carbon monoxide); m-MWCNT, modified-multiwalled carbon nanotube.
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solution casting, the polymer chains in the solvent are
free to move and capable of aligning themselves to a most
thermodynamically favorable position before the solvent
is completely evaporated, apart from self-crystallization,
the presence of m-MWCNTs in the solution also drives
the polymer chains to arrange in a preferred order. Ulti-
mately this results in an increased crystallinity in the
composite. In melts, the restricted chain movements
allow the formation of one type of crystallite (β-crystal-
lite), and the intensity of this melting peak (Figure 7B) is
increased in the composite as compared with the pristine
EVACO. It is worth noting that there is a shift in melting
temperature of the composites to lower values. Therefore,
one can scrutinize that the presence of m-MWCNTs in
EVACO can impart additional crystallinity in EVACO.
Table 2 shows the percentage crystallinity from first
heating and second heating DSC curves, glass transition
temperature (Tg), and the melting temperature.

The glass transition temperatures (Tg) of the composites
are high as compared with the pristine EVACO. The pres-
ence of nanotubes in the composite lessens the suppleness
of the polymer chain movements and the wrapping of

polymer chains to the nanotubes increases the crystallinity
adjacent to the tube surfaces. Besides crystallinity, the inter-
ference of m-MWCNTs decreases the polymer chain move-
ments, this interference will be high for a composite with
good filler dispersion.[37] Therefore, a maximum Tg repre-
sents a composite with good filler dispersion.

3.7 | Tensile properties

The stress versus strain curves of neat EVACO and
EVACO/m-MWCNT composites are shown in Figure 8.
The addition of a small quantity of m-MWCNTs, which is
as low as 0.05% shows a large enhancement in the tensile
strength of the composite. There is a significant improve-
ment in the tensile strength of the other composites also.
The elongation at break is the highest for the composite
with a good tensile strength, which in turn has good crys-
tallinity as compared with neat EVACO, as observed in
DSC and XRD analysis. The number of crystalline block
segments in the composite is more than that is in neat
EVACO, since the crystallinity is increased in composite

FIGURE 7 DSC curves of neat EVACO and EVACO/m-MWCNT composite (A) heating and (B) cooling. DSC, Differential scanning

calorimetry; EVACO, poly(ethylene vinyl acetate-co-carbon monoxide); m-MWCNT, modified-multiwalled carbon nanotube [Color figure

can be viewed at wileyonlinelibrary.com]

TABLE 2 The crystallinity of EVACO/m-MWCNT with different m-MWCNT loading

Filler loading (wt%)

% crystallinity from the first heating % crystallinity from cooling

TgMelting temperature (�C) % crystallinity Melting temperature (�C) % crystallinity

0 51.88 28.2 53.13 18.1 �41.4

0.05 52.05 54.4 51.36 30.2 �40.5

0.1 51.81 51.5 51.31 29.7 �40.07

0.15 52.57 47.9 51.08 26.3 �40.1

0.2 51.32 43.9 50.65 25.1 �40.4

0.25 52.24 33.6 51.19 18.2 �41.3

Abbreviations: EVACO, poly(ethylene vinyl acetate-co-carbon monoxide); m-MWCNT, modified-multiwalled carbon nanotube.
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with filler loading. As the crystallinity increases, the ori-
entation of these segments and the respective tie chains
toward the applied force need more effort than the polymer
with less crystallinity,[58] which will increase the tensile
strength and more elongation at break in the composites.
The simultaneous reduction in the tensile strength with
filler loading may be attributed to the less crystallinity in
them and also the nodal points in the MWCNT network,
which can act as the stress concentrators.

The mechanical properties of the nanocomposite
depend on several parameters, they are filler dispersion,
crystallinity, filler–matrix interaction, processing methods,
and so on.[59] If the dispersion is poor, even though nan-
otubes are flexible, the bundled MWCNTs can act as rigid
stress concentrators due to their difference in elastic proper-
ties compared to the EVACO matrix. The stress concentra-
tion leads to the building up of stress around the particles
and ultimately results in the debonding of nanotubes at the

MWCNT–EVACO interface. It is true in the case of
nanocomposite with 0.25% filler loading, which has the
least tensile strength and elongation at break among
the composites. The aspect ratio of MWCNTs affects
the tensile properties of the EVACO/m-MWCNT com-
posites. On comparing the ultimate tensile strength
and toughness of EVACO/nano-alumina trihydrate[36]

and EVACO/halloysite nanotube[60] composites with
EVACO/m-MWCNT composite, one can observe that
EVACO/m-MWCNT composites exhibit superior mechani-
cal properties at very low MWCNT loading (Table 3).

3.8 | SEM fractography

The SEM micrographs of tensile fracture surfaces of neat
EVACO and EVACO/m-MWCNT composites are shown
in Figure 9. All the samples exhibit a typical ductile fail-
ure, which is revealed by the continuous crack propaga-
tion trajectories. The gradual transformation from ductile
to brittle nature is observed on the fracture surfaces. In the
composite samples, the stress whitened regions are less
intense because of the increase in the crystalline regions in
the composite. The tensile and yield strength of the com-
posites are enhanced through filler loading and the elastic
recovery zone of the composites is greater than the neat
polymer (Figure 8), therefore the composites are resistant
to stress whitening.[61] There are no traces of crazing at
the edges of the crack propagation trajectories, but fibrils
are present on the fractured surface since the stress in the
polymer matrix in the premises of MWCNTs is different
from that is away from MWCNTs, which will reduce the
sensitivity toward crazing and promote shear yielding,
leading to the formation of fibrils.

3.9 | Electrical conductivity

DC volume resistivities of the EVACO/MWCNT compos-
ites are shown in Figure 10. The resistivity of the

FIGURE 8 Stress versus strain curves of neat EVACO and

EVACO/m-MWCNT composites. EVACO, poly(ethylene vinyl

acetate-co-carbon monoxide); m-MWCNT, modified-multiwalled

carbon nanotube [Color figure can be viewed at

wileyonlinelibrary.com]

TABLE 3 Mechanical properties of virgin EVACO and the composites

wt% of
MWCNT

Ultimate tensile
strength (MPa)

Yield
strength (MPa)

Stress at 100%
elongation (MPa)

% elongation at
break

Toughness
(kN/m3)

0 17.2 3.8 4.14 1420 13.4

0.05 24.9 5.8 6.04 1607 22.8

0.1 22.5 5.2 5.45 1573 19.6

0.15 22.1 4.6 4.91 1568 18.6

0.2 21.8 4.8 4.82 1580 17.4

0.25 21.5 4.5 4.59 1573 18.0

Abbreviations: EVACO, poly(ethylene vinyl acetate-co-carbon monoxide); MWCNT, multiwalled carbon nanotube.
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composite was reduced as the filler content was
increased, but the reduction in the resistivity is not appre-
ciable as the conductivity of the MWCNTs is concerned.
The reduction in the resistivity is due to the presence of
conductive MWCNTs and its insignificance is due to the
fact the MWCNT loadings are far less than that of the
percolation threshold. Below the percolation threshold,
the MWCNTs are isolated from each other, and no con-
tinuous network of MWCNTs is intact for electron trans-
port. The improvement in electron transport properties
in the presence of MWCNTS is due to the shortening of

the resistive electron path, which is otherwise completely
resistive if EVACO alone is considered.

4 | CONCLUSION

In summary, the addition of modified MWCNTs was
an efficient way to improve the strength and crystalline
properties of EVACO. A minute quantity of MWCNTs
was sufficient enough to make a significant change in
the properties of EVACO. Good interaction between
m-MWCNTs and EVACO was observed in the FTIR
analysis. The thermal stability of the composites was
improved with the filler loading. The increase in crys-
tallinity by the addition of m-MWCNTs is observed in
the case of all the composites irrespective of the filler
loading. Composite with 0.05% loading of MWCNTs
exhibited the best crystallinity (30.5%), which in turn
resulted in the maximum tensile strength in these com-
posites. The pristine EVACO and its composites
exhibited ductile fracture and as the filler loading
increased the fracture was approaching brittle nature.
The percentage elongation at break for pristine
EVACO is 1420%, which is increased to 1607% by the
addition of 0.05 wt% of m-MWCNTs, with a subsequent
increase in the ultimate strength in 17.2–24.9 MPa. The
m-MWCNT loading in the composite was below the
percolation threshold; therefore, only a small reduction
(26–7 GΩ) in the resistivity was observed among the
composite, which may improve the antistatic proper-
ties of the composite.

FIGURE 9 The scanning electron microscopy micrographs of EVACO with different m-MWCNT loadings: (A) 0%, (B) 0.05%, (C) 0.1%,

(D) 0.15%, (E) 0.2%, and (F) 0.25%. EVACO, poly(ethylene vinyl acetate-co-carbon monoxide); m-MWCNT, modified-multiwalled carbon

nanotube

FIGURE 10 Electrical volume resistivity of the composites

[Color figure can be viewed at wileyonlinelibrary.com]
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In-Line and Cross-Flow Response 
Interactions during Vortex Induced 
Vibration of Marine Risers

ABSTRACT

The paper presents a simplified method for understanding the interaction between in-line and cross-flow responses using 
computational fluid dynamics simulations. Interaction between the responses in the in-line and cross-flow directions in 
vortex induced vibrations of cylindrical risers in the marine environment is still not fully understood. The trends of variation of 
hydrodynamic and structural parameters as well as pattern of shedding have been determined numerically to understand 
the effect of the in-line degree of freedom as well on the riser response and hydrodynamic force coefficients and the results 
show that a single degree of freedom riser is more susceptible to lock in vibration. 

KEYWORDS: Vortex Induced Vibration, In-line, Cross-Flow, Force Coefficients, Response

Vidya Chandran Sheeja Janardhanan1 2, 

1Department of Mechanical Engineering, SCMS School of Engineering and Technology, Karukutty, Kerala, India
School of Naval Architecture and Ocean Engineering, Indian Maritime University, Visakhapatnam, Andhra Pradesh, India2

1. INTRODUCTION

Drilling riser is a pipe laid vertically from 
the oil well at the ocean bed to the 
offshore drilling platform. It conveys the 
drilling fluid and mud to and from the 
drill site Marine drilling risers are used 
especially with floating rigs which are 
less stable and in particular cases 
where disconnection of the platform 
from the seafloor may be required quite 
often.  shows various layouts of Figure 1
marine r isers depending on the 
c o n s t r u c t i o n a l  s p e c i fi c a t i o n  o f 
platforms.  shows different Figure 2

Figure 1 Constructional variation of 
drilling depth [1]offshore platforms with 

Figure 2 Cross section of 
a typical flexible riser[1]
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layers used in the construction of a 
flexible riser. 

The marine risers, which are classified 
as , and when encountering bluff bodies
fluid flow, alternate vortices are shed in 
the wake of the structure due to 
boundary layer separat ion .  This 
alternate vortex shedding happens at       
a discrete frequency depending upon 
the flow Reynolds Number ( ). When Re
the vortex shedding frequency matches 
with the natural frequency of the riser 
structure, i t  resonates with high 
amplitude of oscillation. These  large 
amplitude vibrations, that occurs during 
"lock-in" of risers are catastrophic and 
needs to be arrested for the safety of 
crew working on the floating platforms 
and also for extending operational life of 
the risers. Vortex induced vibration (VIV) 
of marine risers poses all the challenges 
in the deployment and operation of 
marine risers. 

There have been lot of research in the 
recent past  to understand their 
behaviour under various sub-sea flow 
conditions. But most of the studies have 
concentrated on understanding the 
wake characteristics and estimating 
hydrodynamic loading and response of 
either stationary cylinder or cylinder 
with a single degree of freedom 
(1DOF)[2]. 

Few results have been reported for 
study of hydrodynamic response of 
cylinder with two degrees of freedom 
(2DOF) in both in-line (IL) and cross-flow 
(CF) directions. IL vibrations have 
significant impact on the shedding 
pattern and also on the amplitude of CF 
vibrations [3]. 

The first of its kind discussions were 
reported in the case of flow around 
cylinder with 2DOF [4]. They established 
the effect of reduced velocity ( ) on the Ur

effect of forced and free 2DOF response 
[4]. The effect of IL response on CF 
response depends on the ratio of 
natura l f requencies in  both the 
directions   

 
During lock in, if the natural frequency in 
the IL direction is twice that in the CF 
direction, resonance occurs in both 
directions leading to premature failure 
of the riser [5]. Also it has been observed 
that IL response amplitude is a function 
of and stability parameter, whereas Ur 

the CF response amplitude is a function 
of  and flow velocity [6] . Wake U r

characteristics, hydrodynamic force 
c o e ffi c i e n t s  a n d  re s p o n s e  va r y 
significantly when both IL and CF 
vibrations occur simultaneously. Hence 
there is a need for prediction of 
response that hold good for the 
combined IL and CF vibration.

2. PROBLEM DESCRIPTION

In the present paper a riser model with 
outer diameter 0.076 m has been 
numerically analysed using two 
dimensional (2D) computational fluid 
dynamics (CFD). Specifications of the 
riser and the flow condition in listed in 
Table 1. The incoming flow velocity is 
fixed as 0.5 m/s to maintain the flow 
regime uniform at Re = 3.8 x 10  which 4

corresponds to the ocean condition 
encountered by a real marine riser used 
for petroleum extraction in offshore 
industries [7]. In this paper an effort has 
been made to study the effect of IL 
vibration on the amplitude of CF 
v ibrat ion and also on the wake 
characteristics.

2.1. Mathematical Model

The riser has been modelled as a 2D 

cylinder with 2DOF in the CF and IL 

directions. The equations of motion for 

the riser can be represented as Eq. (1) 

and (2)

 
Where  is the displacement in CF Y
direction and  is the displacement in X

the IL direction. The excitation forces are 
lift force, F  (t) and drag force F  (t).L D.  The 
excitation forces are periodic in nature 
due the alternate shedding of vortices, 
which causes the riser to oscillate in CF 
as well as IL directions. The riser is 
observed to oscillate with frequency 
equal to frequency of vortex shedding 
( ) fv  in the CF direction and at double the 
frequency in the IL direction during lock 
in. Lock in can be defined as the 
resonance condition during which the 
vortex shedding frequency lock on to 
the natural frequency of the riser in the 
c r o s s  fl ow d i re c t i o n .  A  s i m p l e 
representation of the mathematical 
model of riser with 2DOF is represented 
in . Figure 3

The r iser is  model led with zero 

structural damping in the CF and IL 

directions.  and are st iffness k kx y  

coefficients in the IL and CF directions 

respectively. In the present study = . k kx y

For such a specific case the natural 

frequencies in both directions will be 

same and hence  = 1   ŋb

2.2. Fluid Domain Extends

Figure 4 (a) shows the computational 

domain for the CFD simulation of VIV of 

an elastically mounted cylinder with 

2DOF. The origin of the Cartesian 

coordinate system is located at the 

centre of the cylinder. The length of the 

Marine drilling risers are used especially 
with floating rigs which are less stable and 
in particular cases where disconnection of the 
platform from the sea floor may be 
required quite often Table 1 Riser model specifications and 

flow characteristics

Figure 3 Representation of mathematical 
model of riser with 2DOF
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domain is 40  with the cylinder located at 10  away from the inlet D D

boundary. The cross flow width of the domain is 20  with the centre of the D

cylinder at the middle. 

Detailed views of the mesh around the cylinder along with the 
computational domain after meshing have been shown in Figure 4 (b) and 
(c) respectively. There are 307 nodes around the circumference of the 
cylinder and the minimum element size near the rigid wall boundary has 
been computed from boundary layer theory to be 0.0001  [8]. D

The non-dimensional element size represented as , next to the cylinder y+
surface is found to be less than unity. For cylinder wall a no slip boundary 
condition has been applied assuming the surface to be smooth. Inlet 
boundary has been treated as velocity-inlet with inflow velocity, = 0.5 V 
m/s. Outlet boundary has been treated as pressure outlet, the gradients of 
fluid velocity are set to zero and the pressure with zero reference pressure. 
On the two transverse boundaries, symmetry boundary condition has 
been applied. Grid independency study has been carried out for the 
present grid in the previous work done by the authors [9].

2.3. Flow Model

Numerically this problem has been treated as a case of two-way fluid 
structure interactions (2way FSI). Modeling and meshing has been 
performed in ANSYS ICEM CFD and solving using ANSYS FLUENT. Flow 
around the cylinder is modeled using the transient, incompressible 
Reynolds Averaged Navier-Stokes equation (RANSE) based solver with k – 
ω SST as the turbulence model. RANSE solver does the virtual averaging 
of velocities over an interval of time and hence for a specific interval, the 
velocity vector appears to be constant in a RANSE solver. In the present 
work an optimised fine grid is used   to compensate for this drawback of 
the solver enabling it to capture the physics of  Von-Karman Street eddies.

The governing equations are discretised using finite difference method. 
Non iterative time advancement (NITA) scheme with fractional time 
stepping method (FSM) has been chosen for pressure-velocity coupling of 
the grid. A least-squares- cell (LSC) based scheme has been used for 
gradient in spatial discretisation and a second order upwind scheme as 
convective scheme.

2.4. Structural Model

An elastically mounted cylinder can be mathematically represented by 
Eq. (1) and (2). These equations of motion are solved using a six degrees of 
freedom solver (6DOF), an integral part of the main solver by defining the 
cylinder as an object with 2DOF in transverse direction. A user defined 
function (UDF) compiled in C programming language has been hooked to 
the cylinder dynamic boundary conditions. The governing equations for 
the motion of the centre of gravity of the cylinder in the CF and IL directions 
are solved in the inertial coordinate system. Velocity in the CF and IL 
directions are obtained by performing integration on Eq. (3) and (4).

 
Where and , are accelerations in the IL and CF direction respectively,  Ẍ m
is the mass of the cylinder and , resultant fluid force acting on the cylinder F
in the respective direction. Position of the centre of gravity of the cylinder 
(CG) is updated after solving the equations of motion of a spring mass 
system represented by Eq. (1) and (2). Mass of the cylinder is given in the 
UDF as in Eq. (5) and (6). 

 

Where is the added mass and  is the m ma b

mass of the cylinder. Added mass coefficient 
C  for the aspect ratio of the present model is A

found to be equal to 1.0 [10].

Analysis has been performed assigning the 
cylinder 2DOF with  =  so that the natural k kx y

frequencies of the cylinder in both directions 
remain equal. The results are compared with 
the case when the cylinder has only 1DOF in 
the CF direction. Amplitudes of CF response 
are compared with existing results [9] and 
also the shedding patterns in both cases 
have been analysed.

3. RESULTS AND DISCUSSIONS

From the numerical analysis of cylinder with 
2DOF it  has been observed that the 
hydrodynamic force coefficient in the CF 
direction,  shows an increase of 17.4% than CL

that for 1DOF case. This result is comparable 
with the findings of previous research in the 
field which shows an increase in the lift 
coefficient value by permitting an extra 
degree of freedom [11]. 

Figure 4 (a) Computational domain 
(b) computational mesh 

(c) mesh around the cylinder

(3)

(4)

(5)

(6)



It can be concluded that a cylinder with 
1DOF is more prone to lock in vibration 
compared to that with 2DOF
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RMS value of is constant for both cases with a very small decrease of CD 

4% with 2DOF case. oscillates about zero with almost equal CL 

frequencies for both the cases. But the frequency of oscillation of  is CD

lesser by 7.2% for 2DOF case. The values of important hydrodynamic 
and structural parameters of both cases are shown in .Table 2

The non-dimensional amplitude in the CF direction obtained with 
2DOF is 11.3% more than that with 1DOF.  is approximately 0.2. Time X/D
histories of major parameters obtained from the 1DOF analysis are 
shown  in  and that for 2DOF in .  Figures 5(a) – (d) Figures 6(a) – (d)
Frequency of oscillation of the cylinder in the CF direction obtained 
from 1DOF case is found to be more closer to the theoretical value of 
vortex shedding frequency obtained from the normal value of  = 0.2 St
( =1.3). For the 2DOF case, the frequency of oscillation deviates from fv

the vortex shedding frequency.

For 2DOF case, the frequency of oscillation of  and the oscillation CL

frequency of cylinder in the CF direction remains same. In 1DOF case, 
CL oscillation frequency remains same as that in the 2DOF case, but the 
cylinder vibration frequency in the CF shifts towards the natural 
frequency of cylinder in CF direction.

In the present analysis, the natural frequency in both directions are 
specifically fixed to be equal to the theoretical value of vortex shedding 
frequency. Hence the phenomenon can be looked upon as the lock-in 
of vortex shedding frequency on to the natural frequency of the 
cylinder. It can be concluded that a cylinder with 1DOF is more prone to 
lock in vibration compared to that with 2DOF. 

This observation can be related to the shifting of the vortex shedding 
pattern from two singles (2S) to two pairs (2P) mode when motion in IL 
direction is arrested. The shedding patterns for 1DOF and 2DOF cases 
are shown in  and  respectively.  obtained also Figure 5(a) Figure 6(a) St
is with the range of normal value for cylinders during lock in. Even 
though the values of  for both cases are almost same, the oscillating CD

frequency varies significantly. 

The trajectory of oscillation of cylinder in 2DOF case is represented in 
Figure 7. A clear eight figure trajectory is observed which is typical for 
VIV of cylinders [11]. Also it has been observed that the motion the IL 
direction lags behind that in CF direction by a phase angle 30°. The 
represented trajectory in  corresponds to 30° phase lag [12]. Figure 7

4. CONCLUSIONS

Accounting for an additional degree of freedom seems to have 
significant effect on the magnitude of lift coefficient but the frequency 
of oscillation of  remains constant for both the cases. is C CL D 

independent of the degree of freedom of the cylinder but the 
frequency of oscillation varies significantly. Oscillation amplitude of 
the cylinder in the CF direction is more in 2DOF case which can be 
related to the increase in .CL

It has been clearly observed that with 1DOF, the cylinder is more 
susceptible to lock in vibration since the vortex shedding frequency 
locks on to the natural frequency of the cylinder in the CF direction. But 
with 2DOF, no such shifting of frequency is observed. Shedding pattern 
shifts from 2S during 2DOF motion to 2P when motion in IL direction is 
arrested. An eight figure trajectory typical for VIV is obtained from the 

Table 2 Hydrodynamic and structural parameter

off cylinder with 1DOF and 2DOF

Figure 5 Pressure contours and Time histories of various 

hydrodynamic and structural parameters (a) Vortex 

shedding pattern behind cylinder with 1DOF showing 

2P mode (b) CL of cylinder with 1DOF (c) CD of cylinder 

with 1DOF (d) Motion history of cylinder with 1DOF

(a)

(b)

(c)

(d)



www.imare.in    July 2021 19

2D simulation. Hence the efficacy of 2D CFD as a tool to predict 
response of cylinder with 2DOF under VIV is accomplished. The 
observations made above are definitely strong inputs in the design 
deployment and operation of marine risers.
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Abstract. Co-based composites are extensively utilized in the field of prosthesis and dental 
implants. Hybrid composites made using Powder metallurgy process, Co-10Cr-GNSA were 
studied. The surface morphology of the hybrid composites were studied using Scanning 
Electron Microscope. The elemental analysis was carried out using X-Ray Diffraction 
technique. The hybrid composites were analyzed for its various mechanical properties like 
microhardness, compressive strength, and density. Value of micro hardness of the composite 
materials showed slight improvement with addition of GNSA reinforcement. The value of 
density of the hybrid composites was found to be decreasing linearly with the addition of 
GNSA. Compressive strength of the materials showed a reasonable increment. Wear analysis 
to study the tribological characterization of the hybrid composites were done with the help of a 
pin on disc wear testing machine. The wear and COF studies show that with a rise in GNSA 
content, wear resistance increases because of the presence of oxides of GNSA particles. From 
the worn out surfaces of the hybrid composite it is concluded that the deformation of the 
composites takes places initially due to abrasive wear followed by plastic deformation. An 
electrochemical workstation was used to understand the corrosion characteristics of the hybrid 
composites in the presence of 3% NaClelectrolyticsolution.Co-5Cr-5GNSA hybrid composites 
exhibit better electrochemical corrosion resistance compared to other specimens. 

Keywords: Powder metallurgy, Wear, Corrosion, GNSA 

1. Introduction 
Now a days more and more people suffer from osteoarthritis disorder, which makes them experience 
severe pain and discomfort. Recent survey suggests that there are nearly 50 million cases worldwide 
who are suffering from osteoarthritis disorder and in need of joint replacement surgery [1]. Co-Cr-Mo 
alloy is the extensively used artificial prosthetic material considering its higher value of wear, 
hardness and corrosion resistance. Even though Co-Cr-Mo alloys are excellent prosthetic material, still 
there are certain disadvantages such as wear of implants in the hip joints and problems related to bio 
compatibility since Mo is not a bio degradable material[2–5]. Therefore it is the need of the hour to 
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produce a composite with much better wear and corrosion resistance which is also bio degradable and 
compatible to human body. 
 The ground Nut Shell Ash (GNSA) which is primarily a biological waste and is available in 
abundance all over the world. Moreover the GNSA particles have presence of MgSiO3 and AlSiO3 in 
high concentration .Hence it can be used to replace the hazardous Mo reinforcements[6]. 
 There are many conventional methods to produce wear resistance artificial prosthetic implants 
such as plasma spraying, physical vapor deposition, electro deposition and chemical vapour 
deposition. Since these manufacturing processes includes more complex steps and requires costly 
equipments, the cost of the implants is high. The powder metallurgy technique has its own advantages 
which include uniform dispersion, low processing cost and ability to manufacture high melting point 
materials. Hence the powder metallurgy process possesses great potential for producing Co-Cr based 
hybrid composite materials with highly desirable mechanical properties along with wear and corrosion 
resistance[7–13]. 
 This work aims to develop a Co-Cr-GNSA hybrid composite material with better wear, 
corrosion resistance and mechanical properties. In this study, four different compositions based on 
weight percent is formulated as follows Co-10Cr, Co-10Cr-2.5GNSA, Co-10Cr- 3.5 GNSA and Co-
10Cr-5GNSA. The composite powders are mechanically milled and compacted and sintered in order 
to develop specimens of 8mm cylindrical pellets. The hybrid composites are then studied in order to 
explore their morphological properties using SEM. The mechanical behavior along with tribological 
and corrosion resistance behavior were studied and their mechanisms were reported.  

2. Materials and Method 
The materials CoCr (99.5% purity) which is used in this study were purchased from Mepco Ltd Tamil 
Nadu, India. The ground nut shell ash (GNSA) powder used in this work is prepared using heat 
treatment method which is discussed in our pervious paper [6]. Mechanical ball milling process was 
used for alloying the Co-Cr- GNSA hybrid composites. The process was carried out for two hours and 
was then compacted into 8 mm diameter pellet which is cylindrical in shape. The value of compaction 
pressure was set to 750 MPa consistently. After this, the soft green compacts were hardened by forcing 
them to sintering process at 1000oC for 2h.The morphology of the hybrid composites were studied 
using a Field Emission Scanning Electron Microscope (FE-SEM).ASTM: B962-13 standards were 
used to calculate the density of the Co-Cr- GNSA hybrid composites. The ASTM E384 standards were 
used to study the micro hardness of the hybrid composite pellets at a uniform load and dwell time of 1 
kgf and 10 seconds respectively. Compressive strength of the hybrid composites were studied at a scan 
rate of 5 mm/min, with the help of a Universal Testing Machine (UTM). ASTM G99-05 standards 
were used to study the wear and friction behavior of the composites. EN 32 steel of hardness 65 HRC 
was used for the analysis. The specimens were cleaned using acetone solution before and after the 
wear test. The wear analysis of the composites was done at various sliding conditions such as the load, 
sliding distance and sliding speed. The electrochemical corrosion tests were simulated on a three 
electrode workstation using 3% NaCl solution as electrolyte[14–16]. 

3. Results and Discussion 
3.1 Field Emission Scanning Electron Microscope Analysis 
FE-SEM images of Co-10Cr- 3.5 GNSA & Co-10Cr-5GNSA hybrid Composites respectively are 
shown in Figure 1. There is a homogenous mixture of GNSA Particles with Co and Cr particles. The 
wettability of the GNSA particles was the major factor in achieving uniform amalgamation. It can be 
noted that due the milling operation the size of Cr particles have reduced to around 500 nm in size and 
are bonded strongly with Co matrix. 
 
3.2 Microhardness  
The microhardness test was done using a Vickers Micro Hardness Testing Machine with the test being 
conducted at five different points. Figure 2 shows the variation in the average value of microhardness 
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of the composites at different configurations based on its composition, i.e. Co-10Cr, Co-10Cr-
2.5GNSA, Co-10Cr- 3.5 GNSA and Co-10Cr-5GNSA. The microhardness of the composites varied 
from 320 HV to 340 HV. The hardness of Co-10Cr was found to be 320 HV and the introduction of 
GNSA resulted in an increase in the microhardness. The maximum microhardness was found to be in 
Co-10Cr-5GNSA composite with a value of 340 HV. The uniform amalgamation of GNSA particles 
was the major reason for this improvement in microhardness. 

3.3 Compressive Strength and Density 
With the addition of the GNSA reinforcement the density of the Co-10Cr –GNSA hybrid composites 
were found to be decreasing. The value of density for Co-10Cr composites was recognized as 8.1 
g/cm3 whereas the density of the Co-10Cr-5GNSA hybrid composites were around 7.65 g/cm3 as 
shown in Figure.3. This reduction in density was attributed by the relatively soft nature of the GNSA 
particles. With the addition of GNSA particles, the compressive strength of the hybrid composite 
materials showed slight increase in its value.  Figure.3 helps us understand the compressive strength of 
different combinations of Co-10Cr-GNSA hybrid composites. The compressive strength of Co-10Cr 
composite was established to be in the region of 380 MPa. The compressive strength has slightly 
increased to 401 MPa for the Co-10Cr- 5 GNSA hybrid composites which is due the presence of 
AlSiO3 particles in the GNSA ash content. 
 

 

Figure 1.FESEM images of Co-10Cr- 3.5 GNSA & Co-10Cr-5GNSA hybrid Composite. 

 

Figure 2.Graphical Representation of Co-
10Cr-GNSA hybrid composites. 

Figure 3.Comparison of Density and 
Compressive Strength of the Co-10Cr-GNSA 

hybrid composites.
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3.4 Wear and COF Analysis 
The loss of material due to wear of the Co-10Cr-GNSA hybrid composites is shown in Figure 4. The 
variation of wear loss of Co-10Cr-GNSA hybrid composites is depicted as graphical plots. The Figure 
4 (A) indicates the wear analysis data of the Co-10Cr-GNSA hybrid composites at different loads 
(10N,15Nand 20N). The sliding speed (1.5 m/s) and sliding distance (1000 m) were kept constant. The 
Co-10Cr-5GNSA hybrid composites have witnessed very minimal wear loss at all loading conditions. 
The wear loss of Co-10Cr-GNSA hybrid composites at various sliding distance and speed is shown in 
Figure 4 (B&C) respectively. The wear loss has experienced similar trend.With the increase in GNSA 
concentration in the matrix there is definite resistance to wear and thereby the wear loss is very 
minimal for the Co-10Cr-5GNSA hybrid composites. The variation in coefficient of friction at 
different loads, sliding distance and sliding speed for Co-10Cr-GNSA hybrid composites is depicted in 
Figure5(A,B&C). It was observed that with an increase in load, the COF of the hybrid composites 
increased. Whereas, it reduced with an increase in sliding speed. Overall the Co-10Cr-5GNSA hybrid 
composites displayed better COF value. This improvement in Wear and friction characteristics is may 
be attributed to the presence of AlSiO3compounds in the composite material and also due to the tribo 
oxide surface layer formation on the surface of the composite specimen.The worn out surface analysis 
of the Co-10Cr-GNSA hybrid composites after wear analysis is represented in Figure 6. From the 
worn our surface analysis it can be concluded that there is plastic deformation experienced in hybrid 
composites which is preceded by abrasive wear. 

 

Figure 4.Wear Loss plot of Co-10Cr-GNSA hybrid composites. 
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Figure 5.COF plot of Co-10Cr-GNSA hybrid composites. 
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 Figure 6.Worn out Surface analysis of Co-10Cr-GNSA hybrid composites. 

3.5 Electrochemical Corrosion Analysis. 
The corrosion analyses of the Co-10Cr-GNSA hybrid composites were done using an electrochemical 
work station with three electrodes. The electrolyte which was used in this study is 3% NaCl solution. 
The polarization curves are obtained by using tafel extrapolation methods as shown in Figure.7. The 
test results exhibit that the corrosion potential value, Ecorr and the corrosion current value, ICorr of 
Co-10Cr-5GNSA hybrid composites was found to be better compared to other combinations of hybrid 
composites. The Ecorr value of Co-10Cr-5GNSA hybrid composites   was found to be -0.419 V and 
Icorr value was around -0.12 mA/cm2.  The corrosion performance of Co-10Cr-3.5 GNSA was also 
similar to that of Co-10Cr-5GNSA hybrid composites. The Co-10Cr composite shows lesser corrosion 
resistance than the hybrid composites as shown in Table.1. 

Table 1.Tafel plot fallouts of Co-10Cr-GNSA  hybrid composites. 

S.No Specimen Ecorr (V) Icorr (mA/cm2) 

1 Co-10Cr -0.442±0.051 0.5±0.020 

2 Co-10Cr-2.5 GNSA -0.437± 0.044 0.4±0.011 

3 Co-10Cr-3.5GNSA -0.420±0.021 -0.1±0.003 

4 Co-10Cr-5GNSA -0.419±0.0191 -0.1±0.002 

 

 Figure 7.Potentiodynamic polarization plot of Co-10Cr-GNSA hybrid composites 
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4. Conclusions 
The Co-10Cr-GNSA hybrid composites were studied and their r mechanical, Wear and corrosion 
mechanisms were reported.  

 The addition of GNSA reinforcement resulted in an increment in the Microhardness of the Co-
10Cr-5GNSA hybrid composites (340 HV) compared to Co-10Cr composites.  

  The compression strength of the Co-10Cr-5GNSA hybrid composites (401 MPa) has 
improved considerably than the Co-10Cr composites. 

 The value of density of the Co-10Cr-5GNSA hybrid composites showed a considerable 
decrement due to the addition of less dense GNSA reinforcement. 

 The Co-10Cr-5GNSA hybrid composites exhibited a higher resistance to wear. 
 Corrosion resistance of Co-10Cr-5GNSA hybrid composites was found to be better than the 

Co-10Cr composites from the electrochemical corrosion analysis.  
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a b s t r a c t

Wear and corrosion exist as one of the main important factor of energy and material losses in mechanical
and chemical process. This work is about the methods to evaluate the wear and corrosion resistant prop-
erties of the mild steel like EN-8, EN-9 and EN-24 by calculating its corrosion rate. All materials have to be
analyzed for its wear properties since higher wear can lead to a machine failure. The Pin on Disc appara-
tus is used for the analysis. Every oil-washed system- engines, hydraulics, transmissions, and final drives-
produces wear metals in everyday operation. If wear accelerates, the concentration of wear metal parti-
cles increases, signaling a problem. Wear Analysis allows us to find problems before they result in major
repairs or machine failure. Prediction of the material behaviour at the increasing load is necessary for a
safe working of the machines. The ferrous materials are hardfaced using Tungsten Inert Gas welding pro-
cess. The wear analysis of ferrous welded materials is carriedout. The various forms of mild steel selected
are selected are EN 8, EN 9, EN 24. The materials are hardfaced using TIG (Tungsten Inert Gas) welding
process and filler material used is same for all the materials. The materials are cut into specific dimen-
sions using Wire cut EDM process. These specimens are tested for its wear properties, microhardness
etc. Pin on Disc apparatus is used for wear analysis and Vicker’s microhardness tester is used for micro-
hardness. Similarly a corroded component results in reduced life. Corrosion results in unexpected failures
of critical components. Corrosion testing is a very time-consuming process; especially in the case of out-
door atmospheric tests. Such long timescales involved in such tests prevent the opportunity for proper
materials selection. The vey commonly used corrosion tests are measurements of the weight loss or
thickness loss. This test can be simply done in laboratory in limited period of time and thereby it’s pos-
sible to predict the corrosion rate of the materials. By comparing wear and corrosion rates of hardfaced
and non hardfaced surface its possible to conclude that the hardfacing improves both the wear and cor-
rosion resistant property of these materials.
.

� 2020 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the Second International
Conference on Recent Advances in Materials and Manufacturing 2020.

1. Introduction

The word steel is used for many different alloys of iron. These
alloys differ both in the way they are made and in the extent of
the materials added to the iron. All steels, though, contain minute
amounts of carbon and manganese. In other words, it can be said
that steel is a crystalline alloy of iron, carbon and several other ele-
ments, which hardens above its critical temperature. A study on
the wear properties of different grades of steel is done. The selected
grades of steels are EN 8, EN 9, and MS. These grades of steels are
widely used in manufacturing of different components like struc-

tural beams, car bodies, kitchen appliances, and cans. The materials
are welded using hardfacing technique to learn the properties of
the material. The welding method used is Tungsten Inert Gas weld-
ing technique or the Gas Tungsten Arc Welding. Corrosion is one
amongst the life-limiting factor of a component. Unexpected corro-
sion failure can happen any time to any critical component at the
worst possible instant. Corrosion testing is a very time-
consuming process; particularly in the case of outside atmospheric
tests. Unfortunately, the higher timescales involved in such tests
prevent the chance for proper materials selection. In real life situ-
ations, the component might already be half way of their lifecycle
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when identified with corrosion. A proper accelerated testing for
corrosion has to be done before choosing the material for any com-
ponent. Accelerated testing instead of limiting to the design stage
of a system’s lifecycle, can also be used to provide support at the
time of identification of corrosion. At certain times, the emergence
of sudden corrosion problems requires quick answers. Preventing
corrosion in critical components, to extend its service life and
ensure reliability, is of paramount importance. A clear-cut test data
within a short span of time is required to prevent the corrosion and
predict the characteristics of the material.

Hardfacing is a type of metal working process where a harder or
tougher material is welded over to a base metal. The welding of the
tougher material to the base material, usually is in the form of spe-
cialized electrodes for arc welding or filler rod for oxy-
acetylene and TIG welding. Hardfacing with the help of arc
welding is a kind of surfacing operation to extend the operation
time of critical industrial components, especially on new compo-
nents, or during maintenance program.

Hardfacing is a low cost method of depositing wear and corro-
sion resistant surfaces usually by welding on metal components to
extend service life. It is primarily used to restore worn parts to
usable condition, but hardfacing is also applied to new components
before being placed into service to get a long service life thereby
reducing the cost of maintenance.

Welding material selection depends upon three major factors:

1. Base Metal — Primarily affects the choice of build-up materials.
a. Manganese steel is used for components subject to high

impact loading. Rebuild to size using manganese steel weld
deposits.

b. Carbon and alloy steel components are rebuilt to size using
low alloy steel weld deposits.

2. Type of Wear — The primary consideration in selecting the final
hardfacing layers is the type of wear to be encountered in
service.

3. Corrosion — Chemical attack.

TIG welding is the currently used method for hardfacing the
metal surface. The majority of the of researchers concentrates their
work on reducing the wear rate of material by improving the wear
resistance by addition of alloy elements in the base material [1]. As
we know that the wear is surface phenomena it only occurs on a
surface of the material, surface modification is the most common
and economical way to improve the wear resistance of a material
[1]. Hardfacing is a metalworking process where harder material
applied to the base material with the help of different welding pro-
cesses like Arc welding, TIG welding and plasma Arc welding pro-
cesses. This process is called Hardfacing because the deposited
surfaces are harder than the base metal usually [2]. Hardfacing is
generally used to improve the surface property of the material.
An alloy is homogeneously deposited onto the surface of a soft
material by welding, to increase hardness and wear resistance
without significant loss in ductility and toughness of the substrate
[3]. The hard-facing alloy is applied to the material to achieve high
wear resistance and better properties [4]. Mild steel is the most
commonly used steel. It is the combination of carbon, manganese,
phosphorus, Sulphur, and silicon. It is low carbon steel; Mild steel
is very much suitable as structural steel Mild steel is widely used in
bolted, riveted or welded construction of bridges, building it is also
used in forming tanks, bearing plate, fixture, sprockets, cams,
gears, base plates, forging, brackets, automotive and agricultural
equipment, machinery parts. Augustin Gualco, [4] perform hard-
facing with help of FCAW on iron-based alloy and conclude that
2-layer welding gives higher wear resistance. G.R.C Pradeep [5]
perform hardfacing with 3 different welding processes Tig, Arc
and Gas welding and conclude that the Arc and Gas welding sam-

ples yielded better welding property. Harvinder Singh [1] perform
hardfacing process with 3 different electrode Hardalloy400, Hard
alloy-III and Hard alloy-V and conclude that Hard-alloy V gives bet-
ter hardness compare to another electrode. Z. Horvat, [6] used
SMAW and Induction welding for hardfacing and conclude that
theWeight loss due to erosion was lower on both the ploughshares
as compared to standard shares. John J. Coronado, [7] used SMAW
and FCAW and found that FCAW gives higher Abrasion wear resis-
tance rate than the SMAW. PatrickW. Leech, [8] used the high alloy
(SHS9290) & tungsten carbide–Ni-based matrix composite with
SMAW welding and found that the SHS9290 alloy has lower wear
rate than the WC– Ni-based MMC in the dry sand rubber wheel
tests and pin-on– flat tests using garnet abrasive. Amardeep Singh
Kang, [9] performed MMAW process on spring steel (EN-45A) with
3HCr, 8HCr 10HCr, 18HCr electrode and found the wear rate of
hard-faced material was lower 18Hcr hardfacing electrode gives
higher hardness and maximum wear resistance. Hülya Durmus_,
[10] used arc welding on St37 for Hardfacing processes with Fe-
Cr-C-B, Fe- Cr-C contains electrode and found out that the wear
resistance is not only correlated with hardness but also affected
by the morphology of microstructural constituents. S. Sitthipong,
[11] used MAG, FCAW SMAW, welding on Propeller Shaft AISI with
X111T5- K4, ER110S-G and E11018-GH4R, electrode and conclude
that the grain structure of weld metal by FCAW was finer and
harder than the other welding also at the weld zone structure
are fine then the

HAZ Vickers test FCAW Produced higher hardness value than
other welding Resistance of abrasive wear is higher in FCAWWeld-
ing. M. Kirchgaßner, [12] used the GMAW process with the help of
Fe-Cr- C-Nb hardfacing alloy and found out Fe-Cr-C-Nb alloys pro-
vide good wear behaviour under all test. G.P. Rajeev, [13] used AISI
H13 die steel with CMT welding and Stellite 21 alloy for hardfacing
and found that Stellite coated H13 Plate could be subjected to
quenching and tempering heat treatment to restore the properties
of the welding layer without defects. In present work, the arc weld-
ing process is used to perform hardfacing processes on ASTM A-36
Mild Steel. In this study, two different hardfacing electrode Zed
alloy 550, and Nikko steel Hv-600 are used to prepare different
samples. With the help of Pin on Disk wear testing machine wear
rate of different samples was investigated, also microhardness
and microstructure of the samples are investigated
simultaneously.

2. Experimental details

2.1. Material selection

The materials selected are EN 8, EN 9, and EN24, whose chem-
ical composition is already discussed. These materials are chosen
because of the immense applications of these materials in various
engineering application and less amount of study which is done in
this field. The properties of these materials also make it special and
durable. These materials fall under the category of mild steel. All of
the above materials have carbon in the range of 0.4%. The amount
of carbon in these materials makes it corrosive and thus the mate-
rials are prone to corrosion to a large extent. A study is also made
to analyse the properties regarding the hardness of the material.
The property of the material is found unaltered after hardfacing
the material with the TIG welding filler wire. The filler wire used
here is ER70S2. This is usually used for the welding of mild steel.

2.1.1. En 8
EN8 is an unalloyed medium carbon steel with good tensile

strength. It is normally supplied in cold drawn or as rolled. Tensile
properties can vary but are usually between 500 and 800 N/mm2.
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EN8 is available from stock in bar and can be cut to our require-
ments. Table 1 shows the various Composition of EN 8.

2.1.2. En9
EN9 is an unalloyed medium carbon steel. It is supplied at the

hardness obtained after hot rolling or cold drawing, with hardness
normally within the range of 180 to 230HB. EN9 is available from
stock in bar and can be cut to your requirements. Also EN9 can be
found in plate form and its flame cut to required sizes and nor-
malised. Table 2 shows the main Composition of EN 9

2.1.3. En 24
EN24 is a high quality, high tensile, alloy steel. Usually supplied

readily machine able in ‘T’ condition, it combines high tensile
strength, shock resistance, good ductility and resistance to wear.
MS is available from stock in round bar, flat bar and plate Table 3.
shows the various Composition of EN 24

2.2. Selection of electrode

ER 70S-2.
ER 70S-2 is a copper coated GTAW rod containing Al, Ti and Zr

as strong deoxidents in addition to Mn and Si and is often referred
to as triple deoxidised. This has advantages when rimming or
semi-killed mild steels are welded or where joint preparations
are rusty or contaminated. Fig. 1 show the ER 70S-2 filler rod. ER
70S-2 is primarily used for single pass welding. Table 4 shows
the Composition of ER 70S-2.

2.3. Welding details and parameters

The welding process used here is Tungsten inert Gas welding
process also known as Gas Tungsten Inert Gas welding process.

The same filler material ER 70S-2 is taken for the entire speci-
men. The specimen size is 12 X 50 X 50 mm. The hardfacing is to
be done on the 12 X 50 mm face. The welding speed doesn’t affect
the material much as the required are of welding is small. So the
speed is not taken into consideration. The material after hardfacing
is grinded to get a smooth surface using manual grinding opera-
tion. Each specimen has 3 samples making it a total of 9 samples.
3 for EN 8, 3 for EN9 and 3 for EN 24 specimen.

For Corrosion testing, the hardfaced surface was cut for
25 mm X 10 mm X 10 mm using wire cut EDM and it was
employed for the test. A hole was drilled near the upper edge of
the specimen in order to hook it on to the glass rod for immersion.
The Specimen are polished with emery sheet, degreased and
washed with distilled water. The specimens are stored in desicca-
tors in the absence of moisture before their use for the
investigation.

The welding parameter variation with respect to the specimen
are shown in Table 5, 6 and 7.

2.4. Sample preparation and testing

In this Experiment Mainly Three Test was conducted after
applying the hard-facing layer,

A. Wear Analysis:
1. Micro hardness test.
2. Wear test Pin on Disk (POD).
3. Microstructure Examination.

B. Corrosion analysis:
1. Weight loss method.

3. Result and discussion

3.1. Wear analysis

The first testing method deals with wear analysis. Many types
of wear analysis testing are done.

3.1.1. Microhardness testing
The welded specimen was tested for its microhardness prior to

wear analysis. Due to the carbon content in the specimen the spec-
imen is expected to exhibit a high hardness value. The test for
microhardness is carried out in a Vicker’s Microhardness testing
apparatus. The arithmetic mean value of the diameter is automat-
ically measured and displayed. The test is carried out for a load of
1000gms. Tables 8-10 shows Microhardness test results for EN 8,
EN9 and EN 24 respectively.

3.1.2. Wear test Pin on Disk (POD)
The wear analysis was done for a time period of 10 min for each

specimen and the respective wear of the material was noted with
respect to the time. The test was carried out at 200 rpmwith a load
of 74 N. The mass loss of the material if noted as test proceeds. The
track diameter of the disc is 100 mm.

Table 1
Composition of EN 8.

COMPOSITION

C. Si. Mn. S. P.

0.40% 0.25% 0.80% 0.015% 0.015%

Table 2
Composition of EN 9.

COMPOSITION

C. Si. Mn. S. P.

0.50% 0.25% 0.70% 0.05% 0.05%

Table 3
Composition of EN 24.

COMPOSITION

C. Si. Mn. Cu

0.19% 0.6% 1.65% 0.6%

Fig. 1. ER 70S-2 filler rod.

Table 4
Composition of ER 70S-2.

Material Composition

C 0.05
Si 0.5
Mn 1.2
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The observation for the respective specimen is as shown below:
Tables 11-13 shows Wear analysis on EN9, EN8 and EN24
respectively. Fig. 2, Fig. 3, Fig. 4 shows the Variation of wear with
rest to time for EN8, EN9 and EN 24 respectively.

Wear analysis shows that EN 9 is having maximum wear. The
wear is least for EN24.

Table 5
Welding Parameters for EN 8 specimen.

PARAMETER TRIAL 1 TRIAL 2 TRIAL 3 TRIAL 4 TRIAL 5

VOLTAGE (volts) 15 15 15 15 15
CURRENT (amperes) 100 105 110 115 120
GAS FOW RATE(lps) 6 6.5 8 7.5 6.3
GAS Argon + Helium Argon + Helium Argon + Helium Argon + Helium Argon + Helium
FILLER MATERIAL ER 70S-2 ER 70S-2 ER 70S-2 ER 70S-2 ER 70S-2
ELECTRODE Thoriated Tungsten

(2.4 mm dia)
Thoriated Tungsten
(2.4 mm dia)

Thoriated Tungsten
(2.4 mm dia)

Thoriated Tungsten
(2.4 mm dia)

Thoriated Tungsten
(2.4 mm dia)

Table 6
Welding parameters for EN 9.

PARAMETER TRIAL 1 TRIAL 2 TRIAL 3 TRIAL 4 TRIAL 5

VOLTAGE (volts) 15 15 15 15 15
CURRENT (amperes) 125 115 110 100 120
GAS FOW RATE(lps) 6.2 8.5 8 9 7.2
GAS Argon + Helium Argon + Helium Argon + Helium Argon + Helium Argon + Helium
FILLER MATERIAL ER 70S-2 ER 70S-2 ER 70S-2 ER 70S-2 ER 70S-2
ELECTRODE Thoriated Tungsten

(2.4 mm dia)
Thoriated Tungsten
(2.4 mm dia)

Thoriated Tungsten
(2.4 mm dia)

Thoriated Tungsten
(2.4 mm dia)

Thoriated Tungsten
(2.4 mm dia)

Table 7
Welding parameters for EN 24.

PARAMETER TRIAL 1 TRIAL 2 TRIAL 3 TRIAL 4 TRIAL 5

VOLTAGE (volts) 15 15 15 15 15
CURRENT (amperes) 103 110 115 120 125
GAS FOW RATE(lps) 7.3 8.1 8 6 9
GAS Argon + Helium Argon + Helium Argon + Helium Argon + Helium Argon + Helium
FILLER MATERIAL ER 70S-2 ER 70S-2 ER 70S-2 ER 70S-2 ER 70S-2
ELECTRODE Thoriated Tungsten

(2.4 mm dia)
Thoriated Tungsten
(2.4 mm dia)

Thoriated Tungsten
(2.4 mm dia)

Thoriated Tungsten
(2.4 mm dia)

Thoriated Tungsten
(2.4 mm dia)

Table 8
Microhardness test results for EN 8.

SI
NO

LOAD (F)
kgf

MEAN DIAMETER (d)
mm

VICKERS

HARDNESSHV ¼ 2Fsin136=2
d2

1 1 0.0799 290

Table 9
Microhardness test results for EN 9.

SI
NO

LOAD (F)
kgf

MEAN DIAMETER (d)
mm

VICKERS HARDNESS

HV ¼ 2Fsin136=2
d2

1 1 0.08123 281

Table 10
Microhardness test results for EN 24.

SI NO LOAD (F) MEAN DIAMETER
(d)

VICKERS HARDNESS

HV ¼ 2Fsin136=2
d2

1 1 0.080 285

Table 11
Wear analysis on EN9.

SI
NO

TIME
(sec)

WEAR
(mm)

FRICTION FORCE
(N)

COEFFICIENT OF
FRICTION

1 0 0.38 3.45 0.53
2 60 102.34 41.98 0.53
3 120 142.34 34.89 0.54
4 180 245.34 34.76 0.53
5 240 250.56 35.09 0.54
6 300 293.55 36.13 0.54
7 360 323.36 37.03 0.56
8 420 405.11 37.86 0.55
9 480 540.22 40.87 0.55
10 540 670.21 38.97 0.56
11 600 700.74 45.67 0.56

Table 12
Wear analysis on EN8.

SI
NO

TIME
(sec)

WEAR
(mm)

FRICTION FORCE
(N)

COEFFICIENT OF
FRICTION

1 0 �14.67 2.08 0.63
2 60 10.78 36.57 0.62
3 120 41.39 40.03 0.63
4 180 265.32 38.11 0.63
5 240 440.95 45.98 0.64
6 300 367.9 43.67 0.64
7 360 541.88 40.49 0.66
8 420 513.53 41.5 0.65
9 480 540.22 42.76 0.62
10 540 532.82 42.34 0.63
11 600 645.45 40.08 0.63
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3.1.3. Hardness test
Fig. 5 shows the Variation of hardness with respect to the mate-

rial. The hardness of EN24 is found to be higher than EN8 and EN9.
The microhardness test results prove this. It is expected to have
less wear when the hardness is more. The wear analysis suggests

the same. MS has the least wear when compared to the other spec-
imens. The comparison of wear behaviour of the 3 materials is as
shown in figure below. The results say that the wear of the three
materials selected are increasing with respect to the time. As time
increases the wear of the material keep on increasing. The incre-
ment is almost linear as shown in the figure. Fig. 6 shows the Com-
parison of wear for EN 8, EN 9, EN 24.

The comparison of frictional coefficient of the specimens
selected is shown below. The variation of frictional coefficient is
seen to be almost constant for the materials. MS is found to have
the highest frictional coefficient. Fig. 7 shows the Comparison of
frictional coefficients for the materials.

3.1.4. Microsturcture analysis
The microstructure of the specimens is studied respectively on

the hardfaced area, parent material and the worn area. The image
is captured using an image analysis system. The analysis is done
using the Quantiment image analysis software.

Table 13
Wear analysis of EN24.

SI
NO

TIME
(sec)

WEAR
(mm)

FRICTION FORCE
(N)

COEFFICIENT OF
FRICTION

1 0 0 1.3 0.61
2 60 98.12 42.97 0.64
3 120 100.34 43.52 0.64
4 180 110.71 42.19 0.63
5 240 111.04 43.98 0.66
6 300 133.25 45.1 0.68
7 360 259.45 44.97 0.59
8 420 298.22 44.68 0.61
9 480 244.83 43.44 0.63
10 540 353.83 44.51 0.65
11 600 400.89 43.83 0.76

Fig. 2. Variation of wear with rest to time for EN8.

Fig. 3. Variation of wear with respect to time for EN9.

0
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0 200 400 600 800

MS

Linear (MS)

Fig. 4. Variation of wear with respect to time for EN24.

Fig. 5. Variation of hardness with respect to the material.

Fig. 6. Comparison of wear for EN 8, EN 9, MS.

Fig. 7. Comparison of frictional coefficients for the materials..
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The images obtained are shown in Fig. 8, Fig. 9, Fig. 10, Fig. 11,
Fig. 12, Fig. 13, Fig. 14, Fig. 15, Fig. 16.

The observations from the microstructure analysis are tabu-
lated in Table 14. EN 24 worn surface is having the higher percent-
age of porosity. The percentage porosity of EN 24 worn surface is
91.11% and the volume fraction is 0.29.

3.2. Corrosion analysis

Sulphuric acid is used directly or indirectly in all industries and
is a vital commodity in our national economy. The widespread use
of this acid places it in an important position with regard to costs
and destruction of corrosion. In some cases, corrosion increases

Fig. 8. Microstructure of the base EN8.

Fig. 9. Microstructure of base EN 9.

Fig. 10. Microstructure of base EN 24.

Fig. 11. Microstructure of worn surface of EN 8

Fig. 12. Microstructure of worn surface of EN 9.

Fig. 13. Microstructure of worn surface of EN 24.
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with concentration of the acid and in others it decreases. For these
reasons, it is important to have a good picture of corrosion by sul-
phuric acid. Therefore the present experiment was carried out by
using 1 N sulphuric acid of commercial grade. The 1 N sulphuric
acid solution was prepared by mixing 28 ml of commercial grade
sulphuric acid in 1000 ml of distilled water.

3.2.1. Corrosion rate expressions
Metals and nonmetals will be compared on the basis of their

corrosion resistance. To make such comparisons meaningful, the
rate of attack for each material must be expressed quantitatively.
Corrosion rates have been expressed in a variety of ways in the lit-
erature; such as percent weight loss, milligrams per square cen-
timeter per day and grams per square cm per hour. These do not
express corrosion resistance in terms of penetration. From an engi-
neering viewpoint, the rate of penetration or the thinning of a
structural piece can be used to predict the life of a given
component.

The expression mil per year (mpy) is the most desirable way of
expressing corrosion rates. This expression readily calculated from
the weight loss of the metal specimen during the corrosion test by
the formula given below:

mpy ¼ 534W=DAT ð1Þ
Where,W =Weight loss, mgD = Density of specimen, g/cubic
cmA = Area of specimen Sq. cmT = Exposure Time, hr

Thus corrosion rate calculation involves whole numbers, which
are easily handled.

The corrosion analysis test using weight loss method is carried
out according to the ASTM standards. Table 15 shows the Corrosion
Rate of different materials.

By comparing the corrosion rates of the three metals before and
after the hardfacing using TIG welding. The following results are
obtained and it is plotted as graphs below in Fig. 17.

From the above graph it is clear that the two meals (EN-9 and
MS) in its original condition has similar corrosion rate and among
this EN-8 shows more corrosion rate.

Next part is to compare the corrosion rates of parent and the
hardfaced metal. The effect of hardfacing on these three metal
shows an improvement in the corrosion resistant properties. The
three comparison graphs are shown below in Fig. 18, Fig. 19 and
Fig. 20 Fig. 21.

After comparing with its parent material, it need to going to
compare the three welded materials and following result are
obtained.

4. Conclusion

Steel being an important constituent in industrial applications
has to be studied for its durability and worthiness. This study gives

Fig. 14. Microstructure of welded area of EN 8.

Fig. 15. Microstructure of welded area of EN 9.

Fig. 16. Microstructure of welded area of EN 24.

Table 14
Observations from microstructure analysis.

s MATERIAL GRAIN
SIZE

PERCENTAGE
POROSITY

VOLUME
FRACTION

1 EN 8 base metal 5.71 78.06 0.22
2 EN 9 base metal 8.23 0.52 0.29
3 EN 24 base metal 9.08 56.82 0.23
4 EN 8 welded area 8.7 55.98 0.25
5 EN 9 welded area 8.52 45.41 0.24
6 EN 24 welded area 9.06 57.16 0.23
7 EN 8 worn surface 6.95 0.37 0.36
8 EN 9 worn surface 9.79 0.38 0.36
9 EN 24 worn surface 4.92 91.11 0.29

Table 15
Corrosion Rate.

Material 1 h (mpy) 3 h (mpy)

EN-8 108.436 195.787
EN-9 105.945 194.081
MS 192.533 287.695
EN-8 (Weld) 87.484 129.768
EN-9 (Weld) 87.20 141.256
MS (Weld) 169.428 244.708
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an idea regarding the durability of the materials. The properties of
the materials are studied. The material due to its wide range of
applications plays a vital role in modern day industry so the study
suggests a better option among the three selected materials. Fur-
ther studies on the properties can give a clear idea about the
selection.

- The wear properties of ferrous welded materials like EN 8, EN 9,
and EN 24 are studied.

- It is found the EN24 has the least wear when compared to EN 8
and EN 9.

- The microhardness of EN24 is higher than EN 8 and EN 9 thus
making it wear resistant than EN 8 and EN 9

- The coefficient of friction in dry sliding condition is found to be
constant throughout the experiment.

- The hardfaced material has much more corrosion resistant
capability than the parent material.

- Hardness of three materials various accordingly with the chem-
ical composition.
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a b s t r a c t

The dispersion and distribution characteristics of the reinforcements are the key reasons that influence
the mechanical properties of the nanocomposites. In this paper, the dispersion and distribution analysis
of nanofillers in a representative polymer is performed and the results are correlated to the crystalline
and mechanical properties of the nanocomposite. The nanocomposite used in the present study is
Elvaloy�4924 (EVACO)/halloysite nanotubes (HNTs) composite. The dispersion of halloysite nanotubes
in the EVACO matrix is recorded as aluminum elemental maps obtained from energy dispersive spec-
troscopy (EDS). The dispersion and distribution of fillers in the composite are quantified using an image
processing technique and it is correlated to the crystalline and tensile properties of the composites. The
better dispersion and distribution of HNTs at 1wt.% filler loading resulted in a remarkable improvement
in the crystallinity of the composite, which is measured by X-ray diffraction (XRD) and differential scan-
ning calorimetry (DSC). The tensile strength was highest for composites loaded with 1 wt.% filler, and the
strength decayed as the loading was further increased. Agglomeration of halloysite nanotubes and
polymer-filler debonding was the major reason behind the reduction in tensile strength with filler load-
ing, as observed in the scanning electron micrographs of the fractured surfaces.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the International Conference on Sustainable materials,
Manufacturing and Renewable Technologies 2021.

1. Introduction

The addition of nanomaterials in polymer matrices is exten-
sively used for refining the thermal, mechanical, flame resistance,
and electrical characteristics of polymers. The improvement in
these properties depends on the nature of the nanofiller used
and their interaction with the respective polymer matrix. The nat-
urally existing nanomaterials which are abundant, low cost, and
non-toxic are used in the bulk production of polymer nanocompos-
ites (PNCs) [1–3]. Clay and its minerals are the most commonly
used nanofillers in PNCs because of their large availability, good
interaction with the matrix, and ability to exfoliate into two-
dimensional nanostructured layers [4].

The specific surface area of the filler and the interaction at the
interface of the matrix and the filler have a vital role in improving
the properties of the composite. In nanocomposites, the interaction
between the polymer and the nanofiller is better than their micro-
sized counterparts due to the large surface area of the nanoparti-
cles [5]. The high surface area and associated high surface energy
of the nanomaterials reduce the number of nanoparticles required
to achieve a significant improvement in the properties of the com-
posite [6]. As compared with the microsized particles, the quantity
of nanoparticles required is only 1/100th to achieve the same prop-
erties in the composite [7]. The interaction of the fillers and poly-
mer matrix in a polymer composite is a function of the surface area
of the nanoparticles, and the nanoparticles have a large surface
area as compared to the microsized counterparts of the same
weight.

In polymer matrices, the addition of nanofillers exhibits a
simultaneous enhancement in several properties of the matrix.
Carbon nanotubes, for example, can simultaneously enhance
polymer matrices’ crystallization [8], tensile properties [9],
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conductivity [10,11], and UV stability [12]. Similarly, besides
mechanical properties, clay and layered hydroxides can improve
the flame retardancy [13] and barrier properties [14,15] of the
polymers. The properties exerted by a certain nanofiller are unique
for a polymer matrix composite that cannot be replicated by
another polymer/nanofiller combination.

EVACO is a semi-crystalline polymer and the presence of HNTs
can improve the crystallinity of EVACO as the same is observed in
many other semi-crystalline polymer matrices. The presence of
carbonyl groups in the backbone of EVACO increases the polarity
and thereby its affinity for metallic surfaces [16]. Halloysite is a
halogen and phosphorous free flame retardant and the water mole-
cules present between the SiO4 and AlO6 layers [17] will dilute the
free radicals or the reactive species at the flame front to enter the
flame as the combustion begins. Halloysite nanotubes have also
found applications, in controlled drug release [18] and protective
agents [19], fillers [20–23], emulsifiers [24], adsorbents for pollu-
tants [17], etc.

The characteristics of the polymers depend on their chain dy-
namic [25] and the motions of the chains are also influenced by
nanofillers. The nucleating ability of the nanofillers, at low filler
loading, improves the crystallinity of polymer matrices [21,26].
The solution cast EVACO/HNT composites were extensively studied
using different characterization techniques. In this work, the effect
of the position of HNTs on the crystalline and mechanical proper-
ties of EVACO matrix is studied by image processing of elemental
mapped electron micrographs. The tensile properties and crys-
tallinity of the composites are affected by the dispersion and distri-
bution of HNTs. The presence of HNTs in the EVACO matrix
improved the flame retardancy of the composite.

2. Materials and methods

The materials for the present study were Elvaloy�4924
(EVACO), HNTs, and dichloromethane (DCM), which are purchased
from Du Pont India., Sigma Aldrich, India, (product ID: 685445) and
Central Drug House (P) Ltd, India, respectively. To prepare the com-
posites, a known quantity of EVACO was dissolved by constant stir-
ring (at a speed of ~700 rpm) into a fixed quantity of DCM using a
magnetic stirrer in a closed beaker. A known quantity of HNTs was
well dispersed in a small part of DCM by stirring and subsequent
ultrasonication for 30 min. The above solution of HNTs in DCM
was combined with the former EVACO solution by stirring fol-
lowed by ultrasound treatment. The mixture was then poured onto
glass petri dishes to create the respective composite films and are
allowed to dry at room temperature and then in a vacuum oven at
50 �C for 6 h. Composites films with HNT loadings 1, 3, 5, 7, and
10 wt.%, respectively were prepared.

Energy-dispersive X-ray spectroscopy (EDS) (Link ISIS-300,
Oxford Instruments, UK) was used to map the aluminum in the
composite, each aluminum dot corresponds to HNTs, and Image–
J software [27] to analyse the maps. X-ray diffraction patterns
(JEOL, DX-GE-2P, Japan) of the composite sheets were analyzed
using CuKa radiation to determine the crystallinity of nanocom-
posites. The percentage of crystallinity (Xc) was estimated by
deconvoluting the XRD patterns to amorphous and crystalline con-
tributions, and the extend of crystallinity was estimated by the
ratio [28].

Xc ¼ Ic
Ia þ Ie

ð1Þ

where Ia and Ic represent the integrated intensities of the amor-
phous and crystalline regions in EVACO, respectively.

Fourier transforms infrared (FTIR) spectra (Jasco FTIR 4200,
Japan) of the EVACO and the representative composite were

recorded in ATR mode in a wavenumber range of 650–
4000 cm�1. Thermogravimetric measurements (TGA Q5000, TA
instruments, USA) were performed under nitrogen atmosphere
for the samples under a nitrogen flow of 25 mL min�1 and at a con-
stant heating rate of 10 �Cmin�1. Differential scanning calorimetric
measurements (DSC) (Mettler Toledo DSC, USA) were carried out in
a nitrogen atmosphere between 0 and 150 �C at a heating rate of
10 �C min�1. The extend of crystallinity of EVACO and the compos-
ites were determined from the area under the endothermic curve,
using the equation [29]:

Xc ¼ DHf

Wi � DHf100�
� 100 ð2Þ

where Wi = weight fraction of the polymer, Xc = crystallinity (%),
DHf = enthalpy of melting of completely crystalline EVACO (J/g),
DHf100% = enthalpy of crystallization of a 100% crystalline sample
of EVA = 68 Jg�1 [30].

The tensile measurements (Hounsfield Universal Testing
Machine, H25KS, Hounsfield, UK) at ambient conditions were made
for three dumb-bell samples, prepared according to ASTM D 412-B.
The fractured surfaces were analyzed using a scanning electron
microscope (SEM) (JSM-6380LA, JEOL, Japan). The specimens were
sputtered with gold (JEOL JFC 1600) in an auto fine coater before
imaging.

3. Results and discussion

3.1. Dispersion and distribution of HNTs in EVACO

To find the dispersion of HNTs, each dot in the aluminum ele-
mental map was considered as an HNT and a sparse sampling tech-
nique was employed. The aluminum elemental map of a
representative composite is shown in Fig. 1. In sparse sampling,
the elemental maps were divided into 20 equal sections and the
numbers of particles in each section were counted. The average
number of particles per unit area was calculated and the respective
standard deviation was estimated for each composite. A large stan-
dard deviation shows a poor dispersion and the standard deviation
was calculated using the following equation [31]:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

X
i

NAi � N
�
A

� �2
s

ð4Þ

Fig. 1. Representative Aluminium elemental map of the composite with 1 wt.% HNT
loading.
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where NAi represents the counts of inclusions per unit area in the ith

location, N
�
A is the number of particles in the unit area and r is the

standard deviation.
The sparsely sampled elemental maps of the synthesized com-

posites are shown in Fig. 2. The average number of particles per
unit area, standard deviation, and the expected number of particles
are presented in Table 1. From Table 1, it is clear that the standard
deviation in the number of particles in each section of the compos-
ite is increased with filler loading. The increase in standard devia-
tion is due to the agglomeration of the particle that in turn made a
significant difference in the average number of particles which was
supposed to be increasing akin to the expected number of particles.
The expected number of particles was calculated by multiplying
the average number of particles in a composite with 1 wt.% filler
loading with the higher filler loadings. At 1 wt.% filler loading,
HNTs were dispersed uniformly.

To understand the distribution of the particle, the distance
between each particle and its nearest neighbor (NND) was calcu-
lated using an ImageJ plug-in [32] from the aluminum elemental
maps. Fig. 3 shows the distribution of nearest neighbor distances
for a representative composite. The nearest neighbor distance com-
pares the position of a particular nanotube with respect to the
other nanotubes in the composite. For uniform distribution, the
nearest neighbor distribution should be narrow and it was esti-
mated by calculating the FWHM of the Gaussian fit of the distribu-
tion and it is presented in Table 2.

The ratio of the average actual neighbor distance (RK) to the
average expected nearest neighbor distance (EK) [33] of the parti-
cles in the composites is another means of optimizing the NND.
Higher the RK/EK ratio, the better the distribution. RK and EK are
estimated using the following equation.

Rk ¼
Pn

t di

n
andEk ¼ 0:5ffiffi

n
A

p ð5Þ

where A is the area under study, di is the distance between the ith

particle and its imminent particle, and n is the number of particles.
In EVACO/HNT composites, the NND of 1 wt.% HNT loading has

a wider distribution than that of a 3 wt.% HNT loaded composite.
Since 1 wt.% HNT loaded composite has less number of HNTs in
it. For filler loadings above 3 wt.%, NND has a broad distribution,
which is due to the presence of agglomerates. RK/EK ratio is also

Fig. 2. Sparse sampled aluminum maps of HNT loaded composites, (a) 1 wt.%, (b), 3 wt.% (C), 5 wt.% (d) 7 wt.% and (e) 10 wt.%.

Table 1
Sparse sampling.

Filler
loading
(wt.%)

The average number
of particles unit area

Standard deviation in
the number of
particles

Expected
number of
particles.

1 85 8 85
3 98 9 255
5 99 14 425
7 89 18 595
10 80 24 850

Fig. 3. Nearest neighbor distribution of 1 wt.% HNT filled nanocomposite.

Table 2
Nearest neighbor distance.

HNT loading (wt.%) FWHM of NND RK/EK

1 0.88 1.365
3 0.74 1.344
5 0.79 1.331
7 0.88 1.292
10 0.94 1.237
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decreasing with the filler loading since the agglomerates can
impact the uniform dispersion and distribution of the fillers in
the polymer matrix.

The radial distribution function also specifies the distribution of
the nanotubes in the composites. It is a measure of the number
density of the particles along the radial direction with respect to
a reference particle [34].

The uniformity in the radial distribution of HNTs is reduced as
the weight percent of the nanofiller is increased (Fig. 4). The
straight radial map shows a uniform distribution, whereas the
rough map stands for the non-uniform distribution of HNTs. The
indistinguishable boundary of the HNTs in the TEM image (Fig. 5)
of the selected composite reveals the interaction between the filler
and the matrix. The crystallization of the polymer around HNTs
tells the nucleating ability of the HNTs. The major vibrational peaks
corresponding to the functional groups of pristine EVACO is
obtained through FTIR analysis and it is presented in Table 3.

3.2. The crystallinity of EVACO/HNT composite

The influence of HNTs on the crystallinity of EVACO was evalu-
ated by DSC and XRD analysis. The percentage crystallinity
obtained from XRD and DSC analysis is presented in Table 4. The
broad melting peak between 20 and 100 �C in Fig. 6 is due to the
uneven random crystals in the semi-crystalline EVACO. The addi-
tion of small quantities of HNTs i.e., 1 wt.% and 3 wt.% improves

the crystallinity in the composite remarkably. The uniform disper-
sion and distribution of HNTs can be attributed to this increment. If
the filling of the filler is increased above 3 wt.%, the nanotubes may
arrest the spherulitic growth front, which originates from the
nucleation source, thereby reducing the growth of crystalline
regions and ultimately a reduction in the crystallinity. Additionally,
a large number of tubes in the matrix can decrease the movement
of polymer chains, which can otherwise undergo crystallization in
the absence of halloysite nanotubes. The large agglomerates can
also adversely affect the crystallinity of the composite with high
halloysite nanotube loading .

The XRD results also show the increase in crystallinity for filler
loadings of 1 wt.% and 3 wt.% and decrease thereafter. The discrep-
ancy in percentage crystallinity from the study of DSC and XRD is
due to the eventual errors that can arise during XRD pattern decon-
volution and baseline line correction in DSC curves. [35]. It can be
concluded that the dipole–dipole attraction between the nanofiller
and the matrix at low nanofiller loading, especially when they are
in the solution, can bring the polymer chains close together and
align them in an order to favor crystallization.

Table 3
FTIR spectra peak positions.

Peak position (cm�1) Assignment

3418 AOH stretching
2919 and 2850 Symmetric and asymmetric CH2 stretching
1736 C@O stretching
1467 and 1375 CH scissoring and symmetric deformation
1231 Twisting and wagging of CH
1019 CAOH stretching
721 Rocking vibration of CH

Fig. 4. Radial distribution of HNTs in EVACO/HNT composites.

Fig. 5. TEM micrograph of EVACO/CNT composite with 1 wt.% HNT loading.

Table 4
Percentage crystallinity of EVACO and EVACO/HNT composites.

Filler loading (wt.%) % crystallinity from DSC % crystallinity from XRD

0 46.84 26.59
1 50.33 28.96
3 51.77 30.21
5 46.44 25.75
7 42.13 24.71
10 41.88 18.71

Fig. 6. DSC first heating curves of pristine EVACO and representative composites.
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3.3. Mechanical properties

The pristine and composite samples of EVACO exhibited ductile
fracture, as it can be identified by the continuous crack propaga-
tion trajectories on the fractured surfaces (Fig. 7). Due to the good
dispersion and distribution of halloysite nanotubes, the highest
tensile strength is observed for the nanocomposite with 1 wt.%
percent filler loading (Table 5). In the composite with 3 wt.% hal-
loysite nanotube loading, an overall increase in crystallinity is
found, but the dispersion as well as the distribution of the hal-
loysite nanotubes is inferior to 1 wt.% HNT loading. The resulting
non-uniform distribution of stress ultimately leads to a small
decrease in the ultimate tensile strength. At high filler loading,
>3 wt.%, the cluster of halloysite nanotubes and the debonding of
these agglomerations from the polymer leads to premature failure,
as observed in SEM micrographs of the fracture surface in Fig. 7,
and the lessening in the ultimate tensile strength.

4. Conclusions

It is summarised that the dispersion and distribution of the filler
play a key role in controlling the crystallizability and mechanical
characteristics of the Elvaloy�4924 (EVACO)/halloysite nanotube
nanocomposites. The image processing of SEM-elemental maps
revealed that 1 wt.% HNT loading shows a good dispersion and dis-
tribution of the fillers in the matrix. The reduction in mechanical
and crystalline characteristics of the composites are in good agree-
ment with dispersion and the uniform spreading of halloysite nan-
otubes in an array. For 1 wt.% HNT loading, the composite exhibits
the best mechanical characteristics and crystallinity. The halloysite
nanotubes influence the crystallinity of EVACO at low filler weight
fractions, thus discloses the halloysite nanotube’s potential as a
nucleating agent.
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a b s t r a c t

In this work, the effect of different fillers on the crystalline and mechanical properties of the poly
(ethylene-co-vinyl acetate-co-carbon monoxide) (EVACO) terpolymer composite is studied systemati-
cally. Alumina trihydrate nanoparticles (nano-ATH), halloysite nanotubes (HNTs), and the multiwalled
carbon nanotubes (MWCNTs) are the representative fillers used in the present study. The surface of
MWCNTs are decorated using carbonyl, however, nano-ATH and HNTs are used without any surface
treatment. The mechanical properties of the composites are evaluated using a tensile test and the
improvement in the mechanical properties can be correlated to the improvement in the crystallinity in
the composite. The presence of nanofillers in the EVACO matrix significantly influenced the crystallinity,
which was determined by X-ray diffraction. The fractography studies reveal the presence of agglomerates
at high filler loading results in the subsequent reduction in the tensile properties. Interestingly, the
MWCNTs at very low filler loading significantly enhances the tensile properties of EVACO.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the International Conference on Sustainable materials,
Manufacturing and Renewable Technologies 2021.

1. Introduction

Polymer nanocomposites are finding new applications every
day and replacing the conventional polymers from household to
advanced engineering applications [1]. Nanofillers from various
sources/origin are commonly used as fillers in polymer nanocom-
posites. The nanofillers with superior mechanical properties are
often used in polymers with poor mechanical characteristics. The
addition of nanomaterials in the polymer matrix can impart certain
unique properties that cannot be matched by any other material. In
the case of nanocomposites, the properties of polymers and nano-
fillers are often compromised and they exhibit superior properties
as a combined material [2]. Additionally, a small quantity of the
nanofiller is sufficient to make a significant impact on the proper-
ties of the polymer matrix.

Nanomaterials, such as carbon nanotubes [3], clay [4], alumina
trihydrate [5], layered double hydroxides [6], halloysite nanotubes

[7], nanocellulose [8], graphene [9], etc. are the common multi-
functional nanofillers used in the polymer nanocomposites. The
properties such as crystallinity, thermal degradation, tensile
strength, permeation resistance, electrical conductivity, flame
retardance, etc. are affected by the addition of nanofillers. The
unique characteristics of the fillers impart significant property
enhancement in the polymer nanocomposite without affecting
the processability of the polymer. For instance, the two-
dimensional layered nanostructures can influence the permeation
characteristics of the polymer [10]. Similarly, the carbon nanotubes
increase the electrical conductivity [11], and alumina trihydrate
imparts flame retardancy [12]. The aspect ratio (AR) of the nanofil-
lers also impacts the mechanical properties of the polymer
nanocomposites [13]. The proven ability of nanofillers as nucleat-
ing agents to improve the crystallinity of several semi-crystalline
polymer matrices [14–16] that in turn contribute to the enhance-
ment in the tensile strength of polymer composites.

Interfacial bonding between the matrix and the nanofiller plays
an important role in determining the properties of the nanocom-
posites. The interfacial bonding of the filler and the matrix can
be improved by modifying the polymer or the filler with suitable
functional groups. However, modifying the filler is easier than
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the modification of polymer, and the fillers are often modified to
match the polarity of the polymer matrix.

A polar filler is modified with a non-polar agent to be used in a
non-polar polymer matrix, but it can be directly used in a polar
polymer. Additionally, the dispersion of the nanofillers also
impacts the mechanical properties of the nanocomposites [17].
Surface modification of carbon nanotubes (MWCNTs) is essential
before it is mixed with the organic matrices, since pristine
MWCNTs exist as bundles due to their inertness [18]. The polar
nanofillers such as ATH and HNTs can be directly used as nanofil-
lers into a polar polymer matrix.

A carbonyl group is introduced to the copolymer poly(ethylene-
co-vinyl acetate) (EVA) to form the terpolymer poly(ethylene-co-
vinyl acetate-co-carbon monoxide (EVACO). Such an addition
increases the polarity of the new polymer. The polarity of EVA is
difficult to improve by increasing the vinyl acetate content alone,
as the increase in vinyl acetate content can adversely affect the
properties of EVA [19]. The addition of carbon monoxide to the
backbone of EVA increases the polarity of the polymer, thereby
improves its adhesion to polar surfaces, therefore EVACO is used
as an adhesion booster in coatings. EVACO is semi-crystalline in
nature, and the polyethylene phase imparts crystallization in it.

In this study, EVACO/nanofiller composites are prepared
through solution casting. Industrial processing of EVACO is mainly
in the form of solutions, and the method used here is akin to the
bulk processing of EVACO. The polar fillers such as ATH and HNTs
are directly reinforced to the EVACO matrix, but, MWCNTs are sur-
face modified with polar functional groups before reinforcing them
into the EVACO matrix. The mechanical properties and crystalliz-
ability of EVACO can be improved by the addition of nanofillers
in small quantities. The effect of different nanofillers on the
mechanical properties and crystallinity of EVACO is studied here.

2. Materials and methods

Poly(ethylene-co-vinyl acetate-co-carbon monoxide) (Elvaloy�

4924) provided by Du Pont, India, halloysite nanotubes (HNTs)
and carbon nanotubes (MWCNTs) procured from Sigma Aldrich,
India, nano-ATH obtained from US Research Nanomaterials Inc.,
USA, and dichloromethane (DCM) procured from Central Drug
House (P) Ltd, New Delhi, India were used in the present study.

To fabricate the composites, a predetermined quantity of
EVACO is dissolved in DCM by continuous mixing using a magnetic
stirrer. To the above solution, the appropriate quantities of nanofil-
lers are slowly added and mixed thoroughly by vigorous stirring
and subsequent ultrasonication. The mixture is then poured into
Petri-dishes and allowed to dry to get the respective composite
films. The composite films are then dried at room temperature
and then in a vacuum oven at 50 �C for 6 h.

The tensile measurements (Hounsfield Universal Testing
Machine, H25KS, Hounsfield, UK) at ambient conditions were made
for three dumb-bell samples, at a crosshead speed of 50mm/minute,
prepared according to ASTM D 412-B. The fractured surfaces were
analyzed using a scanning electron microscope (SEM) (JSM-
6380LA, JEOL, Japan) and the samples were sputtered with gold
(JEOL JFC 1600), in an auto fine coater, prior to imaging. Transmis-
sion electron microscope, CM12 PHILIPS, Netherlands, was used to
image the morphology of the nanofillers. X-ray diffraction patterns
(JEOL, DX-GE-2P, Japan) of the composite sheets were analyzed
using CuKa radiation to determine the crystallinity of nanocompos-
ites. The degree of crystallinity (Xc) was calculated by deconvoluting
the XRD patterns to amorphous and crystalline contributions and
the degree of crystallinity was calculated by the ratio [20].

Xc ¼ Ic
Ia þ Ic

ð1Þ

where Ia and Ic are the integrated intensities corresponding to the
amorphous and crystalline phases, respectively.

3. Results and discussion

3.1. Morphology of fillers

The morphology of the nanofillers is compared in Fig. 1 a–c, and
one can observe a significant difference in the aspect ratio (AR) of
the nanofillers used in the present study. On comparing the TEM
images of the nanofillers, the highest AR is observed in the case
of MWCNTs (AR�100) (Fig. 1a), followed by HNTs (AR�20)
(Fig. 1b), and the lowest in the case of nano-ATH (AR�1.0)
(Fig. 1c). Additionally, the surface texture of the MWCNTs is
smoother than HNTs and ATH besides the smaller diameter.

3.2. Crystallinity of the nanocomposites

The crystallinity of the semicrystalline polymers can be influ-
enced by the nanofillers. Many nanofillers act as nucleating agents
when they are incorporated into different semicrystalline polymer
matrices [21,22]. Due to the high polar nature of the nanofillers used
in the present study, the crystallizable polymer chains are pulled
together to form for more crystallites, that are not formed in the
absence of nanofillers [23,24]. The percentage crystallinity is
increasing with the filler loading initially but decreases thereafter.

From Table 1, in the case of each nanofiller type, as the filler
loading is increased, the corresponding crystallinity (Xc) was ini-
tially increased (at 1% loading of ATH and HNTs, and 0.1 wt% load-
ings in the case of MWCNTs). The crystallinity is decreasing slowly
after the above threshold of filler loading in the case of all the fil-
lers. It is likely that, at high filler loading, due to agglomerations,
the nanoparticles hinder the polymer chain movements and
reduces the crystallinity. One can note that, in the case of MWCNT
loading, even though the wt% of MWCNT loading is far less than
HNTs or nano-ATH loading, the change in crystallinity is analogous
to the other experiments. Apparently, the crystallinity of the
present nanocomposites is a function of filler loading besides the
nature of the fillers.

3.3. Mechanical properties

In general, all the semicrystalline polymers exhibit a ductile
fracture. EVACO is a semicrystalline polymer, therefore, large plas-
tic deformation is expected for pristine EVACO and its nanocom-
posites. The ductility of the composite decreases as the filler
loading exceeds a certain threshold. In general, irrespective of
the wt% of the nanofiller, the mechanical properties decrease after
an initial surge for all the nanocomposite variants. The maximum
value of ultimate tensile strength and toughness is observed for
1% filler loading in both HNT and ATH nanocomposites, whereas
for MWCNT reinforced nanocomposites the the highest tesile prop-
erties are observed for 0.05% filler loading, as shown in Table 2. The
reduction in the mechanical properties with an increase in filler
loadings accounts for the agglomeration of nanoparticles leading
to non-uniform stress distribution in the composites. The low filler
loading of MWCNTsmakes a significant impact on the tensile prop-
erties of EVACO than HNTs or nano-ATH, since MWCNTs have a
significantly higher aspect ratio, as shown in Fig. 1a, and lower
density (q = 2.1 g/cc) as compared to HNTs (q = 2.53 g/cc) and
ATH (q = 2.42 g/cc). Moreover, the tensile strength of individual
strands of MWCNTs is equivalent to that of a steel wire with the
same dimensions. Additionally, the dispersion of the nanofillers
is uniform at low filler loading, consequently, the effect of stress
concentration by agglomeration and the associated premature
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failiure can be mitigated in those composites. In all the cases, the
tensile strength increases initially and decreases thereafter as the
filler loading is increased. The representative stress–strain curve
of EVACO/HNTs nanocomposites is shown in Fig. 2. There is no
apparent change in the profile with filler loading, however, the
stain is improved after the filler addition, as compared with the
pristine polymer. The schematic diagram in the inset shows the
behavior of crystallites in a semi-crystalline polymer as the applied

stress increases. Which in turn indicate the role of crystallinity on
the tensile properties of the polymer nanocomposites.

3.4. Fractography analysis

The fracture surfaces of the representative nanocomposites after
the tensile test is observed using SEM, as shown in Fig. 3a-c. From

Fig. 1. TEM images of (a) MWCNTs, (b) HNTs and (c) nano-ATH.

Table 1
Normalized percentage of crystallinity for each filler loading.

Filler Sl. No Filler Loading (wt%) Xc

ATH 1 0 46.84
2 1 50.33
3 3 51.77
4 5 46.44
5 7 42.13

HNTs 1 0 46.84
2 1 56.98
3 3 53.69
4 5 42.73
5 7 37.69

MWCNTs 1 0 46.84
2 0.05 48.76
3 0.1 52.51
4 0.15 49.67
5 0.2 48.31
6 0.25 45.25

Table 2
Comparison of mechanical properties of EVACO/nanofiller composites.

Type of filler Filler loading (wt%) Ultimate tensile strength (MPa) Toughness (kN m�1) Percentage elongation at break (%)

Nano-ATH 0 31.5 14.3 834
1 33.2 16.2 893
3 31.2 14.1 821
5 29.2 13.5 748
7 27.2 12.2 711
10 25.9 8.30 834

HNTs 0 31.5 14.3 930
1 34.2 16.8 882
3 32.0 14.5 845
5 28.5 12.4 802
7 26.5 9.9 834

MWCNTs 0 31.5 14.3 944
0.05 45.6 24.3 924
0.1 41.2 20.9 921
0.15 40.5 19.8 913
0.2 39.9 18.6 902
0.25 39.4 18.0 910

Fig. 2. Representative stress-strain curve of EVACO/nanofiller composite.
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the above figures, one can conclude that the fillers significantly
affect the mechanism of fracture. In the case of pristine EVACO,
the crack propagation trajectories are very clearly indicating a pure
ductile failure. As the filler loading is increased to 1 wt% stress whi-
tened regions are observed, which is an indication of more crystal-
lite deformation due to high crystallinity of the composite at 1 wt%
loading. In general, the stress whitened regions appears as white
regions on the fractured surface of a semicrystalline polymer, which
are formed due to the elongation of polymeric chains forming the
crystalline part of the polymer. At 10 wt% loading filler loadings,
the agglomerated particles and the debonding of these agglomer-
ates from the matrix is clearly visible. The formation of these
agglomerates leads to premature failure, resulting in a lower tensile
strength than the pristine polymer as observed previously. It is
important to note that the roughness of the fractured surfaces are
increasing with the filler loading, which conveys the brittle nature
of the composites at high filler loading.

4. Conclusions

In summary, the mechanical properties of the EVACO nanocom-
posites are dependent on the nature of fillers and the wt.% of filler
loading. In the case of a semicrystalline polymer, the ability of the
nanofillers to form crystallites determines the overall mechanical
properties. Thus the filler aspect ratio and the properties of the fil-
lers, in turn, affect the optimal filler loading and the tensile prop-
erties. The good dispersion and distribution of fillers also play a
major role in controlling the crystallizability and ultimately the
mechanical properties. In this study, 1 wt% loading of both HNTs
and nano-ATH results in the highest tensile properties in the case
of EVACO/HNTs and EVACO/nano-ATH nanocomposites and
0.05 wt% MWCNTs in the case of EVACO/MWCNTs nanocompos-
ites. The improvement in the mechanical properties of EVACO/
MWCNTs is way higher at a very low MWCNT loading as compared
to HNT and nano-ATH loaded composites. It is assumed that the
high aspect ratio and the mechanical properties of MWCNT result
in a significant improvement in the tensile properties.
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ABSTRACT The design and performance analysis of an open-ended three-phase induction motor, driven
by an Infinite Level Inverter (ILI) with its speed control using scalar and direct vector control techniques
are presented in this paper. The ILI belongs to an Active-Front-End (AFE) Reduced-Device-Count (RDC)
Multi-level Inverter (MLI) topology. The fundamental structure of this inverter topology is a dc-to-dc buck
converter followed by an H-bridge. This topology performs a high-quality power conversion without any
shoot-through issues and reverse recovery problems. The performance of the proposed topology is validated
using a resistive load. The THD of output voltage waveform obtained is 1.2%. Moreover, this topology
has exhibited a high degree of dc-source voltage utilization. ILI considerably reduces the switching and
conduction losses, since only one switch per phase is operated at high frequency, and other switches are
operated at power frequency. The overall efficiency of the inverter is 98%. The speed control performance
of the ILI topology using three-phase open-ended induction motor has been further validated through scalar
and direct vector control techniques. Results obtained from simulation studies are verified experimentally.

INDEX TERMS Active-front-end, multi-level inverters, reduced-device-count, scalar and direct vector
control, three-phase infinite level inverter.

AFE Active Front End
CHB Cascaded H- Bridge
ESR Equivalent Series Resistance
FOC Field Oriented Control
FC Flying Capacitor
GaN Gallium Nitride
IGBT Insulated Gate Bipolar Transistor
ILI Infinite Level Inverter
M Modulation Index
MIC Module Integrated Converter
MLI Multi-Level Inverter
MMC Modular Multilevel Converter
NPC Neutral Point Clamped
PWM Pulse Width Modulation
qCHB-FLBI Quasi Cascaded H- Bridge Five Level

Boost Inverter
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qZSI Quasi Z- Source Inverters
RDC Reduced Device Count
RSA Reduced Switch Asymmetrical
RSM Reduced Switch Modified
RSS Reduced Switch Symmetric
Si Silicon
SiC Silicon Carbide
SM Sub Modules
SPWM Sinusoidal Pulse Width Modulation
SVPWM Space Vector Pulse Width Modulation
THD Total Harmonic Distortion
WBG Wide Band Gap
ZVS Zero Voltage Switching
C Filter Capacitance
D Diode
fc Carrier Frequency
fm Modulating Frequency
fs Fundamental Frequency
fsw Switching Frequency
I∗as, I

∗
bs, I
∗
cs Stator Phase Current References
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ic Current through the Capacitor
ICripple Capacitor Ripple Current
ICpeak Peak Current through the Capacitor
iD Current through the Diode
I∗
F
, I∗

T
Flux And Torque Producing
Components of Current

IDrating Current Carrying Capacity of Switch
iL Current through the Inductor
ILavg Average Inductor Current
ILpeak Peak Current through the Inductor
ILripple Inductor Ripple Current
Im Maximum Current
iph Phase Current
Irr Reverse Recovery Current
Is Stator Current
I∗s Phasor Reference Current
iSW Current through the Switch
ISWrating Current Carrying Capacity of Switch
L Inductance
PD Switching Power Dissipation
Qc1, Qc2, Qc3 High Frequency Operating Switches
Q1, Q2, Q3, Q4 Power Frequency Operating Switches
RL Load Resistance
Te Actual Torque
T ∗e Reference Torque
T
OFF

Turn OFF Time
TON Turn ON Time
trr Reverse Recovery Time
Ts Sampling Time
Vc Voltage across the Capacitor
Vco Average Output Voltage across

Buck Capacitors.
Vce_sat Collector Emitter Voltage at Saturation
VCmax Maximum Voltage across the

Capacitor
VCripple Capacitor Voltage Ripple
V
D

Voltage across the Diode
VDstress Voltage Stress across the Diode
Vf Forward Voltage of Diode
V
GS

Gate Source Voltage
Vi Input DC- Source Voltage.
V
L

Voltage across the Inductor
Vm Maximum Voltage
Vo Sinusoidal Output Voltage
Voa ,V0b ,Voc Output Phase Voltages
Vph Phase Voltage
Vs Standing Voltage across the Switch
VSW Voltage across the Switch
VSWstress Switching Voltage Stress
δ Sinusoidal Varying Modulation Index
ω Angular Frequency
1I

L
Linear Current Change through
Inductor

ωr Actual Speed
ω∗r Reference Speed

λ∗ Reference Rotor Flux Linkage
λr Flux Linkage
θT Torque Angle
L Laplace transform

I. INTRODUCTION
Nowadays dc-to-ac inverters are playing a crucial role
in power electronic areas such as electric drives, electric
vehicles/hybrid electric vehicles, uninterruptable power sup-
plies, HVDC power transmission, renewable energy integra-
tion, Flexible AC Transmission Systems (FACTS) and static
VAR compensators. Based on the development and the nature
of output voltage waveform, the inverters are broadly classi-
fied as two-level or square wave inverters, quasi-square wave
inverters, two-level PWM inverters and multilevel inverters
(MLI). The major problems associated with conventional or
two-level inverters include the requirement of semiconduc-
tor devices of higher power ratings. To obtain the required
voltage/current capacity, many devices need to be connected
in series/parallel strings. As a result, these inverters generate
low power quality output waveforms along with more con-
duction loss. Hence to overcome the aforementioned draw-
backs, MLI can be chosen as a better alternative [1].

During the past three decades, MLIs [2]–[7] attracted wide
attention both in the scientific as well as in industrial fields,
because of its improved power conversion capabilities such
as better power quality, control and efficiency as compared to
all other conventional inverters. The basic concept of MLI
is to generate a higher number of voltage levels with less
distortion. The power conversion is performed by various
dc low voltage levels along with several low rated power
semiconductor switches. Each level is defined as the por-
tion of voltage waveform where the magnitude of voltage
remains constant for a defined duration which leads to the
generation of a staircase voltage waveform. If the number
of voltage levels increases, then the power quality of the
output voltage waveform also increases. In modern industrial
applications, demand for MLIs have increased due to its
viable technology to implement controlled speed drive and
to maintain power quality in high-power applications. The
basic fundamental topologies ofMLIs are classified into three
categories; they are i. Cascaded H-Bridge (CHB) [2], [8], [9],
ii. Neutral Point Clamped (NPC) or Diode Clamped [10] and
iii. Flying capacitor (FC) [11]. They are popularly known
as classical topologies. Out of these fundamental topologies,
first two are required to have a single dc source, while the
third one requires multiple dc-sources. But, to realize those
topologies, more numbers of semiconductor devices and pas-
sive components are required. Hence the system becomes
bulky and complex. One of the most desirable properties of
the multilevel structure is modular structure or modularity.
Among the aforementioned topologies, the CHB due to its
modularity exhibits higher output voltage, power level and
reliability. Practically, NPC and FC topologies are feasible
up to 5-levels only, beyond this limit, their structure and
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control implementation become more complex and also the
device count for different ratings increases a lot. On the other
hand, for higher levels, CHB is the best solution, since its
devices are of the same power rating. However, the control
implementation is more complex due to the requirement of
coordination among too many power semiconductor devices
and the increased number of dc-sources required for gener-
ating a higher number of levels [9]. Apart from the classical
topologies, several novel application-oriented MLI topolog-
ical developments have been reported in various literatures.
They are basically derived from classical topologies or their
hybrids. However, none of the new generation topological
developments can be claimed to be absolutely advantageous.
Most of them are designed for specific applications.

In general, the application-oriented topologies have been
focussed on increasing number of output voltage levels
and power quality, with reduced number of switching
devices, passive component counts and cost. Some of the
application-oriented approaches are discussed in [12]–[19].
Another significant development in MLIs is fault-tolerant
topology. Chen et al. [20] has proposed a fault-tolerant topol-
ogy to obtain uncompromised multilevel voltage waveform
in the event of partial failure(s) in the power circuit. Such
topologies maintain the output voltage waveform utilizing
control signal modification along with redundancy offered
by multi switching states. Another important contribution
in MLI topologies was introduced by Glinka [21] presented
a new single DC source-based multilevel topology, known
as ‘Modular Multilevel Converter (MMC)’. The salient fea-
tures of this MMC are its modularity and scalability. This
topology is simpler than CHB inverter. It could conceptually
meet any voltage level requirements with reduced harmonic
issues, lower converter components ratings, and also with
improved efficiency. The proposed topologies have caught
the attention for medium/high-power energy conversion
systems, industrial applications including FACTS, HVDC
transmission systems, medium-voltage variable-speed drives
and medium/high voltage dc-to-dc converter applications.
Suman Debnath et al. [22] presented a review article regard-
ing MMC. It is highlighted with a general overview on the
basics of operation, control challenges, state-of-the-art con-
trol strategies and application challenges. Majority of MLIs
are originated by arranging different configurations of Sub
Modules (SM), which are able to connect to each other, that
can create conventional and modern MLIs. Vijeh et al. [23]
presented a general review of MLIs based on main
submodules.

In the last couple of decades, the researchers are tak-
ing efforts and are being directed to reduce the device
count (RDC) in MLI topologies. The reduction of semicon-
ductor switches and passive components inMLIs can improve
the efficiency and reliability of the system as well as the over-
all loss, cost, size and complexity. A large number of different
novel RDC-MLI topologies have been reported in different
literatures [24]–[34]. The aforementioned topologies have
their own merits and demerits from application requirements.

Bana et al. [35] presented a comprehensive review on some
recently developed RDC-MLI topologies, which are more
suitable in different applications such as machine drives,
renewable energy systems and FACTs. These topologies can
be used in grid-tied as well as in standalone applications.
The RDC-MLI topologies are broadly classified into three
types. They are reduced switch symmetric H-bridge type
MLI (RSS-MLI) [36], [37] and reduced switch asymmetrical
H-bridge typeMLI (RSA-MLI) [38]. The general structure of
the configurations mentioned above is an RDC-MLI coupled
with an H-bridge, whereas reduced switch modified MLI
(RSM-MLI) [39]–[41] topologies are without H-bridge.

In recent years, a number of novel topologies have been
noticed in various literatures. The general structure of such
existing topologies are Active Front End (AFE)-RDC-MLI
topology. These existing MLI topologies varies depending
on the dc-to-dc converter used. Those topologies consist of
an AFE converter (dc-to-dc converter) followed by a syn-
chronized H-bridge. The main role of the AFE converter is
generation of voltage levels, and that of H-bridge topology
is polarity generation (inverter). Different AFE- RDC-MLI
topologies are discussed in various literatures [42]–[53].

This paper presents the design and performance analysis
of a three-phase AFE-RDC-MLI topology for open-ended
three-phase induction motor drive application. In this pro-
posed topology dc-to-dc buck converter is used for generating
different voltage levels, which is operating at high switching
frequency. The generation of output voltage levels depends
upon the switching frequency of the AFE converter. If the
switching frequency is increased, then the number of output
voltage levels also increases. Due to the higher number of
voltage levels, the output voltage waveform becomes smooth
sinusoidal. If the switching frequency of the AFE converter
is increased to almost infinity, the levels generated in the
output voltage waveform becomes infinite. Hence, the power
quality of the output voltage waveform is enhanced. There-
fore, the proposed topology is called as an infinite level
inverter (ILI) topology. The performance of the proposed
topology has been validated with a resistive load as well as
with an open-ended three-phase induction machine. Results
obtained from the simulation studies are verified experi-
mentally. The taxonomy of MLIs are briefly discussed in
TABLE-1. The proposed MLI topology has several
advantages.

1) Only one switch per phase operates at high frequency.
2) H-bridge inverter circuit operates at power frequency.
3) This topology is free from shoot through menace

because of the presence of inductors between the volt-
age source and inverters.

4) The output filtering capacitors in AFE converters can
be an electrolytic capacitor which is smaller and less
expensive as compared to ac capacitors.

5) This topology is suitable for implementing sophisti-
cated algorithms.

6) The advance control strategies developed by the
researchers related to dc-to-dc converter can be directly
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TABLE 1. Taxonomy of multilevel inverters.
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TABLE 1. (Continued.) Taxonomy of multilevel inverters.
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TABLE 1. (Continued.) Taxonomy of multilevel inverters.
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TABLE 1. (Continued.) Taxonomy of multilevel inverters.
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TABLE 1. (Continued.) Taxonomy of multilevel inverters.
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TABLE 1. (Continued.) Taxonomy of multilevel inverters.
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TABLE 1. (Continued.) Taxonomy of multilevel inverters.

applied to the system. Since the AFE converter operates
at high switching frequency ranges, it is more flexible
to control.

7) The system exhibits high dynamic performance.
Hence, the output voltage remains dynamically
unchanged when subjected to large disturbances in
supply voltage or load currents.

8) The dc-to-dc converter based topology is highly
compatible for implementing closed-loop control
system.

The main outcomes of this article are as follows.

• Design, analysis and performance of a three-phase infi-
nite level inverter-driven induction motor is performed.
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• This topology has been tested with a resistive load and
found to possess very good quality voltage and current
waveforms in terms of THD.

• The dc-voltage requirement for generating a fixed
ac-voltage output ismuch less than that required by other
similar topologies, which is validated by SPWMcontrol.

• The third harmonic injection modulation scheme has
also been performed using this inverter and found that
the dc-source utilization can be improved further.

• The efficiency of the inverter has also been found to
be better since only one switch per phase is operated
at a high frequency. All the switches in conventional
inverters are operated at high frequency.

• Scalar and vector control of induction motor has also
been performed using this topology. It has been found
that both the controls exhibits better dynamic perfor-
mance with this topology. Moreover, the ILI has been
found to impart better performance to an induction
motor drive.

• In conventional inverter circuits, the voltage applied
across the terminals of the motor would be of abso-
lute discrete values like Vdc, −Vdc, Vdc/2, −Vdc/2, etc.
Hence, the instantaneous error voltage between the
applied voltage and the desired sinusoidal voltage would
be large. This error voltage manifests as torque ripples
in the motor, deteriorating the performance of the motor.

• In the buck converter-based topology presented in this
paper, the applied voltage is near to sinusoid and hence
the error in the applied voltage is almost negligible.
This results in negligible torque pulsations in the motor,
thereby obtaining better performance from the motor.
Open ended windings are used so that all the three buck
converters can be connected to the same voltage source.

Now-a-days power, electronic industries and their applica-
tion fields are changing from traditional silicon (Si) power
semiconductor devices to potentially superior and high fre-
quency operable counterpart, i.e., Wide Band Gap (WBG)
devices, like Silicon Carbide (SiC) and Gallium Nitride
(GaN) [54]. With the advent of WBG materials, standard
Si technology is being replaced by high-frequency switches.
If the Si semiconductor devices used in ILI topology are
replacedwithWBGdevices, then there will bemore improve-
ment in efficiency and performance. Thereby, the system
becomes more compact and operable at high frequency
ranges.

This paper is organized as follows. In section II, a brief
description of the basic structure of the proposed three-phase
infinite level inverter topology is discussed. Principle of
operation of ILI is discussed in section III. In section IV,
modes of operations. In section V, the mathematical model
of the proposed topology is discussed. In section VI, design
of ILI. Criteria for selection of components are discussed
in section VII. The efficiency calculation is discussed in
section VIII. In section IX, the third harmonic injection
method is discussed. In section X, scalar and vector control
of ILI fed induction motor are presented. Simulation results

are presented in section XI. In Section XII, the comparison of
ILI with conventional H-bridge inverters and AFE-RDC-MLI
topologies are presented. In section XIII, discusses about the
experimental setup and results. Finally, section XIV, con-
cludes the paper and XV, provides with future scope.

II. THREE-PHASE INFINITE LEVEL INVERTER TOPOLOGY
The basic structure of infinite level inverter is a buck con-
verter followed by an H-bridge. The proposed topology has
the sole objective of reducing the count of passive elements
and power semiconductor components without any loss of
power quality in power conversion. Meanwhile, it reduces the
switching and conduction losses, size and control complexity
of the circuit. Three individual ILI circuits are combined to
obtain a three-phase ILI topology which is shown in Fig. 1.
The proposed topology consists of one high-frequency oper-
ated switch for every buck circuit and four low-frequency
operated switches for every H-bridge; hence, one inductor
and one capacitor per phase. This topology has a high degree
of dc-source voltage utilization and low voltage stress across
the switches as compared to traditional two-level and other
similar inverter topologies. Other attributes of this circuit are
the absence of shoot-through issue, less reverse recovery loss
and body diode conduction loss in semiconductor switches.

FIGURE 1. Three phase Infinite Level Inverter topology. Basic structure of
the proposed topology is a buck converter (AFE converter) followed by an
H-bridge. This topology consists of one high-frequency operated switch
for every buck circuit and four low-frequency operated switches for every
H-bridge; hence, one inductor and one capacitor per phase.

III. PRINCIPLE OF OPERATION
In an MLI each level is defined as the portion of voltage
waveform where the magnitude of voltage remains constant
for a defined duration. In the ILI, the voltage varies at every
instant, and there is no time span where the voltage remains
constant. If the time span in which the voltage remains con-
stant tends to zero, the voltage waveform becomes a pure
sine wave. The AFE converter generates a fully rectified
infinite level voltage waveform by varying the duty cycle of
the buck circuit in a fully rectified sinusoidal manner. The
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quality of output voltage depends on the switching frequency
of the AFE converter. Fig. 2 shows the SPWM control logic
of ILI. The number of voltage levels developed across the
buck capacitor is given by

VLevel =
fc
fm

(1)

FIGURE 2. SPWM control logic of ILI. (a) High-frequency switching pulses
of AFE converter (b) Power frequency switching patterns of polarity
generation-part (H-bridge inverter).

where, ‘f ′c is the carrier frequency and ‘f ′m is the modulating
signal. The duty cycle of the AFE converter is denoted by ‘δ′

which varies in a rectified sinusoidal fashion.

δ = M |sin(ωt)| (2)

where, ‘M ′ is the modulation index. The output voltage of the
buck converter is given by,

Vco = δVi (3)

The fully rectified sinusoidal output voltage across ‘C ′1 is
given by,

Vco1 = ViM |sin(ωt)| (4)

where, ω = 2π f and ‘V ′i is the input dc-source voltage. The
rectified sine wave is unfolded by the H-bridge circuit to get
a sinusoidal voltage across the load (7). The switching pulses
for the H-bridge are synchronised with the modulating signal
of the AFE converter. Therefore, the output voltage becomes

+ViM |sin(ωt)| 0 6 ωt 6 π (5)

−ViM |sin(ωt)| π 6 ωt 6 2π (6)

Vo = ViMsin(ωt) 0 6 ωt 6 2π (7)

The inversion process occurs at the natural zero-crossing
point of the output voltage, resulting in zero voltage switch-
ing (ZVS) and hence reduces the switching power loss.
In a three-phase ILI, the duty ratios of dc-to-dc converter
switches are displaced by 120◦. The three-phase voltage
generation across the buck converters are fully rectified sine
waveforms (8), (9), (10).

Vco1 = ViM |sin(ωt)| 0 6 ωt 6 2π (8)

Vco2 = ViM |sin(ωt − 120)| 0 6 ωt 6 2π (9)

Vco3 = ViM |sin(ωt + 120)| 0 6 ωt 6 2π (10)

These rectified voltage waveforms are unfolded into the
sinusoidal waveforms by appropriate switching of H-bridge.

Voa = ViMsin(ωt) 0 6 ωt 6 2π (11)

Vob = ViMsin(ωt − 120) 0 6 ωt 6 2π (12)

Voc = ViMsin(ωt + 120) 0 6 ωt 6 2π (13)

IV. MODES OF OPERATION
There are four modes of operation for this inverter. They
are discussed with the help of Fig. 3 Mode-1: During the
period δT , the switch Qc1 is turned ON, and the induc-
tor current starts rising. The diode is reverse biased. The
output capacitor is charged exponentially. Mode-2: Dur-
ing the period (1− δ)T , switch Qc1 is turned OFF, and
the parallel diode starts conducting. The current through
the inductor falls, and it freewheels through the diode.
In modes 1&2, Q1 and Q4 are conducting, so that a posi-
tive voltage is obtained across the load. Hence it generates
the output voltage as +ViM |sin(ωt)| across the load side.
Mode-3: is same as mode-1, except for the fact that Q2 and
Q3 are switched ON. Mode-4: is same as mode-2, except for
the fact that Q2 and Q3 are switched ON. Hence it generates
the output voltage as−ViM |sin(ωt)| across the load side. The
output voltage developed across the inverter load terminal is
Vo = ViMsin(ωt); 0 6 ωt 6 2π.
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FIGURE 3. Mode of operations. (a) Mode-1, (b) Mode-2, (c) Mode-3,
(d) Mode-4.

V. MATHEMATICAL MODEL OF ILI
The ILI is a buck–H bridge cascade. The buck converter
is represented using the conventional transfer function of a
dc-to-dc converter. The input to the transfer function is a
rectified sine wave, acting as its variable duty cycle. The
output for this transfer function is a rectified voltage, which
would be available from the buck converter provided with
such a duty cycle. This rectified voltage is unfolded with
an H-bridge. This process is represented using a switch,
which passes the input as such to the output when the input
is positive and passes the negative of the input when the
input is negative. This is equivalent to inversion process.
The main part of the proposed converter is a dc-to-dc buck
converter is shown in Fig.5. Here the buck converter plant is
modelled to attain a simplified and linearized system around
the equilibrium point using feedback control technique. The
dynamic averaged equations of buck converter are Inductor
current,

diL
dt
=
−VCO
L
+
Vid
L

(14)

Capacitor voltage,

dVco
dt
=
iL
C
−
Vco
RC

(15)

FIGURE 4. (a) AFE converter switching characteristics wave forms and
(b) Waveforms of voltage and current of (i) Inductor and
(ii) High-frequency switch.

On applying these equations into single input single output
system model, the standard variables are used.

dx1
dt
=
−1
L
x2 +

Vi
L
U

dx2
dt
=

1
C
x1 −

1
RC

x2

 (16)

where, system input ′U ′, system output ′y′, and system
state ′X ′. On rewriting the system equations in terms of the
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FIGURE 5. DC-to-dc buck converter topology.

standard variables, the inductor current,iL = x1 , capacitor
voltage,VCO = x2 and duty ratio is the input ′u′ and Output,
y = VCO = x2 . Thereby the dynamic averaged equations
can be rewritten with the new variables. Hence the state
equations are (16). This equations satisfies linearity. By using
sinusoidal PWM switching technique, the input dc-source
voltage (Vi) is transformed into a fully rectified sinusoidal
voltage waveform. Its frequency is same as the reference
signal. In case of the proposed topology, the duty cycle is in
a rectified sinusoidal fashion. Hence, the transfer function of
input is

U (s) =
1

s2 + 1
(17)

To obtain the transfer function, from the state equation
apply Laplace transform

CY
(
S +

1
RC

)
= X1

SCY
(
S + 1

RC

)
=
−1
LC

Y +
Vi
CL

U

 (18)

On rearranging the equation,

Y
(
S2 +

1
RC

S +
1
LC

)
=

Vi
CL

U (19)

The transfer function of the buck converter is given by the
equation.

Y (s)
U (s)

=

Vi
/
LC

S2 + 1
RC S +

1
LC

(20)

The rectified sinusoidal output voltage across buck capac-
itor is inverted using an H-bridge inverter. The converter
output transfer function is mathematically expressed as

y(s) =
Vi
/
LC

S2 + 1
RC S +

1
LC

L (|sinωt|) (21)

For mathematical modelling, the following parameters are
used. The design values are taken as L = 9.7mH ,C =
0.23µF,RL = 50�. The numerator and denominator coef-
ficients of the transfer function are Vi/LC = 1519 × 108

ands2 + 8.7 × 104s + 4.5 × 108 respectively. Mathematical
model of ILI and its output response are shown in Fig. 6.

FIGURE 6. i) Mathematical model of proposed converter, (ii) Simulated
output waveforms (a) reference signal, (b) rectified sinusoidal output
voltage waveform generated by means of dc-to-dc buck converter
transfer function, (c) sinusoidal output voltage waveform obtained from
the inverter.

VI. DESIGN OF ILI
A. INDUCTOR (L)
In the ILI, the design of inductors plays a crucial role. The
inductors are placed in the high-frequency operating part
of the circuit, and it is fabricated using E65 ferrite core.
When the switch ‘Qc1’ is turned ON for time period ’δT ’,
the voltage across the inductor (VL) is given by the difference
between supply voltage and the output voltage.

VL = L
diL
dt

(22)

The linear change in current (1IL) through the inductor is,

1IL =
Vi − Vo

L
δT (23)

Fig. 4(a) shows the voltage and current waveforms of
the inductor and Fig. 4(b) shows those wave forms across
the high frequency switch. The peak current through the
inductor considered is ILavg +

1IL
2 . When the high fre-

quency switch Qc1 is turned OFF, the freewheeling diode
conducts during (1 − δ)T period and voltage of -Vo appears
across the inductor. Hence, voltage stress across the switch
during this period is equal to Vi. The inductor current is
controlled by two voltages which are appearing at both
ends of the inductor (L). One is a high-frequency PWM
pulsating voltage appearing across the diode (D) and the
other is the voltage across the capacitor (C), which is
fully rectified sinusoidal voltage waveform of 10 kHz. Out-
put voltage is a pure sinusoid super imposed with ripple.
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The average duty ratio is taken to be 50%. The rms value
of the fundamental component of inductor current ripple
(ILripple) can be calculated as

4
√
2π

[
Vi
2

]
= (2π fsL)ILripple (24)

The duty cycle is getting varied continuously from 0 to
δmax in every half cycle of sinusoidal output wave. Depend-
ing upon the modulation index, δmax will also vary. Hence,
50% duty cycle is taken as an average operating point.
The maximum permitted amount of ripple is 5%. Therefore,
ILripple ≤ 5%I where I is rms value of the load current. The
inductor value can be calculated as

L >
( 4
√
2π

)(Vi2 )

(2π fs)ILripple
(25)

B. CAPACITOR (C)
The ripple in the load current is considered as negligible.
Hence, the ripple current through the capacitor (ICripple) is
equal to the ripple current of the inductor current. So, the rip-
ple voltage of the capacitor is

VCripple =
ICripple
Cω

(26)

where VCripple ≤ 5%Vo and in turn,

C ≥
ICripple

2π fs(VCripple)
(27)

In order to ensure that output waveform is unaffected by
the resonance caused by L and C, their values must be chosen
such that

LC ≤ (
1

2π10fs
)2 (28)

VII. SELECTION OF ILI COMPONENTS
A. SWITCHES
ILI has two different topological stages. (i) AFE Converter
operating in power frequency and (ii) H-Bridge operating at
high switching frequency.

Stage-I: In AFE converters, the high-frequency switches
and diodes (D) are subjected to the same voltage. The voltage
stress experienced across these devices is the same as the
source voltage (Vi). During the turn OFF period (1 − δ)T ,
the voltage stress across the high-frequency switch becomes
equal to Vi, at the same time D is turned ON. During δT
period, high frequency switches are turned ON and D is
turnedOFF. The diodes act as an open switch. Hence, the volt-
age stress across diode is Vi. In order to ensure safe operation
of the switches, their ratings are taken to be higher than ‘Vi’.

Stage-II: After every half cycle a couple of switches are
switched ON, while the other switches are switched OFF.
The effective voltage stress across the H-bridge switches is
equal to the load voltage (Vo). Hence their voltage ratings
must be higher than Vo. Current passes through the switches
only when it is turned ON. The maximum current flowing

through the switches is equal to the peak current through the
inductor (ILpeak ).

ISWrating = ILpeak (29)

Voltage stress (VSWstress) experienced across the high fre-
quency switches, during the turn OFF period is

VSWstress = Vi (30)

B. DIODE
Current passes through the diode only when the high fre-
quency operated switch is turned OFF. Its rating is chosen
as

IDrating = ILpeak (31)

When the diode becomes reverse biased the voltage stress
exerted across it is equal to ′V ′i .

VDstress = Vi (32)

C. OUTPUT CAPACITOR
The maximum voltage (VCmax), applied across the capacitor
is equal toVi. The capacitor carries only the ripple component
of current. Hence,

ICpeak = 1IL (33)

VIII. EFFICIENCY
Efficiency of any power electronic circuit is determined by
the losses taking place in switches as well as in passive com-
ponents. Losses in switching devices include switching losses
and conduction losses. Switching loss depends on switching
frequency and conduction loss depends on the load current.
Since only one switch per phase is operated in high frequency,
switching loss in this topology will be less. Moreover, total
number of switches in this topology is much less than that in
any other multilevel circuit, making conduction losses much
lesser in this topology.

The simplifiedmathematical expression for the conduction
and switching losses of IGBT switch in AFE converter is
based on equation (34)

PD = Vce_sat Im +
1
2
[(TON

Vs
2
Im
2
)+ (TOFF

Vs
2
Im
2
)]fsw (34)

where PD is the switching power dissipation, Im is the collec-
tor current passing through the switch, Vce_sat is the on-state
drop, fsw is the switching frequency, TON is the turn-on
period, TOFF is the turn-off period and Vs is the standing volt-
age of the switch. In case of diodes, the forward conduction
and switching losses are considered. Meanwhile, the inductor
and capacitor loss of the AFE converter is calculated by
equation (35). ESR is also considered for the calculation of
capacitor loss.{(
Vf Im

)
+ [VDIrr trr fsw]

}
+

{(
ILpeak +

Iripple
2

)
RL

}
+ {0.1ILESR} (35)
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where ′V ′D is the voltage across the diode. In polarity gen-
eration part, the H-bridge inverter switches are operating in
soft-switching manner at fundamental frequency. The con-
duction and switching losses of H-bridge inverter comes to(
Vce−sat Im

)
Nsw

+
1
2

[(
TON

Vs
2
Im
2

)
+

(
TOFF

Vs
2
Im
2

)]
fLNsw (36)

The calculated value of switching losses per phase for both
high frequency operating switch and H-bridge switches are
1.26W and 0.025W respectively. In theoretical loss calcula-
tion, the efficiency of the inverter is found to be 98%.

IX. THIRD HARMONIC INJECTION METHOD
The SPWM control technique used in conventional VSI, can
obtain sinusoidal output voltage, with less harmonic distor-
tion, however the maximum obtained output fundamental
amplitude, is only 78.54 %. while, M = 1 (Line voltage =
0.6123ViM ). To expand the output fundamental amplitude
beyond from this limit, the ‘M>1’ have to be taken more than
one. To improve the dc-bus voltage utilization of the inverter,
without entering the over modulation, the third harmonics
injection logic can be used. The third harmonics injection in
the leg voltage references leads to an increas in the linear
modulation range of three-phase VSI, by reducing the peak
of the leg reference voltages and hence the modulation index
can be pushed beyond the value of one without entering over
modulation. By injecting the third harmonics with amplitude
of one sixth of the fundamental harmonics, the maximum of
the fundamental can be increased by 15.47% as compared
to the SPWM control scheme (Line voltage = 1.4142ViM)
The same concept is applied to the proposed topology, con-
sequently the linear modulation range is extended. Hence,
this increases themaximum fundamental output voltage with-
out moving into the over modulation region. Moreover the
third harmonic component does not affect the output phase
voltages. Fig. 7 shows the logic for implementing the third
harmonic injection PWM. It helps to improve the dc-bus
voltage utilization of ILI aswell as the fundamental amplitude
of output line-to-line voltage by 15.47%. Thereby, effectively
improve the dc-bus voltage utilization. The duty ratio of
an ILI is

δref = |dsin(ωt)| (37)

A third harmonic component of k sin(3ωt) is superim-
posed with the sinusoidally varying duty cycle. The optimum
point obtained is at d = 2/

√
3 and k=1/6 without any

over modulation, Hence the reference signal is modified as
equation (38)

δref = |d sinωt + k sin(3ωt)| (38)

The instantaneous value of the output voltage across the
converter capacitance is

Vco_fund =
∣∣1.1547Vmsin(ωt)∣∣+ ∣∣ 16Vmsin(3ωt)∣∣ (39)

FIGURE 7. Third harmonics injection PWM control implementation logic.

The output line voltage across the load is

Vo_fund = 1.1547Vmsin(ωt) (40)

Themagnitude of three-phase output voltage becomes (41),
(42), and (43).

Vo1_fund = 1.1547Vmsin(ωt); 0 6 ωt 6 2π (41)
Vo2_fund = 1.1547Vmsin(ωt − 120); 0 6 ωt 6 2π (42)
Vo3_fund = 1.1547Vmsin(ωt + 120); 0 6 ωt 6 2π (43)

X. SCALAR AND VECTOR CONTROL OF ILI FED
INDUCTION MOTOR
This section discusses about the speed control of open-ended
three-phase induction motor using different control schemes,
such as scalar (V/f ) and direct vector control. Using the
proposed ILI topology, the induction motor speed can be
controlled with high dynamic performance.

A. SCALAR (V/F) CONTROL METHOD
The V/f control technique is an attractive method to control
the induction machine speed because of its simplicity and
user-friendly nature. Block diagram of scalar control imple-
mentation logic is shown in Fig. 8. Here, the air-gap flux of
the induction machine can be controlled at desired value by
proportionally varying stator voltages and frequency. Con-
sequently, the machine retains its torque/ampere capacity at
any speed. Meanwhile, the machine speed can be accurately
maintained at any desired value under steady-state condition.
However, at low-speed range, the torque capability is limited
because of the voltage drop across the stator winding resis-
tance, which is dominant.

FIGURE 8. Scalar control of ILI fed induction motor implementation logic.

B. DIRECT VECTOR CONTROL METHOD
The block diagram of the direct vector control system is
shown in Fig. 9. Here the field angle is calculated using
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FIGURE 9. Direct vector control of ILI fed induction motor.

the terminal voltages and currents. The actual speed ωr is
compared with reference speed ω∗r the error is amplified and
limited to generate the required reference torque T ∗e . The
rotor flux linkage λ∗ is kept at 1pu. Beyond 1pu, it is varied
as a function of speed. This is to ensure that the rotor speed
extends beyond the base speed by weakening the rotor flux
linkages. The torque and flux references are compared to
the actual torque Te and flux linkage λr , calculated from the
measured voltages and currents. The errors are amplified and
limited to generate the required flux and torque producing
components of current I∗F and I∗T . Phasor addition of these
components yields the phasor reference current I∗s and torque
angle (θt ) can be calculated from (52). The sum of torque
angle and field angle gives the position of the stator current
phasor Is. Together with I∗s , this generates the stator phase
current references Ias∗, Ibs∗, Ics∗.
The PWM control scheme is implemented using phase

current control loops. The following equations represent the
stator phase based calculation of various quantities.

Vds = (Rs + Ls ∗ p) Ids +
(
Lm∗p

)
Idr (44)

Vqs = (Rs + Ls ∗ p) Iqs + (Lm∗p) Iqr (45)

Idr =
1
Lm

{∫
(Vds − RsIds) dt − LsIds

}
(46)

Iqr =
1
Lm

{∫ (
Vqs − RsIqs

)
dt − LsIqs

}
(47)

λdr = Lr Iqr + LmIqs (48)

λqr = Lr Idr + LmIds (49)

Flux,

λr =

√
λ2dr + λ

2
qr (50)

Flux position,

θf = tan−1
λqr

λdr
(51)

θT = tan−1
I∗T
I∗F

(52)

Stator current phase angle θ = θF + θT Torque equation,

Te =
3
2
P
2
Lm
(
Iqs∗ Idr − Ids∗ Iqr

)
(53)

Reference current is calculated as

I∗s =

√(
I∗ds
)2
+

(
I∗qs
)2

(54)

Three phase reference currents are

I∗as = I∗s sin(θ )
I∗bs = I∗s sin(θ + 120)
I∗cs = I∗s sin(θ − 120)

 (55)

XI. SIMULATION RESULTS OF ILI
A. SPWM CONTROL
The proposed inverter topology and its control are realized
using MATLAB/Simulink environment. A three-phase bal-
anced resistive load of 50� is taken for the simulation anal-
ysis. A switching frequency of 10 kHz is used for sine PWM
pulse generation. Fig.10-13 shows the simulated waveforms
of ILI, using resistive load. The power quality of the output
voltage can be improved by increasing the AFE converter
operating frequency. It significantly reduces the THD, which
is less than the permissible limit as per IEEE-519 standards.
The FFT analysis is shown in Fig. 14. This scheme requires
only a 338V dc-source for obtaining 415V ac 50 Hz line-
to-line output voltage.

FIGURE 10. Simulated waveforms of ILI. (a) High frequency, (b,c) Low
frequency switching pulses.

B. THIRD HARMONIC INJECTION PWM CONTROL
The dc-source voltage utilization of the proposed inverter has
been again validated using third harmonics injection PWM
method. It requires only 293V dc-source voltage, in order
to obtain 415V ac, 50Hz line-to-line output voltage. The
simulated waveform of the third harmonic injection scheme
is shown in Fig. 15. The proposed inverter is compared to
a traditional two-level inverter topology. For a similar output
voltage, a SPWM control scheme requires 654V dc-source
voltage and an ordinary third harmonic injection scheme
requires 564V dc-source. Fig.16 shows the comparison of
dc-source voltage utilization between ILI and traditional
inverter. The proposed topology has very high dc-source volt-
age utilization, compared to the traditional two-level inverter.

C. PERFORMANCE EVALUATION OF ILI TOPOLOGY USING
THREE PHASE INDUCTION MOTOR
1) SPEED CONTROL USING SCALAR (V/F) CONTROL
METHOD
The variable speed control performance of the proposed
topology is validated using a three-phase induction motor.
The speed control logic is implemented using constant V/f
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FIGURE 11. Simulated waveforms of ILI using resistive load. Voltage and
current wave forms across the AFE converter components. (a,b) High
frequency switch, (c,d) diode,(e,f) inductor, (g,h) capacitor,(i,j) voltage
across low frequency operating switches.

scheme. The dynamic responses of the simulated output volt-
age waveforms using the V/f control are shown in Fig. 17.
To verify the rotor start-up performance, the motor runs from
standstill condition to a pre-defined speed of 300rad/s by
applying 415V, 50Hz source voltage. Thereby, the rotor speed
is attained and critically stabilized at that pre-defined speed
with in a fraction of second.

2) SPEED CONTROL USING DIRECT VECTOR CONTROL
METHOD
Direct vector control operation was simulated as per the block
diagram mentioned in Fig.9. Reference speed was increased
as well as decreased. The dynamic response of output voltage
waveforms as well as the voltage across the buck capacitor is
given in Fig. 18 for acceleration as well as deceleration.

XII. COMPARISON OF ILI WITH CONVENTIONAL
H-BRIDGE INVERTERS AND AFE-RDC-MLI TOPOLOGIES
TABLE-2 compares the active components, passive compo-
nents and THD of the 2-level H-bridge, 3-level H- bridge,

FIGURE 12. Simulated waveforms of ILI using resistive load. (a) Voltage
waveform across the buck capacitor. (b) Voltage, (c) current waveforms
across the load resistance.

FIGURE 13. Simulated waveforms of ILI using resistive load.
(a) Three-phase output voltage waveforms across the buck capacitor,
(b) Three-phase output voltage wave form across the load resistance.

FIGURE 14. FFT analysis of output voltage waveform of the ILI.

5-level cascaded H-bridge MLI with the proposed ILI.
Fig. 19 shows the simulation results of the output voltage
wave forms of conventional and proposed inverter topolo-
gies. TABLE-4 shows the comparative analysis of different
AFE-RDC-MLI (single phase circuit) topologies with pro-
posed inverter. In comparison with conventional topologies,
the proposed topology uses one high frequency operated
switch and four power frequency operating switches per
phase, thereby reduces the switching loss of the proposed
inverter. Moreover, AFE converter circuit is a part of the pro-
posed inverter that can generate non-finite number of voltage
levels, which can improve the THD of the output voltage.

XIII. EXPERIMENTAL SETUP AND RESULTS
The hardware setup for both scalar and vector control
implementation using ILI topology is shown in Fig. 20.
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TABLE 2. Comparison between the proposed ILI and the conventional H-bridge inverters, (∗ Output voltage levels depends on switching frequency).

FIGURE 15. Simulated waveforms of (a) third harmonic injection PWM
control implementation logic, (b) phase voltage waveform of the ILI using
resistive load.

FIGURE 16. Comparison of dc-source voltage utilization of ILI with
traditional bridge inverter.

TABLE-3 shows the parameters of ILI used for
the experiment. For hardware tuning nearest available com-
ponent values have been selected. Experiment was conducted
on ILI topology under loads such as resistive and open-ended
induction motor. Speed control of induction motor was car-
ried out under constant V/f condition as well as under direct
vector control method.

A. PERFORMANCE EVALUATION OF ILI TOPOLOGY USING
SPWM CONTROL
Initially the performance of ILI topology was experimen-
tally verified for a resistive load. NI PCIe-6351 card is
used for data acquisition and control signal generation under

FIGURE 17. The dynamic responses of the simulated output voltage
waveforms using V/f control. (a) Voltage waveform across the buck
capacitor, (b) Line-to-line voltage across the load.

FIGURE 18. The dynamic responses of the simulated output voltage
waveforms using direct vector control. (a,c) Voltage waveform across the
buck capacitor, (b,d) Line-to-line voltage across the load.

TABLE 3. Parameters used for ILI.

MATLAB Real-TimeWindows environment. SPWM control
is implemented using this setup. The voltage level of the
pulses generated by the PCI card is only 3.3V. In order to
make this voltage sufficient enough to drive an IGBT, a volt-
age level shifter card is used as a buffer circuit. SEMIKRON
IGBT modules- SKM50GB12T4 and MUR 860G ultrafast
power diodes had been used for the hardware realization.
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FIGURE 19. The simulated output voltage waveforms using resistive load
(a) conventional 2-level H-bridge inverter, (b) 3-level H-bridge inverter,
(c) 5-level cascaded H-bridge MLI, (d) Proposed topology.

Fully rectified sinusoidal output voltage is generated across
the buck capacitor. This is then converted into sinusoidal volt-
age waveform using the H-bridge. The load voltage and cur-
rent were measured using sensors LA 55-P and LV-25-1000,
respectively. Fig. 21 shows the voltage and current waveforms
of the AFE converter components. Fig. 22 shows the experi-
mental results of ILI using resistive load and Fig. 23 shows the
THDof ILI output voltagewaveform using FLUK434 energy
analyser, and it is found to be 1.2%. The peak value of the
pole voltage in a conventional inverter is Vdc/2. In case of ILI,
the presence of the buck convertermakes the peak value of per
phase voltage equal to Vdc itself. In this case, this results in
the reduction of dc-source requirement. The inherent filtering
present with the buck converter makes the voltage a smoothly
varying one, which results in the THD reduction.

FIGURE 20. Experimental setup of an ILI to control an open-ended
three-phase induction motor implemented using scalar
and vector control logic.

B. PERFORMANCE EVALUATION OF ILI TOPOLOGY USING
THIRD HARMONIC INJECTED PWM CONTROL
In order to increase the output voltage further without resort-
ing to over modulation, harmonic injection control is used.
Since triplen harmonic waves are in phase with all the three
phase voltages, they cancel out at the line to line voltages.
This property makes it possible to have a modulation index
higher than one, without any over modulation of the mod-
ulating signal with respect to the carrier wave. DC-source
voltage utilization of the proposed inverter is experimen-
tally validated using third harmonic injection PWM method,
which is almost similar to SVPWM technique. Fig. 24 shows
the experimental voltage waveforms under this condition.
The main advantage of third harmonic injection PWM is
that, the fundamental amplitude of output line-to-line volt-
age increases by 15.4%, thereby effectively improving the
dc-source voltage utilisation of the proposed MLI topol-
ogy. The test results prove that, while it requires 338V
dc-source voltage supply for developing 415V output voltage
under SPWM control, third harmonic injected PWM control
requires only 293V for maintaining the same voltage level.

C. PERFORMANCE EVALUATION OF ILI TOPOLOGY USING
OPEN-ENDED THREE PHASE INDUCTION MOTOR
1) SPEED CONTROL USING V/F CONTROL METHOD
In case of conventional inverters, switching signals for
V/f control are generated by comparing the modulation sig-
nal with a carrier wave. The two switches in the same leg
are operated in a complimentary manner. In case of ILI,
the modulation signal is rectified and compared with the
carrier signal for generating switching signals for a buck
converter. The practical testing of proposed ILI is carried
out using a three-phase open-ended induction machine with
NI-data accusation card prototyping system. Fig. 25 shows
the block diagram of real-time implementation. The actual
rotor speed of the induction motor is measured using elec-
tronic tacho-generator (analog output of 10V-dc at 1500 rpm),
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FIGURE 21. Hardware experimental results of ILI using resistive load.
Voltage and current performance wave forms across the AFE Converter
components (a) inductor, (b) diode, (c) capacitor, (d) voltage across low
frequency operating switch, (e) voltage across high frequency operating
switch, (f) Voltage and current waveform through Q1 and Q4.

FIGURE 22. Hardware experimental results of three-phase ILI using
resistive load. (a) H-bridge switching pulses and single-phase ILI output
voltage waveform, (b, c) High and Low frequency switching pulses,
(d) voltage waveforms across buck capacitors, (e) output voltage
waveforms across the load terminals, (f) current
waveforms.
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FIGURE 23. Hardware experimental result; THD of output voltage
waveform of the ILI.

FIGURE 24. Hardware experimental results of ILI under resistive load,
obtained by third harmonic injection PWM method. (a) Phase voltage
waveform. (b) Line-to-line voltage waveform.

FIGURE 25. Real-time implementation block diagram.

and the corresponding dc-voltage value is fed into the com-
puter through NI-PCIe-6351 Card. The capability of ILI for

FIGURE 26. Experimental results of dynamic speed responses obtained
from V/f control. (a) Increase of rotor speed from initial condition to
pre-defined speed range 0 rad/s - 50 rad/s in 0.34s and then shifted to
100rad/s in 0.24s. (b) Rotor speed shifted from 0 rad/s to 100 rad/s
in 0.36s and stepped-down speed transitions of varying rotor speed from
100 rad/s to 50 rad/s in 0.20s.

TABLE 5. Experimental data.

running the inductionmachine under variable speed condition
using V/f control scheme was experimentally verified. 10 kHz
carrier signal was used for SPWM signal generation. In order
to verify the rotor start-up performance, the motor was made
to run from standstill condition to different pre-defined speed
ranges. Fig. 26. (a) and (b) shows the MATLAB plot of speed
responses of the induction motor. Rotor speed increased from
0 to 50 rad/s in 0.34s. It was further increased to 100 rad/s
in 0.24s and got reduced to 50 rad/s in 0.2s.

2) SPEED CONTROL USING DIRECT VECTOR CONTROL
METHOD
The induction motor speed can be more accurately con-
trolled using the direct vector control logic. This scheme was
implemented using the MATLAB/Simulink environment
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TABLE 6. Comparison of simulation and experimental results.

with the same ILI hardware setup. The reference current
components Id and Iq obtained from flux and torque errors
respectively are converted to reference phase voltages after
subjecting them through axes transformations. These refer-
ence voltages form themodulation signals in the conventional

method. Here, these modulation signals are rectified and
given as switching pulses to the buck converter. This rectified
buck voltage is inverted using the H-bridge. Fig. 27 shows the
dynamic speed responses obtained from the tacho-generator
output of ILI fed inductionmotor. In order to validate the rotor
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FIGURE 27. Experimental results of dynamic speed responses obtained
from direct vector control. Increase of rotor speed from initial condition
to a pre-defined speed of 0 rad/s to 50 rad/s in 0.24s, then shifted to
100rad/s in 0.12s finally stepped-down to 50 rad/s in 0.11s.

FIGURE 28. Experimental results of dynamic speed responses obtained
from direct vector control. Increase of rotor speed from initial condition
to a pre-defined speed of 0 rad/s to 75 rad/s in 0.25s, then shifted to
135 rad/s in 0.12s finally stepped-down to 75 rad/s in 0.12s.

start-up performance and acceleration, the motor was made
to start from standstill condition to a pre-defined reference
speed value of 50 rad/s. The rotor quickly attained the refer-
ence speed and critically stabilized in 0.24s. Again, the rotor
was accelerated by changing the reference speed value to
100 rad/s. The rotor attained this speed in 0.12s. To test
the retardation capability, reference speed was changed to
50 rad/s and the motor attained this speed in 0.11s. The
step-up and step-down speed transition experiments were also
conducted at various speed ranges starting from standstill
condition to 75 rad/s in 0.25s, 135 rad/s in 0.12s and retarded
back to 75 rad/s in 0.12s, as shown in Fig. 28. The transient
and steady-state closed-loop performance of the inverter sys-
tem over a wide range of speed is observed. Fig. 29.(a) shows
the dynamic response of the phase current and voltage wave-
forms during retardation and Fig. 29.(b) shows the dynamic
response of the phase current and voltage waveforms during
acceleration. Here, the sensor conversion scales are 1:1 and
1:222 for current and voltage measurements, respectively.
To validate the dynamic response and quality of power con-
version of the ILI, the rotor speed is critically changed from
130 rad/s to 95 rad/s. It was repeated in reverse direction too.

FIGURE 29. (a, b) The dynamic response of ILI fed induction motor
obtained from direct vector control. (i) Phase current and (ii) phase
voltage across motor winding. The rotor speed shifted from 130 rad/s to
95 rad/s by changing the phase voltage and frequency from 210V, 45Hz to
150V, 30Hz at 3.3s. and the vice versa. (Current and voltage sensor
conversion scale is 1:1 and 1:222 respectively).

In TABLE-5 illustrate the experimental data of dynamic
speed response and settling time of three-phase open-ended
induction motor using ILI topology.

In comparison to scalar control technique the direct vector
control exhibits an improved performance in settling time for
speed responses. The experimental results prove that the qual-
ity of voltage and current waveforms remain constant before
and after the speed transitions.Comparison of simulation
and experimental results are summarised and presented in
the TABLE- 6.

XIV. CONCLUSION
Design and analysis of the performance of an infinite level
inverter driven induction motor have been discussed in this
paper. ILI has been found to impart better performance to an
induction motor drive. The ILI which belongs to an AFE-
RDC-MLI topology has been tested with a resistive load
and found to possess very good quality voltage and current
waveforms in terms of THD. While conventional inverter
topologies contain tens of percentage of THD, the topology
mentioned in this paper contains a THD as low as 1.2%.
Moreover, the dc- voltage requirement for generating a fixed
ac-voltage output has been found to be much less than that
required by other similar topologies, making the dc-source
utilization better with this topology. While it is required to
have a dc-voltage requirement of 677V in a conventional
inverter working in sine PWM mode, the requirement of
dc-voltage in the new inverter is only 338V.

Use of third harmonic injection modulation scheme has
also been performed using this inverter and found that the
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dc-source utilization can be improved further. Efficiency of
inverter has also been found to be better, since only one switch
per phase is operated at high frequency. All the switches
in conventional inverters are operated at high frequency.
Scalar and vector control of induction motor have also been
performed using this topology. It has been found that the
dynamic performance is better with this topology. This has
been validated by accelerating and decelerating the machine
with different reference speeds. Since the harmonic content
in current has been very less, torque pulsations experienced
by the motor would be negligible. Requirement of de-rating
associated with induction motors fed by conventional invert-
ers is not present in this case. Since there is no shoot-through
menace, the chances of the inverter getting damaged is less,
which results in better life and reliability of the drive system.

XV. FUTURE SCOPE
Silicon based power electronic devices are getting replaced
with Wide Band Gap (WBG) devices. WBG devices are
capable of switching at frequencies in the range of several
megahertz. ILI can be a perfect fit for WBG devices, since
the output voltage waveform can approach a pure sinusoidal
status at these switching frequency levels. The performance
of the drive system with advanced control schemes can also
be studied.

APPENDIX
A. DESIGN OF INDUCTOR (L)
The rms value of the fundamental component of current
ripple (ILripple) is obtained from,

4
√
2π

[
Vi
2

]
= (2π fsL)ILripple (56)

where, Vi is the input voltage, ILripple is the inductor cur-
rent ripple, fs is the switching frequency. The maximum
permitted amount of ripple is considered as 5%. Therefore,
(ILripple ≤ 5%I ), Where, ‘I ′ is the rms value of load current.
Hence, the value of desirable inductor (L) is

L >
( 4
√
2π

)(Vi2 )

2π fs(0.05I )
(57)

B. DESIGN OF CAPACITOR (C)
For designing the value of capacitor, assume the value of
ripple in the load current as very small and hence, can be
negligible. Here, the ripple current of the capacitor (ICripple)
is equal to the ripple current of the inductor current (ILripple).
The maximum permitted amount of the ripple voltage of the
capacitor is considered as 5%. Therefore, VCripple ≤ 5%Vo.

VCripple =
ICripple
2π fsC

≤ 0.05Vo (58)

On rearranging the above equation, the value of the capac-
itor (C) is

C ≥
ICripple

2π fs(0.05Vo)
(59)
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Abstract—The seamless integration of sensors and smart com-
munication technologies has led to the development of various
supporting systems for financial technology (FinTech). The emer-
gence of the next-generation Internet of Things (Nx-IoT) for
FinTech applications enhances the customer satisfaction ratio.
The main research challenge for FinTech applications is to ana-
lyze the incoming tasks at the edge of the networks with minimum
delay and power consumption while increasing the prediction
accuracy. Motivated by the above-mentioned challenge, in this
article, we develop a ranked-based service deployment strategy
and an artificial intelligence technique for financial data anal-
ysis at edge networks. Initially, a risk-based task classification
strategy has been developed for classifying the incoming finan-
cial tasks and providing the importance to the risk-based task for
meeting users’ satisfaction ratio. Besides that, an efficient service
deployment strategy is developed usingHall′s theorem to assign
the ranked-based financial data to the suitable edge or cloud
servers with minimum delay and power consumption. Finally,
the standard support vector machines (SVMs) algorithm is used
at edge networks for analyzing the financial data with higher
accuracy. The experimental results demonstrate the effectiveness
of the proposed strategy and SVM model at edge networks over
the baseline algorithms and classification models, respectively.
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I. INTRODUCTION

T HE Internet of Things (IoT) is a promising and emerg-
ing technology in the Industrial domain that connects

an enormous amount of smart devices, including sensors and
actuators, to the network [1]. The smart devices and advanced
sensors collect the environmental parameters and transfer the
data to remote computing devices for analysis, and take appro-
priate action [2]. In recent times, IoT-enabled technology
has been applied in many real-time applications, including
smart transportation, smart industry, smart grid, smart city,
etc., in which smart financial technology (FinTech) appli-
cation has received more attention by leveraging the IoT
technology [3], [4]. The emerging phenomenon of the next-
generation IoT (Nx-IoT) for the FinTech application is going
to reveal one of the most significant moves toward smart
worldwide economic diaspora. Using a smart FinTech frame-
work, the Banks and financial institutions can provide quality
services to the customers using personalized virtual super-
vision by optimizing the financial services with advanced
artificial intelligence (AI) technology [5]. In such a scenario,
the computations and communications become more vulnera-
ble for analyzing the large volume of financial data at remote
computing devices by meeting various Quality-of-Service
(QoS) parameters [6]–[8].

Nowadays, FinTech applications such as various Banking
services, i.e., ATMs, Bank APPs, etc., are relying on Nx-IoT
to interface with their customers and require reliable remote
computing services for analyzing large-scale financial data. In
the past decades, centralized cloud servers provided a plethora
of resources for analyzing financial data with advanced AI
technologies. However, the major bottleneck faced by the
cloud infrastructure is their limited scalability and centralized
architecture that increases the latency and drops the overall
performance of FinTech applications [9]. The advancement of
a new paradigm in the industrial environment such as edge
computing plays an important role in FinTech applications by
bringing the resources closer to the customers and provides
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low latency and energy usage as compared to the central-
ized cloud servers [10]. In practice, Banks use the local edge
devices for satisfying personalized customer experience by
processing the latency-sensitive applications locally with min-
imum delay [11], [12]. For example, virtual tellers or facial
recognition technology was difficult to analyze in the central-
ized cloud servers due to the high latency and low transmission
speed. In recent times, due to the edge-centric framework of
FinTech applications, the customers’ faces can be recognized
instantly, receive relevant loan offer information, delivering
information to the Banking staff, etc., with minimum delay.

A. Motivation

The main focus of the Bank and FinTech institutes is to pro-
cess or analyze the financial data, mainly the latency-sensitive
applications, namely, virtual tellers or facial recognition tech-
nology at the edge of the network with minimum delay.
Besides that, due to the limited resource capacity of the local
edge devices, the computation-intensive financial data need to
be transferred to the centralized cloud servers for analysis.
Thus, two main research questions for developing an efficient
edge-centric framework for FinTech applications are: 1) how
to classify the mixed financial data as per their importance, so
that the latency-sensitive risk-based data are analyzed at local
edge devices? 2) how to provide the services for the clas-
sified data, so that the risk-based data are analyzed at local
edge devices with minimum delay and energy usage? Besides
that, 3) finding a suitable classification model to analyze the
financial data at the edge of the networks with the minimum
set of data with higher accuracy is another important research
challenge? Nowadays, FinTech applications generate a huge
volume of financial data at an exponential rate from the Nx-
IoT devices, customers, Banks, insurance sectors, etc. One of
the major critical tasks in financial industries is to predict the
credit risks of legal clients and detect and prevent fraudulent
activities. The traditional risk assessment techniques used in
the financial sectors are costly and time consuming to process
labor-intensive tasks and cannot handle the large volume of
financial data.

B. Related Work

To tackle the aforementioned issues, several research works
have focused on service deployment and resource provisioning
in edge networks. To provide a network service across multiple
domains, a chain-based network deployment strategy has been
introduced in [13]. This strategy aims to reduce the cost and
latency using the virtual network function. Similarly, in [14],
a collaborative service deployment and assignment scheme
has been proposed in edge networks. The integrated resource
provisioning model has been designed to seamlessly provide
services across the edge servers and cloud server in [15].
This method effectively considered various service demands
from the users and dynamically schedules the incoming tasks
to achieve efficient service deployment. In [16], an energy-
efficient task allocation scheme for a mobile cloud system
has been designed to minimize the power consumption of the
computing servers while meeting the deadline.

Hazra et al. [6] have developed a 6G-aware fog federation
model to effectively schedule the resources in fog networks
using a noncooperative Stackelberg game theory with mini-
mum service costs while maximizing the users’ satisfaction
ratio. To balance the power consumption and delay trade-
off between the mobile devices and computing servers, three
queuing models have been applied in [17] that find the optimal
uploading probability and transmit power for each server.
The energy-efficient multitasking strategy has been proposed
at multiaccess mobile-edge computing networks in [18] that
minimized the total power consumption of the computing
devices with a suitable scheduling order. Furthermore, a joint
optimization problem has been formulated in [19] to minimize
the power consumption and delay of the incoming tasks using
a weighted function.

Thennakoon et al. [20] have evaluated the series of machine
learning (ML) models over credit card fraud detection data
sets to find the best classification model concerning the type of
frauds. The various ML classification models have been inves-
tigated over different financial data sets in [21] to resolve the
issue of the data imbalance. Mashrur et al. [22] have studied
the ML classification models in various financial institutions
that include credit rating, bankruptcy prediction, and fraud
detection. Dhieb et al. [23] have developed an automated
insurance prediction system to reduce human interaction,
secure insurance activities, notify risky customers, and detect
fraudulent claims. Makki et al. [24] have revealed the classi-
fication models ineffectively only when the financial data are
highly imbalanced. Ullah et al. [25] have considered the ran-
dom forest (RF) algorithm to classify the churned customers
using two data sets with higher prediction accuracy. Therefore,
the critical challenge for analyzing the FinTech applications at
the edge level is to distribute the incoming tasks on the local
edge devices or centralized cloud servers as per their impor-
tance through an efficient service deployment and prediction
strategy with higher accuracy. Considering these challenges
as a motivation, we design an efficient ranked-based service
deployment (RBSD) strategy for predictive analysis of FinTech
applications with the support vector machine (SVM) algorithm
at edge networks for achieving higher prediction accuracy and
minimum delay.

C. Contributions

Our main contributions of the RBSD strategy for predictive
analysis of the FinTech applications at edge networks are
summarized as follows.

1) Design a new ranked-based strategy for classifying the
incoming financial tasks at the edge of the network,
such as risk-based and nonrisk-based tasks as per their
priority. Such a classification aids for analyzing the risk-
based financial data at the distributed edge devices with
minimum delay and higher accuracy.

2) Devise a service deployment strategy with a perfect
matching theorem in the graph theory, i.e., Hall′s theo-
rem for distributing the ranked-based tasks to the remote
computing devices. Hall′s theorem is used to find a per-
fect matching between the ranked-based tasks and the
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Fig. 1. Edge framework for predictive analysis of FinTech applications.

active set of computing devices for minimizing power
consumption at networks.

3) Introduce a standard SVM classification model for ana-
lyzing the ranked-based tasks at the edge networks using
a real data set with higher accuracy and precision.
The SVM model uses a small-scale data set for risk
prediction at the edge level, whereas a large-scale
data set is used for prediction at the cloud level with
minimum error.

4) Extensive simulation results demonstrate the effective-
ness of the proposed RBSD strategy at edge networks
for FinTech applications in terms of average delay and
power consumption. Besides that, the standard SVM
technique demonstrates the effectiveness of analyzing
financial tasks with real data sets at edge networks over
standard classification models in terms of accuracy and
precision.

The remainder of this article is organized as follows. Section II
highlights the system model followed by the problem formula-
tion of edge networks for FinTech applications. The proposed
service deployment strategy for predictive analysis of FinTech
applications is discussed in Section III. The empirical eval-
uations of the proposed methodology over the existing ones
are elaborated in Section IV. Finally, Section V concludes the
work and highlights future directions.

II. SYSTEM MODEL AND PROBLEM FORMULATION

This section describes the proposed edge-centric service
deployment framework for predictive analysis of FinTech IoT
applications followed by the problem formulation.

A. System Model

The proposed edge-centric service deployment frame-
work for FinTech applications is depicted in Fig. 1. This
network is constructed with a set of edge servers S =
{S1, S2, S3, . . . , Sd} and finite number of remote cloud servers
R = {R1, R2, R3, . . . , Ro}. The computing servers are
highly capable to process the large amount of financial
data, collected from the set of FinTech IoT devices D =

{D1, D2, D3, . . . , Df }. These devices seamlessly generate the
financial tasks T = {T1, T2, . . . , Tf } with various degrees of
importance, including risk-based (R) and non-risk (NR) finan-
cial tasks, i.e., (T ∈ (R ∪ NR)). Furthermore, the financial
tasks are processed either locally or transmitted to the remote
computing servers for further predictions through a set of gate-
way devices G, denoted as G = {G1, G2, . . . , Gd}. The local
gateway devices are responsible for task ranking and service
deployment decisions over the received data. Due to inefficient
processing capacity (τCPU

end ) and power consumption (PCPU
end ),

the efficiency of these two metrics for IoT devices is always
less than the edge and cloud servers. Likewise, the CPU capac-
ity and power consumption of an edge device (τCPU

edge , PCPU
edge)

should be less than the remote cloud server (τCPU
cloud, PCPU

cloud).
In this network, the set of local edge devices and remote

cloud servers is represented as SR = (S ∪ R). The edge-
centric network cogitates that the ith risk-based financial task,
referred to as TR

i , is assigned to the local edge devices.
Similarly, the nonrisk-based financial task, referred to as TNR

i ,
is deployed to the remote cloud servers. The input and output
sizes of each task are denoted as T in

i and Tout
i , respectively.

For instance, the task assignment probability X(i, j) is stated
that the assignment of a financial task i to the jth comput-
ing device ∀j ∈ (D ∪ SR). In this scenario, the value of task
assignment probability X(i, j) is 1, if the ith task is assigned
to the jth computing device, where ∀j ∈ (D∪SR), otherwise,
X(i, j) is 0. Therefore, this work mainly focuses to investigate
the impact of both power consumption and delay of financial
tasks in three different operational modes, including financial
task uploading, downloading, and processing.

B. Local Execution Mode

The local FinTech IoT devices have limited power and CPU
frequency (τCPU

i ). For instance, the ith task can process locally
when the required CPU frequency of the incoming task is less
than or equal to the available CPU capacity of the local IoT
device. The total time required to execute the ith task in the
jth IoT device is expressed as follows:

PRij = X(i, j)× T in
i

τCPU
i

: ∀i ∈ T , j ∈ D. (1)

Processing the task at local IoT devices depends on CPU
frequency instead of the communication delay. Let us consider
that the required power to process a 1-bit task at the jth IoT
device is defined as PCPU

j . Thus, the overall power consumed
by the task i at the jth IoT device is computed as follows:

Pproc
ij = X(i, j)× T in

i

τCPU
i

× PCPU
j : ∀i ∈ T , j ∈ D. (2)

C. Remote Execution Mode

Due to the limited processing and storage capacity of the
FinTech IoT devices, the large volume of financial tasks T is
directly uploaded to the remote edge or cloud servers for fur-
ther predictions. Therefore, the total time required to process
the financial tasks at remote computing devices depends on the
uploading, downloading, and processing time. For instance, if
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a task i is assigned to the jth computing device, i.e., ∀i ∈ T , j ∈
(S,R), then the transmission rate of the ith task to jth comput-
ing device is defined as γ

up
ij =W in

ij log(1+Pup
j × [δpower

i /α2
i ]).

Here, W in
ij indicates the channel utilization factor between the

ith IoT device and the jth computing device. α2
i and PUP

j repre-
sent the additive white Gaussian noise of the local IoT device
and the transmission power to offload the task to the jth com-
puting device, respectively. Thus, the total transmission time
required to upload the task to the remote computing device
can be formulated as follows:

Tup
ij = X(i, j)× T in

i

γ
up
ij

: ∀i ∈ T , j ∈ L(S,R). (3)

Consequently, the uploading power consumption (Pup
ij ) of

the ith financial task to jth remote computing device is
expressed as follows:

Pup
ij = Tup

ij × Pup
j : ∀i ∈ T , j ∈ (S,R). (4)

The total time required to execute a task i ∀i ∈ (T R
i , T NR

i )

on the jth remote computing device ∀j ∈ (S,R) is defined as
follows:

Pij =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

μR
kj × X(i, j)× T in

i

TCPU
i

if, Ti ∈ T R
i , j ∈ S

μNR
kj × X(i, j)× T in

i

TCPU
i

if, Ti ∈ T NR
i , j ∈ S

(
1− μR

kj

)
× X(i, j)× T in

i

TCPU
i

if, Ti ∈ T R
i , j ∈ R

(
1− μNR

kj

)
× X(i, j)× T in

i

TCPU
i

if, Ti ∈ T NR
i , j ∈ R.

(5)

The arrival rate of the financial task on the remote edge
and cloud servers is represented as λ

edge
i and λcloud

i , respec-
tively. Furthermore, the waiting time lij of the ith task before
assigning to the jth computing device is defined as follows:

lij = λ
edge
i

Tin2
i

τCPU
i

(
τCPU

i − λ
edge
i × T in

i

)
: j ∈ (S,R). (6)

The total execution delay of the ith task on jth computing
device at time t is expressed as l(t) = ∑q

i=1 lij. Let PCPU
j

represents the processing power to process 1-bit data at remote
computing device. Thus, the total consumed power to process
the ith task on the jth remote computing device is measured
as follows:

Pproc
ij = Pij × PCPU

j : ∀i ∈ T , j ∈ (S,R). (7)

Let σ
power
j represents the channel power gain of the jth

computing device. Wout
ij and δ

power
j denote the channel utiliza-

tion between remote jth computing device to ith IoT device
and required transmission power of jth remote computing
device. Thus, the power consumption of the ith task during
the downloading process (γ down

ji ) is defined as follows:

γ down
ji =Wout

ij log

(

1+ Pdown
j × δ

power
j

α2
j

)

: ∀i ∈ T , j ∈ (S,R)

(8)

where α2
j denotes the Gaussian noise ratio on the jth remote

computing device. The downloading time Tdown
ji from the jth

computing device to the ith IoT device is defined as follows:

Tdown
ij = X(j, i)× Tout

i

γ down
ji

: ∀i ∈ T , j ∈ (S,R). (9)

Subsequently, the downloading power consumption of the
ith financial task is computed as follows:

Pdown
ij = X(i, j)× Tout

i ×
Pdown

j

Wout
ij × log

(

1+ Pdown
j × δ

power
j

α2
j

) .

(10)

The total power consumption of a financial task i during
computation at jth remote computing device is measured as
follows:

Ptotal
ij =

(
Pup

ij + Pproc
ij + Pdown

ji

)
. (11)

Therefore, the total power consumption (Ptotal
ij (t)) of a finan-

cial task i during uploading, processing, and downloading to
the jth computing device at time t is expressed as follows:

Ptotal
ij (t) =

(
Pup

ij (t)+ Pproc
ij (t)+ Pdown

ij (t)
)
. (12)

D. Problem Formulation

The main goal of this work is to minimize the power
consumption and delay of the financial tasks in three differ-
ent modes, such as uploading, processing, and downloading
phase. If a financial task is assigned to the local IoT device
D, then the total power consumed (i.e., Ptotal

ij ) by the ith
financial task is equal to the processing power (Pproc

ij ) in the
local IoT device. However, if i is assigned to the local edge
or remote cloud server j, then the total power consumption
(Ptotal

ij ) by the task i depends on the uploading power Pup
ij ,

downloading power Pproc
ij , and processing power Pproc

ij , i.e.,
Ptotal

ij = (Pup
ij + Pproc

ij + Pdown
ij ). The objective function of the

work with necessary constraints is formulated as follows:

minimize
n∑

i=1

Ptotal
ij (t) (13a)

subject to Ptotal
ij (t) ≤ ηmax

j , j ∈ (S ∪R) (13b)

lij(t) ≤ lmax
j , j ∈ (S ∪R) (13c)

τCPU
i (t) ≤ τmax

i , j ∈ (S ∪R) (13d)
(|T|)∑

i=1

|SR|∑

j=1

X(i, j) ≤ |S ∪R| (13e)

(|T|)∑

j=1

X(i, j) = 1. (13f)

From the above problem formulation, constraints (13b) and
(13c) state the total power consumption and delay of a finan-
cial task i should be less than or equal to the maximum power
consumption ηmax

j and delay lmax
ij , respectively. According to

constraint (13d), the required CPU frequency of the ith finan-
cial task should be less than or equal to the selected computing
device j. Equation (13e) represents the active number of remote
computing devices in the network. Finally, constraint (13f)
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states that each financial task should be assigned at most one
computing device at time t.

III. RANKED-BASED SERVICE DEPLOYMENT STRATEGY

This section presents an effective RBSD strategy for
FinTech IoT applications at edge networks. Initially, the
incoming tasks from various FinTech IoT devices are ranked
according to their importance and priorities. Then, the ranked
financial tasks are assigned to the suitable computing devices
for further analysis.

A. Ranked-Based Task Classification

In the ranked-based classification model, the incoming
financial tasks from the IoT devices are classified based
on their degrees of importance and service requirements.
Subsequently, the ranked tasks are placed into the buffers of
a local gateway device for making further decisions. To get
instant response from the local edge devices, the rank index (η)

factor is introduced to identify the importance of the financial
tasks and locate them according to the nondecreasing order.
We consider η is a priority threshold value to classify the sever-
ity of incoming financial tasks. With the help of (η) value,
the financial tasks are effectively categorized into two types:
1) risk-based (R) and 2) nonrisk-based (NR) tasks, represented
as TR

i and TNR
i , respectively. The values 0 and 1 indicates the

types of the incoming task, i.e., 0 represents risk-based task
TR

i and 1 represents the nonrisk-based task TNR
i .

In this way, the proposed RBSD strategy satisfies the fol-
lowing two constraints: 1) a task Ti is called a risk-based task
if η(Ti) ≥ 0.5 or 2) a nonrisk-based task if η(Ti) < 0.5. Based
on the ranking orders, the risk-based tasks are placed into the
risk-based buffer ωR

i (t), if Ti ∈ TR
i or to the nonrisk-based

buffer ωNR
i (t), if Ti ∈ TNR

i . The systematic workflow of the
ranked-based classification model is illustrated in Fig. 2. In
this model, the arrival rate of financial tasks is symbolically
represented using a Poisson process with the density function
f (t) = λe

i − λt
i. The parameters λi and φjk denote the finan-

cial task arrival rate and the task uploading probability from
the jth IoT device to the kth gateway device, respectively. The
offloading decisions at the kth gateway device is defined as
λrem

jk = φjk × λi ∀j ∈ D. Thus, the arrival rate of the ith task
for processing locally on the jth IoT device is formulated as
follows:

λlocal
ij = (1− φjk

)× λi. (14)

The arrival rate of the set of financial tasks (σjk ) under a
risk-based buffer of the kth local gateway device is defined as
follows:

λR
jk = σjk × λrem

jk . (15)

Similarly, the remaining set of financial tasks that arrive
under a nonrisk-based buffer of the kth gateway device is
expressed as follows:

λNR
jk =

(
1− σjk

)× λrem
jk . (16)

The probabilities of assigning risk-based and nonrisk-based
financial tasks to the jth computing device are expressed as

Fig. 2. Workflow of ranked-based task classification.

μR
kj and μNR

kj , respectively. Thus, the arrival rate of the ith task
from the kth gateway device to the jth edge device ∀j ∈ S is
expressed as follows:

λ
edge
i = μR

kj × λR
jk + μNR

kj × λNR
jk (17)

= μR
kj × σjk × λrem

jk + μNR
kj ×

(
1− σjk

)× λrem
jk . (18)

Similarly, the task arrival rate of the ith task to the jth remote
cloud server ∀j ∈ R from the kth gateway device is represented
as follows:

λcloud
i =

(
1− μR

kj

)
× λR

jk +
(

1− μNR
kj

)
× λNR

jk

=
(

1− μR
kj

)
× σjk × λrem

jk +
(

1− μNR
kj

)
(19)

× (1− σjk
)× λrem

jk . (20)

The total arrival rate of risk-based [i.e.,
∑

(j∈I) ωR
i (t)λR

i ] and
nonrisk-based financial tasks [i.e.,

∑
(j∈J) ωNR

j (t)λNR
j ], and ser-

vice rate (μij) at the local buffer of the gateway device do not
create much impact on financial tasks uploading and down-
loading decisions at time t. Furthermore, the power-efficient
task uploading decisions can be achieved using the following
function:

βout
Ti

(t) = minimize
∑

j∈S,R

(
T in

i × Pup
j

)

W in
ij

+ PCPU
j × T in

i

τCPU
i

+
(

Tout
i × Pdown

j

)

Wout
ji

+
∑

i

∈ IωR
i (t)× μi(t)

−
∑

j

∈ JωN
i R(t)× μj(t).

Based on the above formulation, it is proved that the
ranked-based classification model satisfies the power con-
sumption and delay constraints [from (13a)–(13h)] in the edge
networks. Next, the classified tasks are assigned to the suitable
remote computing devices for further analysis using a perfect
matching algorithm.
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B. Service Deployment Strategy With Perfect Matching

This section discusses the proposed service deployment
strategy with a perfect matching theorem for assigning the
ranked-based tasks of the FinTech IoT applications to suit-
able remote computing devices for further prediction while
minimizing the power consumption and delay. To map the
ranked financial tasks with the active set of computing servers,
a well-known perfect matching theorem in the graph the-
ory, namely, Hall′s theorem is considered in edge networks.
Mathematically, the perfect mapping function is expressed as
P: Ti → C between the ranked task set T and the computing
devices c using a link weight function F : Q→ R+ ∪∞. In
this model, the weight function Fij between the ranked task Ti

and computing server Cj always depends on the total power
consumption (Ptotal

ij ). Constantly, the gateway device produces
a new set of ranked financial tasks concerning the availability
of the active set of computing devices.

Hall′s perfect matching theorem for FinTech IoT applica-
tions at the local gateway device is depicted in Fig. 3. The
decision making graph is constructed using hall’s complete
bipartite graph G (M, N), which consists of a set of ver-
tices and dummy edges with a positive link weight ∞ in the
form of power consumption. In this graph, the ranked-based
task assignment starts with a dual matching solution such that
Dj = 0 ∀j ∈ C and Di = MIN(Fij) : Nij ∈ K(i) ∀i ∈ T . This
condition states that the tight edges N′ has at least one perfect
matching in subgraph G′, defined as Fij = Di + Dj. If there
is no matching N′, then the dual value of the correspond-
ing Hall′s financial tasks set is modified by adding a constant
value K to Ti and subtracting the value K from Cj, referred as
Di = Di + K and Dj = Dj − K, respectively.

In a given task assignment graph G = (M, N) with bipar-
tition (T, C), where M = (T ∪ C) and a perfect matching
function P : T → C such that G assigns set of all ranked-based
tasks T in each time frame if and only if |X| ≥ |B(X)|, where
X ⊆ T and B(X) = (h ∈ C|C = (S∪R), (T, C) ∈ Q, and ∀T ∈
X). Let us consider that X = (T1, T2, T3, T4), X ⊆ T , then
B(X) = B(T1) ∪ B(T2) ∪ B(T3) ∪ B(T4) = (C1, C2, C3, C4).
Hence, the Hall′s condition is satisfied with |X| ≤ |B(X)|,
where X is the set of all possible combination of tasks in the
financial task set T . The condition |X| ≤ |B(X)| denotes that
all the subsets of T are mapped when there exists a mapping
from financial tasks to the corresponding computing devices.
Therefore, Hall′s condition is satisfied and the graph G has
saturated matching from task T to the edge device S .

As shown in Fig. 3, the financial task T2 is perfectly
matched with C2, and T3 is matched with C3. However, for
task T3, there is no tight matching in the set C, which indi-
cates that among the tight edges in N′ both the tasks T2 and
T3 have a perfect matching. Furthermore, for a task T1, there
is a Hall′s set, i.e., T1 ∪ T3. Accordingly, the ranked-based
task assignment graph needs to be modified using the dual
value, so the subgraph G′ extends with untight edges until
a perfect match is found. For this purpose, the subgraph G′
is modified by adding the value of K in the financial task
set T and removing K from the set C. Based on the perfect
matching theorem, each ranked task Ti is assigned or mapped

Fig. 3. Service deployment with perfect matching theorem.

to at most one remote computing device Cj, which ensures
the financial task assignment constraint (13d). Finally, all the
ranked-based financial tasks are assigned to the suitable edge
devices based on their perfect matching order. Furthermore, the
proposed service deployment strategy decreases the computa-
tion and communication overhead of the network by assigning
the nonrisk-based tasks to the remote cloud servers while find-
ing a maximum matching between the ranked-based tasks and
local edge devices. The systematic procedures of the RBSD
strategy are depicted in Algorithm 1.

C. Predictive Analysis at Edge Networks

The huge volume of data, collected from various FinTech
applications through Nx-IoT, demands instant decisions and
service requirements from the banking or financial sec-
tors. However, most of the financial industries still pro-
cess customer-related information using traditional or manual
screening and analytic tools. Due to the digital transformation
of financial data using Nx-IoT, the instant prediction and iden-
tification of cybercriminals and frauds are challenging tasks in
financial industries. Thus, the financial industries must require
an intelligent predictive and analytical model to deal with
them. Besides that, the transmission of mixed types of finan-
cial data from FinTech IoT devices to the remote cloud server
increases the delay and power consumption of the customer
service requirements. In such cases, instigating predictive ana-
lytic models at the local edge devices helps to analyze, and
identify the huge volume of risk-based financial data and pro-
vide instant services closer to the customers with minimum
delays and errors.

Based on these perceptions, various ML classification mod-
els, such as logistic regression (LR), decision trees (DT),
SVM, and RF, have been studied and validated using different
real-time financial data sets. However, the proposed edge-
centric predictive analysis considers the SVM model as the
baseline model to effectively analyze and estimate the banking
crises with higher accuracy over other classification models.
The reason behind selecting the SVM classification model is
that the SVM model is capable to handle high-dimensional
financial data and improves significant accuracy with less
computation power [26], [27]. Furthermore, to estimate the
decision function with minimum error, the SVM model uses
a linear model with a nonlinear boundaries class based on
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Algorithm 1: Ranked-Based Service Deployment

1 INPUT: Rank index factor: η, Incoming tasks: Ti, Set of
computing servers:C← (S ∪ R), Risk based buffer: ωR

i
2 OUTPUT: Classify and assign the incoming tasks to the

suitable computing servers using η

1: for i:1 to n do
2: Assign rank index factor η to the incoming tasks
3: if A task ωNR

i ← TNR
i ≤ η then

4: Assign a TN
i R to non-risk-based buffer ωNR

i
5: end if
6: if A task ωR

i ← TR
i ≥ η then

7: Assign a TR
i to risk-based buffer ωR

i
8: end if
9: Assign ranked tasks to the suitable C using Perfect

matching
10: if |X| ≤ |B(X)|) then
11: Graph has a saturated matching of Ti

12: end if
13: if |X| ≥ |B(X)|) then
14: Find matching from N′ Where (Fij = Di − Dj);
15: Modify Di = Di + k,∀i ∈ T
16: Modify Dj = Dj + k,∀i ∈ T
17: Update the value of tight edges N′ based the

matching function F
18: end if
19: Assign risk based financial tasks TR

i to the edge
server Sj

20: end for
21: for All ranked tasks Tij ∈ ωNR

j do
22: Assign non-risk based financial tasks TNR

i to the
remote cloud server Rj

23: end for
24: Return a perfect mapping function

support vectors. In the proposed strategy, with the help of the
SVM classification model, the ranked-based tasks are analyzed
and predicted at the resource-constraints edge devices to get
an instant response and enhance the service requirements of
the customers. Similarly, the nonrisk-based tasks are analyzed
at the remote cloud server for future predictions.

IV. EMPIRICAL EVALUATION

This section briefly discusses the empirical evaluation
of the proposed ranked-based classification model and ser-
vice deployment strategy in edge networks. The proposed
edge-centric FinTech framework is quantified and validated
concerning average delay and power consumption. To ver-
ify the ability of the edge-centric framework, we compare
the proposed framework with two baseline schemes, such as
CoISDA [14] and OSP [15]. Furthermore, the predictive clas-
sification model, i.e., the SVM technique, is applied over the
financial tasks at both edge and cloud server to prove the
superiority of the proposed framework and the results are
compared with the state-of-the-art models, including LR [28],
DT [29], and RF, [30]. Furthermore, different validation

TABLE I
SIMULATION PARAMETERS

metrics, including accuracy, precision, recall, and F1 score, are
considered to find the effectiveness of the SVM classification
models for financial risk predictions.

A. Experimental Setup and Data Set

The proposed strategy has been implemented on Intel
Core i7-8550U Quad-Core CPU with 12-GB RAM using the
Ubuntu LTS operating system. The simulation test parameters
are summarized in Table I. The edge network consists of 500
FinTech IoT devices that generate 500 tasks/s in each times-
tamp. Here, the maximum data transmission rate is fixed to
2.5 Mb/s, the range of input task size is T in

i is [50 kb–10 Mb],
and the financial task arrival rate on the edge devices λ

edge
i is

0.125, and the remote cloud server λcloud
i is 0.25. Here, the

ranked-based financial tasks are analyzed using real data sets,
such as credit card fraud prediction (D1),1 credit card risk
prediction (D2),2 customer churn prediction (D3),3 and insur-
ance claim prediction (D4).4 Table II contains the summary
of FinTech data sets and their properties for edge-cloud-level
analysis.

B. Simulation Results

The simulation results of the proposed service deployment
strategy are evaluated in two different phases, such as commu-
nication and computation, respectively. In the first phase, the
delay and power consumption of the incoming financial tasks
have been analyzed in edge networks. Likewise, the prediction
accuracy of the classification models has been tested and val-
idated in the computation phase. The quantitative results of
the proposed strategy are concisely described in the following
subsections.

1) Analysis of Delay: Fig. 4 shows the impact of task
assignment over the delay in edge networks. The delay of
the financial task depends on the processing, uploading, and
downloading time while assigning to the remote computing
devices. The delay variation of the risk-based tasks is 29.6 ms,
which is lower than the nonrisk-based tasks (41.2 ms), as
depicted in Fig. 4(a). Moreover, the rank index factor η is
introduced to classify the incoming financial tasks based on

1https://www.kaggle.com/nandini1999/credit-card-fraud-detection
2https://www.kaggle.com/kabure/predicting-credit-risk-model-pipeline
3https://www.kaggle.com/kmalit/bank-customer-churn-prediction
4https://www.kaggle.com/saikrishna223/insuranceclaimprediction
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TABLE II
SUMMARY OF FINTECH DATA SETS AND THEIR PROPERTIES FOR EDGE-CLOUD-LEVEL ANALYSIS

Fig. 4. Impact of task assignment over delay. (a) Various financial tasks.
(b) Comparative analysis with baseline schemes.

the different order of severity. Fig. 4(b) presents the compar-
ative analysis of the average delay of the proposed RBSD
with the baseline schemes. From the analysis, it is noticed
that the average delay of the baseline schemes, i.e., CoISDA
(37.2 ms) and OSP (46.9 ms), is increased while varying the
task arrival rate, which is higher than the proposed RBSD
strategy (19.4 ms). The main reason behind that the existing
schemes do not consider any ranking model to classify the
incoming financial tasks based on their importance and assign
them to suitable computing devices. However, the proposed
RBSD method used a ranked-based classification model and an
efficient service deployment strategy for analyzing the FinTech
tasks at the edge of the networks, which reduces the delay. The
proposed RBSD strategy has minimized the delay by 17.8%
and 27.5% over CoISDA and OSP, respectively.

2) Analysis of Power Consumption: The impact of power
consumption during the financial task assignment from the IoT
devices to the remote computing devices through a local gate-
way is shown in Fig. 5. From Fig. 5(a), it is noted that the total
required power of the IoT device (24.53 mW) is less than the
distributed edge devices (33.67 mW) or remote cloud servers
(46.82 mW) while task analysis. However, the total power
consumption of the financial tasks depends on the upload-
ing, downloading, and processing power. Besides that, the long
communication distance between the IoT devices and remote
computing devices can increase the uploading and download-
ing time of the financial tasks, which further increases the total
power consumption. The proposed RBSD strategy distributes
the ranked-based tasks on the local edge devices (mainly
risk-based tasks), which causes communication distance and
required power consumption of the FinTech tasks. Fig. 5(b)
presents the comparative analysis of average power consump-
tion of the proposed strategy with baseline schemes. From
the analysis, it is observed that the proposed strategy con-
sumes low power (29.93 mW), while the existing schemes
CoISDA and OSP consume 37.71 and 43.59 mW, respectively.
Moreover, the quantitative analysis results show that RBSD
outperforms over CoISDA and OSP schemes, which reduces
the power consumption by 7.7% and 13.6%, respectively.

Fig. 5. Impact of task assignment over power consumption. (a) Various
financial tasks. (b) Comparative analysis with baseline schemes.

Fig. 6. Edge-level analysis using MLCAs. (a) Prediction results of D1.
(b) Prediction results of D2.

3) Predictive Analysis at Edge Level: The predictive anal-
ysis results of various classification models at the edge devices
are listed in Table III. After uploading the risk-based finan-
cial tasks to the local edge devices, the standard classification
models have been applied over the risk-based data sets. In the
edge-based analysis, two different types of risk-based financial
data sets (i.e., D1 and D2) are considered to validate and test
the classification models. The prediction results of standard
classification models with respect to the various performance
metrics over D1 and D2 are shown in Fig. 6(a) and (b), respec-
tively. From the analysis, it is evident that the SVM model
provides better accuracy over the standard classification mod-
els, such as LR, DT, and RF models. The SVM model achieves
98.49% accuracy while predicting the valid and fraud cus-
tomers using the D1 data set. However, the accuracy result
of this model is different when considering the D2 data set
to predict the good and bad credit risk assessments. In this
case, the accuracy rate of the SVM classifier achieves 99.02%,
which is much higher than other standard classification mod-
els. Thus, SVM yields a minimum mean absolute error of 0.27
at edge level, which is less than the standard baseline mod-
els. This is achieved by ranking and selecting more critical
features from the data set before training the models at edge
networks.

4) Predictive Analysis at Cloud Level: The predictive anal-
ysis results of various classification models at the cloud server
are summarized in Table IV. The proposed service deployment
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TABLE III
PREDICTION ACCURACY OF VARIOUS CLASSIFICATION MODELS IN EDGE SERVER

TABLE IV
PREDICTION ACCURACY OF VARIOUS CLASSIFICATION MODELS IN CLOUD SERVER

Fig. 7. Cloud-level analysis using MLCAs. (a) Prediction results of D3.
(b) Prediction results of D4.

strategy deployed the nonrisk-based financial tasks to the cloud
server and the standard classification models have been applied
over the nonrisk-based financial data sets for further analysis.
In the cloud-based analysis, two different types of nonrisk-
based financial data sets (i.e., D3 and D4) are considered
to validate and test the classification models. The prediction
results of the standards classification models over D3 and D4
are shown in Fig. 7(a) and (b), respectively. From the analy-
sis, it is observed that the accuracy of the SVM classification
model is greatly increased than the other standard classifica-
tion models. The SVM classification model achieves 99.64%
accuracy while predicting the churned and retained banking
customers using the D3 data set. However, the accuracy of
the same model for the D4 data set is improved by 99.26%,
which predicts the status of claimed and unclaimed insurance
of the customers, which is higher than the standard classifi-
cation models. Thus, SVM yields a minimum mean absolute
error of 0.36 at cloud level, which is less than the standard
baseline models.

Also, it is noticed that the values of precision, recall, and F1
score for all the data sets (i.e., D1–D4) show higher variations
in the SVM model, whereas other classification models yield
fewer variations for the same set of performance metrics. Thus,
the proposed RBSD strategy along with the SVM classification
model improves the risk prediction accuracy of the financial
tasks and power consumption of the edge networks.

V. CONCLUSION

In this article, we have proposed an RBSD strategy for
predictive financial data analysis at the edge networks. The
main aim of this work is to analyze the risk-based financial
task at the local edge devices with a standard SVM algorithm
for minimizing the average delay and power consumption
while maximizing the prediction accuracy. To achieve this,
a ranked-based strategy has been designed for classifying the
incoming financial tasks based on their priorities. Furthermore,
a service deployment strategy has been developed using a pre-
fect matching theorem, i.e., Hall theorem for assigning the
classified task on the suitable remote computing devices as
per their importance. Extensive simulation results exhibit the
effectiveness of the proposed RBSD strategy and the SVM
algorithm at edge networks over baseline algorithms and stan-
dard classification models, respectively. The proposed strat-
egy minimizes 17.8%–27.5% average delay and 7.7%–13.6%
power consumption over the baseline algorithms. Furthermore,
the SVM algorithm achieves 98.49%, and 99.02% accuracy
while analyzing the data at the edge level of the network. In
the future, we will enhance the proposed strategy for FinTech
application by introducing various data aggregation and data
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fusion techniques at edge networks for minimizing network
overhead and achieving higher prediction accuracy.
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Abstract—Propelled by the growth of automotive industry, and the ubiquity of smart

sensors, intelligent transport systems such as the Internet of Vehicles (IoV) have seen

significant research interest in recent times. The emerging distributed IoV networks

support real-time vehicular applications through on-device computing, communication-

efficient data processing, edge computing, and cloud aggregation. While enriching the user

experience by minimizing the end-to-end latency through efficient energy management, IoV

deployments face the fundamental challenge of security attacks. In this article, we discuss

various security attack modes in an edge-centric intelligent IoV framework, consisting of

distributed smart vehicles, and remote processing units. We highlight various attack

detection and mitigation mechanism for the proposed IoV framework, to address the

security challenges. Finally, we shed light on several future research directions to ensure

security of sensory data in edge-centric IoV systems.
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& THE INTERNET OF Things (IoT) facilitates the

omnipresent sharing of information and knowl-

edge between connected devices with limited

human interference, which is a crucial instigator

for different applications like green infrastructure,

smart transportation networks, etc.1 Within this

paradigm, the term Internet of Vehicles (IoV) is

often encountered in the smart transportation sys-

tem, referring to the vehicular subset of the IoT.

IoV is modern technology, integrating smart devi-

ces, communication technologies (e.g., 5G and 6G)

and intelligent vehicles, sophisticated business

analytics, and human–machine cooperation to

improve efficiency, performance, and reliability.

Edge computing is a promising technology that

can improve the processing of traffic monitoring

data and enhance the performance of smart trans-

portation systems by combining knowledge and

technologies such as artificial intelligence and 6G

communication.2 6G technology helps deliver

physical level security, new security protocol,

and state-of-the-art security standardization, and

interoperability in the vehicular network while

managing mobility and high dynamicity among

the smart IoV devices. With the emergence of

edge-centric IoV systems, security becomes a crit-

ical challenge, as attackers can imitate legitimate

users to access the IoV infrastructure. Inmost sce-

narios, attackers can alert the availability, integ-

rity, and confidentiality of the remote computing

devices in the edge networks.3 Thus, this work

aims to highlight several burning IoV challenges

for security and possible solutions using edge

computing in an intelligent environment.

Accordingly, we introduce edge-centric IoV con-

cepts in Sections “Edge-Centric IoV Framework”

and “Attacks in Edge-Centric IoV.” Security issues

and detection strategies for IoV networks are pre-

sented in Sections “Security Requirements for Edge-

Centric IoV Network” and “Attack Detection Strate-

gies for Edge-Centric IoV Network,” respectively.

Future research directions and conclusion of the

work are presented in Sections “Future Research

Directions” and “Conclusion,” respectively.

EDGE-CENTRIC IOV FRAMEWORK
The IoV is a shared system that promotes

the use of data, generated by smart devices and

vehicular ad hoc networks in a distributed man-

ner.4 A fundamental aim of the IoV is to enable

vehicles to interact in real-time with their driv-

ers, other vehicles, roadside edge servers, and

pedestrians for making an intelligent transporta-

tion system. Several initiatives throughout the

world, for example, Japan, South Korea, Singa-

pore, United States, and Australia have admitted

to developing a fully automated and intelligent

transportation system.

The IoV system mainly supports three types

of level-wise communication among various

components, where the infrastructure layer con-

nects with smart vehicles, devices, and traffic

control units as presented in Figure 1. The edge

layer connects infrastructure devices with the

roadside processing units, and finally, the cloud

layer gathers the IoV data for data analytics. A

summary of the three-level IoV-communications

is explained as follows.

� Vehicle-to-Infrastructure (V2I): V2I system is

a communication framework with fixed infra-

structure, such as roadside units (RSU), sensor

technology, and network infrastructure, to sup-

port the wireless exchange of information. Tech-

nologies used for V2I communication are RFID

Tags, Wi-Fi, and Bluetooth.

� Vehicle-to-Edge (V2E): Edge server-enabled

RSU ensure seamless communication between

the moving vehicles, where the smart cars pro-

cess their generated data, share experience,

road weather conditions, and traffic signaling

information on a real-time basis. Devices used in

V2E communication are street lights, base sta-

tions, cameras, and cell towers.

� Vehicle-to-Cloud (V2C): Cloud computing

with mature storage and processing technology

is used in the IoV network for long-term data

Figure 1. Edge-centric IoV networks for

transportation system.
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analysis and traffic management. The main goal

of V2C communication is to increase intelligent

decision making, monitor vehicles remotely,

optimize traffic and traveling costs, and improve

safety for participants.

The abovementioned communication strate-

gies can be achieved through a secured and reli-

able IoV system for data transmission and storage.

ATTACKS IN EDGE-CENTRIC IOV
The security attack in the edge-centric IoV

system is one of the most crucial issues due to

frequent topology changes, distribution of

vehicles, a large volume of traffic data, limited

transmission power, etc. This IoV system sup-

ports various transmission modes including

vehicle-to-infrastructure (V2I), vehicle-to-sensor

(V2S), vehicle-to-network (V2N), vehicle-to-pedes-

trians (V2P), vehicle-to-device (V2D), vehicle-to-

edge (V2E), vehicle-to-cloud (V2C), and vehicle-to-

vehicle (V2V) to improve the safety on the road and

provide intelligent traffic management and more

convenience to the drivers, as shown in Figure 2.

However, if there is any network intrusion, the

vehicles can be controlled by attackers, which

leads to severe accidents, deaths, and also affects

the people on the roadside. There are several types

of security attacks,5 which can affect the overall

services and operations of the intelligent transport

system, as depicted in Table 1.

Denial of Service Attack In the Denial-of-Ser-

vice (DoS) attack, the attacker intends to disrupt

the normal traffic and reduces the performance

of the network by flooding the target with irrele-

vant messages. The primary target of the

attacker would be the RSU, which acts as a core

component to authenticate, manage, and update

the vehicle’s information.

Blackhole Attack In IoV, a malicious node

sends false route information to other participat-

ing vehicle nodes. This introduces itself as an

optimum route and causes other vehicles to

route the traffic information via malicious ones,

i.e., no traffic can move through the network to

Table 1. Comparison of security attacks with different properties.

Type of attack Type of attacker Security requirements
Level of

attacks

Types of

communication

Denial of Service
Malicious, Active, and

Insider
Availability High V2I/V2E/V2C

Black hole Passive and outsider Availability Moderate V2V

Timing Malicious and Insider Integrity and Authentication High V2V/V2I

Warm hole Malicious and Outsider
Availability and

Confidentiality
Moderate V2V

Sybil Insider and Network Attack
Authentication and

Availability
High V2V

Gray hole Passive and Outsider Availability Moderate V2V

Illusion Insider and Outsider Authentication and Integrity Low V2V/V2I

Man-in-the-

middle

Insider and Monitoring

Attack
Integrity and Confidentiality Moderate V2V

Replay
Insider and monitoring

Attack
Authentication and Integrity High V2V/V2C

Malware

injection
Outsider Availability and Integrity Moderate V2V/V2I/V2E/V2C

Figure 2. Types of communications links in IoV

network.
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other vehicles. Thus, the malicious node drops

all the incoming traffic instead of forwarding

them to a specific RSU.

TimingAttackA timing attack in intelligent con-

nected vehicles is a serious attack, where a mali-

cious vehicle receives time-critical updates and

traffic information and it does not forward the

message to the neighboring vehicles at the right

time instead it includes some false time slots to

the original message to make further delay.

Warmhole Attack In a wormhole attack, two

or more malicious vehicles create a tunnel to

hide the true distance and entice other normal

vehicles to transmit their traffic information

across the malicious vehicles. Also, they start to

absorb the normal flow of messages and cause

traffic conjunction or collaborate with other

malicious nodes.

Sybil Attack In this attack, an attacker or mali-

cious vehicle generates multiple identities to imi-

tate multiple vehicles in the IoV network at the

same time. Due to these wrong identities, a

driver or normal vehicle cannot identify the false

position information, transmitted by the mali-

cious vehicle. Thus, the malicious vehicle cre-

ates chaos among normal vehicles and increases

the huge security risks in the IoV system.

Grayhole Attack In a gray hole attack, the

attacker or malicious vehicle advertises an opti-

mum route and selectively drops the traffic route

information from a specific set of vehicle nodes

or drops traffic information probabilistically and

forwards all other traffic to a specific RSU.

Illusion Attack In an illusion attack, attackers

collect and alter the readings from the sensors

and RSUs of the IoV system. They generate an illu-

sion by disseminating false traffic warning alerts

to other neighborhood vehicles based on the cur-

rent road conditions. Thus, spreading more illu-

sion can increase the possibility of traffic jams,

accidents, and reduce the network performance.

Man-in-the Middle Attack In a man-in-the-

middle attack, an attacker or malicious vehicle

intercepts the communication process between

the vehicle and RSU. The malicious vehicle

modifies the sensor readings, secretly eaves-

drops, and steals personal information. Thus,

the vehicle can inject false information and

secretly relays between two vehicles.

Replay Attack In a replay attack, an attacker

captures the data, sent over the IoV network.

This attacker acts as an original sender and

deceptively delays or repeats the valid transmis-

sions to misdirect the RSU. Thus, the reply attack

affects the secure communication between a

vehicle and RSU.

Malware Injection Attacks This type of

attack is mostly executed by the attackers to take

control of the driver’s or vehicle’s information,

stored in an edge server. For this purpose, themal-

ware software or codes are injected into the run-

ning process to perform malicious activities such

asmanipulating or stealing the traffic information.

SECURITY REQUIREMENTS FOR
EDGE-CENTRIC IOV NETWORK

Security are the two significant key require-

ments for an edge-centric IoV network due to shar-

ing critical safety data and computing resources

on the local edge server for further analysis. The

layered architecture components of edge-centric

IoV are shown in Figure 3, which comprises three

distinct layers: 1) vehicle-to-infrastructure (V2I),

2) vehicle-to-edge (V2E), and 3) vehicle-to-cloud

(V2C), as depicted in Figure 2. Every layer consti-

tutes a potential threat and security attack that

can reduce the overall performance of secure

data communication. Different security require-

ments of each layer of the IoV system are

described as follows.

Vehicle-to-Infrastructure (V2I) Layer

The first layer consists of various onboard

and traffic monitoring sensors that are con-

nected to the RSUs or moving autonomous

vehicles. In this layer, the traffic data collected

from the vehicle’s sensors and the data received

by the RSUs or other vehicles should be authen-

ticated in terms of origin, content, and time.

Thus, this layer must satisfy the following secu-

rity requirements:
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Integrity and Authenticity of In-Vehicle

Communication The valid or unauthorized

traffic data transmitted from the moving vehicles

are verified and detected by the RSUs.

Integrity and Authenticity of Other

Vehicles The data received from vehicles and

RSUs in a network are verified and guaranteed to

provide authenticity to other connecting vehicles.

Confidentiality of Communication and

Data The vehicle broadcasts the captured data

to nearby RSU or another vehicle to update the

current road conditions. Thus, the broadcasted

data must be reliable and confidential to the

authorized users.

Vehicle-to-Edge (V2E) Layer

This layer is primarily responsible for storing

and processing the data from the vehicle’s sen-

sors and sending traffic warning alerts to the

right users or vehicles. In this layer, the stored

or processed data should be authenticated and

protected from malware injection attackers.

Thus, the security requirements of V2E are

summarized as follows.

Confidentiality Confidentiality requirement

provides a guarantee to the stored and proc-

essed data. These data should be encrypted

accurately, shareable, and accessible only to

authorized users.

Integrity The stored and exchanged data must

be validated and verified in an edge server.

Thus, exchanged critical safety data should be

protected from unauthorized modifications. or

malware injections. The received data must be

authenticated in terms of source, location, and

content. In this way, the data should be pro-

tected from various attacks and also ensured the

integrity of the received data.

Access Control Most of the data, collected

frommoving vehicles are important for an intelli-

gent traffic management system. With the help of

an access control mechanism, only authorized

users can able to access the data, and resources,

and private information.

Learning-Based Trust Management The

modern IoV system must adopt the traditional

attack detection strategy by developing a novel

machine or deep learning-based trust manage-

ment algorithm for connected vehicles. Thus,

the vehicles can estimate their future trust val-

ues based on the present and past trust values.

Vehicle-to-Cloud (V2C) Layer

The third layer can be connected with the

internet to provide on-demand services or addi-

tional services to authorized users. A single or

multiple vehicular cloud servers are deployed in

different locations to store and process the large

volume of traffic data. This layer must consider

the following security requirements for enhanc-

ing the accessibility of their services.

Attack Detection This security requirement

enables the cloud server to effectively identify,

store, and alerts various internal and external

attacks. Thus, various attacks should be detected

on the cloud resources from unauthorized access.

Integrity This requirement ensures the integ-

rity of the vehicular cloud server and other

tampering events.

Access Control This requirement provides

limited and controlled access to authorized

cloud users and other virtual cloud servers.

Figure 3. Layer-based architectural components

for IoV network.
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Confidentiality This type of security require-

ment must prevent the critical safety data and

sensitive information of the users from unau-

thorized users. Thus, the stored data should

be accessed and shared only with legitimate

entities.

ATTACK DETECTION STRATEGIES
FOR EDGE-CENTRIC IOV NETWORK

There are plenty of research works available in

the literature to mitigate the security issues in IoV

networks. In such networks, all the participating

vehicles on the road need to exchange traffic infor-

mation at any time, any place, any path, and to any

relevant network. Despite benefits, this network

faces a lot of security challenges due to highmobil-

ity and frequent changes in topology. Therefore, it

is very important to inspect various detection

mechanisms to minimize the attacks and provide

more secure communication in edge-centric IoV

networks. Table 2 describes the importance

and limitation of some key attack detection

mechanisms in the vehicular networks.

Boche et al.6, have designed a suitable security

detection mechanism using Turing machines to

mitigate the jammer in between senders and

receiver node. However, this mechanism failed to

focus on detecting multiple jammers within the

same network. To reduce the packet drop ratio

and detect the malicious nodes, Hassan et al.7

have presented an intelligent black hole attack

detection scheme. Based on the recent real-world

security attacks on automotive systems, Hasan

et al.8 have extensively studied the potential

threats and security detection mechanisms in the

vehicle-to-everything (V2X) communication frame-

work. Further, a novel mechanism has been pro-

posed in Quevedo et al.’s work9 to detect Sybil

nodes and false identities in the vehicular net-

works. However, this technique is not scalable

when the number of Sybil nodes is very high.

To identify the malicious vehicle nodes, a

man-in-the-middle attack resistance trust model

has been developed for connected vehicles in

Ahmad et al.’s work.10 However, this model

contains no intelligent detection mechanism to

automatically predict the opposing vehicles. An

software-defined networking based EC-SDIoV

approach has been considered to quickly identify

the presence of malicious vehicle nodes.11 How-

ever, this approach cannot able to support a large

number of malicious vehicular nodes at the

edge-centric IoV network. In the work of Tah-

boush and Agoyi,12 a hybrid wormhole attack

detection algorithm has been proposed to

detect in-band and out-of-band wormhole attack

between two successive vehicle nodes based on

the hop count. Based on this algorithm, only

the detection of wormhole attack between two

Table 2. Summary of various attacks detection mechanisms in vehicular networks.

Type of

attack
Key idea

Mode of

routing

Mode of

transmission
Limitations

Denial of

Service

To mitigate jammer and improve

valid transmissions

Network-

centric
V2I

Not able to handle jammers from

multiple malicious vehicles

Blackhole
To reduce malicious nodes and

improve reliable transmission

Node-

centric
V2V

No critical path detection mechanism

used between two-hop transmissions

Timing
To study the safety-critical

vehicular communication

Data-

centric
V2V/V2I

Not considered any security detection

mechanisms

Sybil
To detect Sybil nodes and reduce

false identities

Node-

centric
V2V

Not scalable when the number of Sybil

nodes in the IoV network are very high

Man-in- the-

middle

To identify the malicious nodes

from sharing content

Node-

centric
V2V

No intelligent detection mechanism used

to identify the malicious vehicles

Gray hole
To find the presence of malicious

nodes

Node-

centric
V2V

Difficult to identify similar types of

malicious nodes in an edge-centric IoV

Warm hole
To detect in-band and out-of-

band wormholes

Node-

centric
V2V

Not suitable for large number of

malicious vehicle nodes, present in the

IoV network.

Malware

injection

Malware injection mechanisms

using an edge-centric framework

Edge-

centric
V2I

No mechanisms developed to reduce the

device or server-side malware injections
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successive vehicle nodes is possible, however, it is

not much effective mechanism when the number

of vehicles is very highat the edge-centric network.

Similarly, Chavhan et al.13 and Wang et al.14 have

studied various types of security attacks for fog/

edge-centric IoV network.

The aforementioned studies in existing litera-

ture are leaned toward security attack challenges

and detection mechanisms in traditional vehicular

networks. However, these mechanisms are unable

to solve the issues and satisfy all the requirements

of modern edge-centric IoV networks. Thus, the

modern edge-centric IoV network requires a novel

and hybrid attack detection mechanism to auto-

matically mitigate, identify, and predict a large

number ofmalicious vehicle nodes.

FUTURE RESEARCH DIRECTIONS
Although modern IoV and intelligent trans-

portation systems have extensively benefited

from the IoT technology, risks, and challenges in

safety and reliability have also increased sub-

stantially. Among other, few open research chal-

lenges are explained as follows.

A. Intelligent and Reliable Autonomous Vehicles:

The integration of advanced sensing, AI technol-

ogy, and edge computing into the IoV system ena-

bles intelligent transportation systems that can

autonomously navigate the environment and

improve the robustness of autonomous vehicles

while making them safer on the road. The major

challenge of a context prediction approach is in

the prediction accuracy at the edge networks

while transmitting the contextual information

through a reliable communication path. Besides

that, introducing advanced AI-enabled technolo-

gies with reliable data transmission protocols is

another important challenging task for increasing

the prediction accuracy at the edge of the network.

B. Scalable Blockchain-Enabled Intelligent IoV

System:Blockchain is a constantly evolving peer-to-

peer distributed ledger technology in edge net-

works with characteristics of decentralization,

security, interoperation, and trust establishment,

and potentially lower the costs of the underpinning

infrastructure. The crucial objective of blockchain

technology is to provide security of the IoV data for

future data analysis.15 Further, blockchain technol-

ogy is transforming IoV data to the local edge

devices or centralized cloud servers by enabling

anonymous and trustful transactions in a decen-

tralized and trustless environment. Despite these

advances, several challenges remain to be

addressed in the edge-centric IoV system, including

the poor scalability, heterogeneity, and the impact

of integration on network performance.

C. Secure Data Science for Cooperative IoV Sys-

tem: A cooperative intelligent transport system (C-

ITS) aims to improve comfort, efficiency, sustain-

ability, and safety over the stand-alone systems by

increasing the effectiveness of the secured com-

munication channel and cooperation between the

IoV system and edge networks. Therefore, data sci-

ence techniques with proper security of analyzing

the sensed data are the key components of C-ITS at

edge networks. However, with the huge amount of

data from transportation sensors, the integration

of data science techniques presents a real chal-

lenge for realizing C-ITS applications in a secured

edge network. Although some attempts have been

made to explore data science for CITS, there exist

various scientific and engineering challenges,

including data multi-source heterogeneity, privacy

protection, and computational complexity.

D. Reliable Edge Intelligence for IoV System: Intel-

ligent IoV system enables different types of trans-

portation applications, including real-time video

analytics, autonomous driving, etc. that bring vari-

ous challenges to monitor and significantly

enhance safety driving, comfort riding, traffic man-

agement, etc. However, thesepowerful applications

pose significant challenges by requesting intensive

computation services with low latency. To address

the challenges, edge intelligence provides promis-

ing results in terms of data analysis at the edge of

the networks with minimum delay. The AI-enabled

technologies at edge networks help to analyze the

mission-critical applications efficiently by provid-

ing the services to the IoV systems with higher

security using reliable communication protocols.

E. Secure Federated Learning Solutions for IoV

System: In standard machine learning (ML) a cen-

tralized training is followed, i.e., data collected

from the IoV sensors are moved to the centralized

server for training. However, the centralizedmodel

raises security concerns as the raw data can be

accessed at these third-party servers. Federated

learning (FL), an emerging distributed learning

architecture, secures the data at the edge devices
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byonly sending a focusedupdate of locally learned

ML model from the participating edge devices in

the network. As the FL technique perform only a

local training on the data at the edge and remote

computing devices, a more secure distributed

learning is possible as compared to the ML

techniques.

CONCLUSION
Edge centric IoV is an emerging paradigm of

smart vehicular networks, enabled by the advance-

ments in vehicular infrastructure, local RSU, edge

servers, and cloud servers. These decentralized

transport networks utilize the edge computing

resources to reduce processing delays and mini-

mize energy consumption. Security were identified

as the topmost challenges in these edge-centric IoV

networks. Through this article, we have analyzed

different security attackmechanisms, and reviewed

the strategies to detect and eliminate such security

breaches. Finally, we have highlighted various

future research directions for reliable data trans-

mission andprotection in edge-centric IoV.
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Optimal Distribution of Workloads in Cloud-Fog
Architecture in Intelligent Vehicular Networks
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and Varun G. Menon, Senior Member, IEEE

Abstract—With the fast growth in network-connected
vehicular devices, the Internet of Vehicles (IoV) has many
advances in terms of size and speed for Intelligent Transportation
System (ITS) applications. As a result, the amount of produced
data and computational loads has increased intensely. A solution
to handle the vast volume of workload has been traditionally
cloud computing such that a substantial delay is encountered in
the processing of workload, and this has made a serious challenge
in the ITS management and workload distribution. Processing a
part of workloads at the edge-systems of the vehicular network
can reduce the processing delay while striking energy restrictions
by migrating the mission of handling workloads from powerful
servers of the cloud to the edge systems with limited computing
resources at the same time. Therefore, a fair distribution method
is required that can evenly distribute the workloads between the
powerful data centers and the light computing systems at the
edge of the vehicular network. In this paper, a kind of Genetic
Algorithm (GA) is exploited to optimize the power consumption
of edge systems and reduce delays in the processing of work-
loads simultaneously. By considering the battery depreciation,
the supporting power supply, and the delay, the proposed method
can distribute the workloads more evenly between cloud and fog
servers so that the processing delay decreases significantly. Also,
in comparison with the existing methods, the proposed algorithm
performs significantly better in both using green energy for
recharging the fog server batteries and reducing the delay in
processing data.

Index Terms—Cloud, fog, genetic algorithm, Internet of
vehicles, workload allocation.

I. I NTRODUCTION

A S a result of the tremendous growth in the number of
smart vehicular devices, the Internet of Vehicles (IoV)

has experienced rapid expansion. The increase in the number
of devices has caused a multiplication of data and large-scale
computation loads [1], [2]. Cloud computing has been pro-
posed as a solution to manage these loads [3]. However,
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Fig. 1. IoV data processing layer stack.

the time-consuming nature of the processing of workloads in
clouds is still a major issue in the field of distributed vehicular
networks [4]. Processing the workloads at the edges of the
vehicular network can reduce the processing time, but the
transmission of workloads from the data centers (which are
equipped with sustainable electric power) to the edges leads
to serious limitations in terms of supplying the required power
for computing [5], [6]. Thus, we need to achieve a balance in
distributing the processing requests between the cloud and the
edge [7].

Fig. 1 shows the layers of data processing in a cloud-fog
architecture for IoV. As can be seen in the figure, the lowest
layer contains vehicular devices that produce the data. These
devices can use their own processing resources and process
the data in positions close to the user. Although the proximity
of edge devices to the end-user remarkably reduces the delay
in request transmission and increases the response rate, these
devices have a lower processing power than the cloud. In the
next layer lie powerful routers and servers which are close to
the edge and can process the workloads without transferring
them to the cloud [8]. By moving away from the edge of the
Internet to towards the data centers, the transmission delay
will increase. In the highest layer, large data centers that
provide the enhanced capability of processing and storage are
distributed as clouds around the world. As they are very far
from the end-users, these resources usually impose long delays
in the processing of requests [9]. Also, they also consume high
amounts of electric power, whereas most edge devices can
function with small amounts of power or even with batteries.
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Fog computing is a kind of distributed computing that can
replace cloud computing by using several devices near the
edge of the vehicular network (see Fig. 1). Fog computing is
more efficient than edge computing in terms of processing,
while it is less potent than cloud computing. The chief issue
in fog computing is the high costs of the required electric
power. Nowadays, a more challenging problem is providing
sustainable energy resources that can afford the long-term
energy requirements of fog nodes in IoV [10], [11]. The
processing nodes chiefly receive their required power from
rechargeable batteries [12]. As this type of power source is
extremely limited and should be frequently recharged, the use
of renewable energies as a secondary or even the only power
supply at the network edge is necessary [13]–[15]. Thus,
we need to develop a method for striking a balance in
distributing the workloads among fog nodes and cloud data
centers so that both delay and power consumption could be
optimized. As a result, the energy resources of the IoV become
more sustainable.

To achieve this goal, the present study makes use of a
genetic algorithm in finding the best distribution for the
workloads. A review of the literature indicates that few studies
have addressed the issue of finding the best cost function and
the effect of the coefficients of this function on the algorithm’s
decision-making. Given this, this study first introduces a cost
function of distribution based on two parameters, i.e., power
and delay, and then attempts tomodify the coefficients corre-
sponding to these parametersaccording to a genetic algorithm
in order to attain the best coefficients of workload distribution
in a way that the workloads could be processed with the least
delay and the least amount of power consumption.

The genetic algorithm is a method for finding approximate
solutions to search and optimization problems. This algorithm
is considered as a kind of evolutionary algorithm due to its
use of biological concepts such as inheritance and mutation.
Genetics addresses inheritance and the transfer of attributes
from one generation to the next. In living creatures, chro-
mosomes and genes are responsible for this transfer. This
mechanism acts in a way that superior and stronger chromo-
somes will survive. The final result is that stronger creatures
would be able to survive. Genetic programming is a technique
of programming that uses genetic evolution as a model for
problem-solving. Over time, the genetic algorithm has grown
in popularity in a diversity of problems such as optimization,
image processing, topology, artificial neural network training,
and decision-making systems [16].

A genetic algorithm begins with initializing a random
population, which is composed of the possible solutions to
the problem. Each solution is a chromosome, and the entire
chromosomes form the initial population. In the first step,
the value of each chromosome in the population is specified
by the fitness function. During the execution of the algorithm,
parents with more fitness are selected for reproduction, and
the next generation is generated using genetic operators.
Crossover, mutation, and selection are the three main operators
in genetic algorithms [17].

By using a genetic algorithm, the present paper seeks to
obtain the best value function so that we could strike a balance
between power consumption at the edge of network and delay

in the transmission of workloads as well as minimize these two
parameters. Also, we use renewable energies in the processing
and transmission of workloads at the network edge due to
the significance of sustainable energy resources in computing
tasks. Another innovation of this study is its use of renewable
energy as an input parameter in the genetic algorithm. For
this purpose, green energy is used in our proposed method to
calculate the value function of the algorithm. The main reason
for using renewable energies is the limitation of edge devices
on power consumption. As a result, these devices need to be
regularly connected to a power source for being recharged,
which limits their mobility. Also, changing the battery in IoV
devices may impose high costs and is sometimes dangerous.
For this reason, IoV devices should be able to maintain their
independence and sustainability by using green energies and
wireless charging ability [18]. In this vein, we aim to utilize
renewable energies to minimize the number of batteries at the
network edge.

The structure of the paper is as follows. Section 2 is a
review of the related literature. In Section 3, the workload
allocation model is formulated. Next, after a brief description
of the structure of the genetic algorithm, the optimization
of delay and power consumption in a cloud-fog environment
is discussed. Section 5 describes the implementation of the
proposed method and evaluates it in terms of the parameters
of the algorithm. The method is also compared with other
existing methods. Finally, some concluding remarks are made
and ideas for further research are suggested.

II. REVIEW OF LITERATURE

In recent years, many researchers have studied the method-
ologies to orchestrate the distribution of workloads and reduce
the overall processing delay in IoV. We briefly review some
of the recent studies that have investigated the optimization of
energy usage and delay reduction in fog computing.

Pioneering work has been presented by Xu and Ren [19].
In this work, they inspect the possibility of using renewable
energies as backup energy sources in mobile edge networks.
Their method uses machine learning algorithms to manage the
energy resources and distribute the computation workloads.
Their method aims to minimize the prominent costs of the
processing requests that include the processing delay and
consuming energy. The consequence of using a slow learning
mechanism in their method is the weak results in controlling
the power consumption of edge nodes.

Unfortunately, in many of the recently proposed methods,
only one aspect of the problem is considered. That is, some
of them sacrifice the processing time for optimizing the power
consumption at edge systems, and vice versa. Hence, in any
method to be developed, the processing delay and consuming
power should be optimized simultaneously.

Regarding abovementioned challenge, Xuet al. presented
a reinforcement learning-based method [20]. Their algorithm
was able to learn and adapt itself to any system with unknown
modeling parameters. Despite the undeniable results of their
method in achieving acceptable performance in orchestrating
the edge computations and using renewable energy sources for
mobile edge nodes, their algorithm failed to fairly distribute
the workloads among the computing nodes.
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The GLOBE method of Wuet al. [12] tries to optimize
the performance processing nodes at the network edge by
geographically balancing the distribution of loads, and at the
same time, controlling the input load of any edge nodes. This
method can handle stochastic events concerning the battery
status and power limitations. Although the GLOBE is slightly
successful in optimizing the battery energy level, it is still so
far from perfect.

In 2019, Dalvand and Zamanifar [21] proposed a new
model for processing data in the Internet of things (IoT)
and developed an IoT-Fog-Cloud in which the fog layer
is geographically close to the IoT edge devices. In their
system, a multi-purpose dynamic service is created to achieve
a balance between delay and resource costs. This service
is formulated by MILP and solved through weighted goal
programming. The method controls and minimizes only one
goal as a compromise between time and power consumption.

None of the above studies have been able to strike a balance
between cost and power consumption in distributing workloads
among network nodes. Our work is aimed at developing a
mechanism for the balanced distribution of workloads between
the cloud and edge nodes. This mechanism is supposed to
attain a desirable tradeoff between power consumption and
workload delay. It will make use of renewable energy sources
as the power supply for edge computations. These sources are
expected to preserve the battery charge level.

III. T HE PROPOSEDMETHOD

Our point of departure is the fact that none of the previous
works have offered an optimum solution to reduce the costs
of fog computing. To elaborate on our proposed method and
evaluate it, a cloud-fog environment is simulated as in [10].
This environment involves four main models: workload, delay,
power consumption, and battery status. In the following,
we shall first examine these models as described in the refer-
ence and then present our proposed algorithm. Next, we will
define a new scenario to study how the algorithm functions.
The proposed scenario will be simulated for evaluation.

A. Formulation of the Problem

For the chief scenario, the edge system includes a base
station and a set of edge servers that are set geographically
close to each other. A battery with a limited capacity is used
in each computing resource at the network edge (i.e., fog
servers). The shared power supply mechanism used in the
network lets the workloads be sent to the cloud especially
when the edge servers require battery charge. The workload
sent by the users to the edge is first received by the base
station. The base station manages and decides on the amount
of workload that must be allocated to the edge or transmitted
to the cloud. The definition of theformulation parameters is
presented in Table I.

The proposed system is modeled here by considering it from
four aspects.

1) Workload: The equal time intervalst = 0, 1, 2 . . .
are used to model the time. The computation
capacity of each edge device is specified in each time interval
in terms of the number of active servers;λ (t) ∈ [0, λmax ] is
the rate of assigning the workloads to edge nodes andμ (t)

TABLE I

THE MAIN SYMBOLS

is the rate by which the edge nodes process the assigned
workload. Finally, λ (t) − μ (t) denotes the remaining
part of the workload transmitted to the cloud. The number
of dynamic servers in any time interval ism (t) ∈ [0, M].
This number may change in different time intervals.

2) Delay: We consider three different delays in the system
model:

2-1. The delay in communicating workloads on the wireless
network, which is shown bycwi (t). This delay depends on the
input load of the network (i.e.,λ (t) λ (t)). In our model, it is
assumed as 0 due to the physical closeness of the active nodes.

2-2. The delay of processing workloads at local subregions
of the network edge, which is shown byclo (t). The amount
of this delay directly depends on the number of active servers,
the processing rate of them, and the model of managing queues
in each of them. In our experiments, the M/G/1 mechanism
models the queue management in any active server running on
edge nodes. As a result, the delay in processing at the network
edge is estimated using the following equation [22]:

clo (μ (t) , m (t)) = μ (t)

m (t) .k − μ (t)
(1)

In this equation,kk represents the processing capacity of
each active server.

2-3. The delay in communicating the residual workload to
the cloud is shown bycof f (t) and is estimated based on the
congestion status of the network. This status is represented by
h (t), and is computed by adding the round-trip time (RTT)
delay and the processing delay of the cloud. As a result, this
delay is calculated based onh (t) according to the following
equation [22]:

cof f (h (t) , μ (t) , λ (t)) = (λ (t)− μ (t)) h (t) (2)

Finally, the cost of overall delay of the aggregate input
workload is estimated by adding the three above delays [22]:

cdelay (h (t) , λ (t) , μ (t) , m (t))

= cwi (λ (t))

+ clo (μ (t) , m (t))+ cof f (h (t) , μ (t) , λ (t)) (3)

Note that,cwi (λ (t)) is negligible.
3) Power Consumption: The total consumed power is com-

posed of two parts:
3-1. A part of the power is used for basic operations

and communicating the loads. This part is represented by
dop (t) and is independent of any operations regarding
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Fig. 2. Two modes of battery status.

processing the loads but merely depends on the input load
of the network (λ (t)). In our model,dop (t) is composed of
two power types [22]:

dop (λ (t)) = dsta + ddyn (λ (t)) (4)

The dsta and ddyn (λ (t)) represent the static power con-
sumption of the network edge and the dynamic power con-
sumption, respectively. The latter differs from the input load
of the network and is set to 0 in our model due to the physical
closeness of the computing nodes.

3-2. The power required for the processing of workloads at
the edge is shown bydcom (t). To estimate this parameter,
the amount of the workload allocated to the edge (μ (t))
and the number of active edge servers (m (t)) are required.
Finally, the total required power is obtained by the following
equation [22]:

d (λ (t) , μ (t) , m (t))=dop (λ (t))+dcom (μ (t) , m (t)) (5)

In this model,g (t) denotes any renewable energy source
that can be used as the power supply g(t).

4) Battery Status: As formerly explained, one battery
with limited charge is used to supply each active edge
server. Overall, the total battery charge at the network edge is
b (t) ∈ [0, B] , where B denotes a predefined maximum
capacity. The renewable energy sources can recharge these
batteries. The initial battery level is set to 0. To control
the battery level at the network edge, we should control
the rate of processing of workloads at the edge servers.
Hence, the state of the battery is determined by the following
conditions:

D-1. Whenb (t) ≤ dop (λ (t)), no processing is allowed at
the network edge. In this state, since the battery charge is not
sufficient, the whole workloadλ (t) is transmitted to the cloud.
In this state, the renewable energy sources recharge the battery.
The overall cost of communicating the workload to the cloud
is calculated by the following equation [22]:

cbak (λ (t)) = ϕ.dop (λ (t)) (6)

where ϕ is the coefficient reflecting the cost of consum-
ing the supporting power supply. In the next interval, the
renewable power source will charge the battery according to
equation (7) [22].

b (t + 1) = b (t)+ g (t) (7)

The first state in Fig. 2 shows this state.
D-2. If the battery level is sufficiently more than the

required power for processing a part of workload, that part
of the workload (μ (t)) is processed at the edge, and the
remaining part (λ (t)−μ (t)) is transmitted to the cloud. Thus,

Fig. 3. The cloud-fog architecture.

the following equation calculates the battery level in the next
interval as:

b (t + 1) = b (t)+ g (t)− d (λ (t) , μ (t) , m (t)) (8)

The operational cost of the battery in this state is:
cbat tery (t) = ω.max{d (λ (t) , μ (t) , m (t))− g (t) , 0} (9)

whereω > 0 is the operating cost of one battery unit.
This state is shown by the second state in Fig. 2. Based on

the above four models, the architecture of the proposed system
can be illustrated as in Fig. 3.

In this figure, the set of requestsλ (t) which have been
sent by the users enter the base station. The base station is
responsible for distributing the loads between edge servers
(i.e., fog servers) and the cloud. The base station uses the
evolutionary algorithm to calculate the amount of workload
that can be processed by edge servers (μ (t)). Then, the
excessive requests are transmitted to the cloud. The trans-
mission of workloads to the cloud creates congestion in the
network and imposes longer delays on the loads. Therefore,
the congestion is measured in every interval (h (t)) to be
taken into account in subsequent decisions. In the meantime,
renewable energy sources (g(t)) provide the power required
for edge computations in each interval. If renewable sources
produce more energy than is needed by the servers, the surplus
is stored in network batteriesb(t). Conversely, if the produced
renewable energy is inadequate, the batteries will be used.

IV. U SING GENETIC ALGORITHM IN THE OPTIMIZATION

OF WORKLOAD DISTRIBUTION

This section describes how a genetic algorithm can be used
to distribute the workloads more efficiently. The aim of using
a genetic algorithm is to minimize system costs. The solution
to this problem using a genetic algorithm is presented in
Algorithm 1. Below is the description of the algorithm.

In the beginning, the battery level is checked. If the battery
level is not sufficient for the basic operation, the supporting
power supply is used, and the entire input workload is trans-
mitted to the cloud. In this case, μ (t) = 0, and the genetic
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algorithm is not executed (lines 1 and 2). However, if the
battery level is high enough for the basic operation to run,
all or part of the input load can be processed at the network
edge. In this case, the genetic algorithm is used to calculate
μ (t) (lines 3 to 29). In the first step of the genetic algorithm,
the initial population is generated (line 4). This population
consists of a set of chromosomes. Each chromosome indicates
the amount of workload that can be computed at the edge.
Next, the fitness of the initial population is calculated (line 5).

The fitness function returns a non-negative value for each
chromosome which is indicative of the individual capacity of
that chromosome to reduce the costs. The cost function [20]
can be used to calculate the fitness of a chromosome. The
proposed algorithm attempts to reduce this amount in order to
minimize system costs. Given the battery status of the system,
the cost function can be calculated in two ways:

c (t) = cdelay (h (t) , λ (t) , 0, 0)+ cbak (λ (t)) ,

i f
(
b (t) ≤ dp (λ (t))

)

c (t) = cdelay (h (t) , λ (t) , μ (t) , m (t))+ cbat tery (t) ,

else (10)

This equation is composed of two parts: delay cost and
power cost. The following two coefficients are used for the
power cost part:

1) Battery depreciation coefficient (ω)
2) Cost coefficient of the supporting power supply (ϕ)
As the effect of delay is directly involved in the cost

function, a new coefficient called delay cost coefficient (θ) is
introduced. The proposed algorithm modifies these coefficients
to examine their effect on power consumption and workload
delay and to find the optimum state on the network.

Another important genetic operator is crossover. Crossover
is used to exchange information between two chromosomes,
which accelerates convergence in the genetic algorithm. The
probability of the effectiveness of this operator lies in the range
of 0.6-0.9. This value is called a crossover rate and denoted by
Pcrossover . In this problem, two parents and a random position
in the parents’ genes are selected. Next, the genes on the right
side of the random position of the first parent and those on
the left side of the random position of the second parent are
selected to produce a new chromosome (lines 9 to 15). Another
operator is the mutation, which is responsible for producing
new information. This operator randomly changes one of the
genes of the child with a low probability, such as 0.01. The
probability of mutating any chromosome is called the mutation
rate and is denoted byPmutat ion. In the proposed algorithm,
one gene from the chromosome is randomly selected and
changed (lines 16-19). In this algorithm, the number of chil-
dren produced by crossover and mutation is set by the variable
Nc . In each step of this operation, a new child is added to the
set P (line 20). Then the fitness function of the generated
population is obtained by crossover and mutation operators as
was done for the initial population (line 22).

There are different methods in genetic algorithms to select
the superior chromosome and transfer it to the next generation.
One of the common methods is tournament selection [23].
In this method, two chromosomes are randomly selected from
the population. Next, a random number r between 0 and 1

Algorithm 1 Using a Genetic Algorithm in the
Optimization of the Workload Distribution
Input : λ, g, h, b, Nc, Ng , Pcrossover , Pmutat ion, Pselect ion

Out put : μ
1: i f b (t) ≤ dp (λ (t))
2: μ (t)← 0
3: else
4: P ← Create Population()
5: f i tness(P)
6: do
7: f or i ← 0, 1, . . . , Nc//crossover and mutation
8: parent1← random(P)
9: parent2← random(P)

10: child ← parent1
11: i f (random()> Pcrossover)
12: point ←

random(length of choromosome)
13: child ←

crossover(parent1, parent2, point)
14: End i f
15: i f (random()> Pmutat ion)
16: gen← random(length o f choromosome)
17: child(gen)← mutation()
18: End i f
19: Add a child to P
20: end f or
21: f i tness(children created by crossover section)
22: P ← selection(P, Pselect ion)
23: whi le
24: μ (t)← best_choromosom(P)
25: whi le

(battery + green < PowerConsumption(μ (t)))
26: μ (t)← next_best_choromosome(P)
27: end whi le
28: End i f

is generated. Ifr < Pselect ion (Pselect ion is a parameter,
e.g., 0.8), the fitter individual will be selected as the parent;
otherwise, the less fit individual will be selected. These two are
again returned to the population and involved in the selection
process. After the selection process, the selected chromosomes
are introduced as the new generation and sent to the next
iteration of the algorithm (line 23). In the proposed genetic
algorithm, the child generation operators such as crossover
and mutation as well as fitnesscalculation and selection are
executed forNg times, which is indicative of the number
of generations (line 24). When all generations have been
executed, the first element of the population will be put in
μ (t) as the final result (line 25).

If the selected chromosome (which indicates the distribution
of processable load at the network edgeμ (t)) faces battery
limitations, the next chromosome in the population should be
selected. The process will continue until the power consump-
tion for μ (t) becomes proportional to the edge batteries (lines
26-28). At the end of the algorithm, the best value is selected
for μ (t), which in addition to minimizing the cost of delay and
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Algorithm 2 The Effect of ω and θ on the Proposed
Method
Input : λ, g, h
Out put : average delay, average power consumption
1: f or θ ← 0.01 to 1 step 0.01 do
2: f or ω← 0.01 to 1 step 0.01 do
3: G A_Al gor i thm(λ, g, h, θ, ω)

4: End f or
5: End f or

power consumption regulates power consumption according to
the level of edge batteries.

V. I MPLEMENTATION AND EVALUATION

This section describes the implementation and evaluation of
the proposed method for optimum distribution of workloads
between the cloud and the fog. For this purpose, the evaluation
parameters of the problem, theparameters of the different
genetic operators, and the implementation environment are
examined. Next, the effect of the variations inω, andθ on the
distribution of workloads is studied and the optimum value of
these two parameters is obtained. Finally, the proposed method
with the optimum values ofω and θ is compared with other
existing methods.

A. Simulation Parameters

This section describes the simulation of a cloud-fog envi-
ronment in order to evaluate the proposed method. In this
environment, the genetic algorithm described above is used
in the base station as the distributor of workloads between the
cloud and fog servers. The simulation aims to examine the
effect of the delay cost coefficient and battery depreciation
coefficient on the fitness function as well as on the average
delay in workload transmission and the power consumption
at the network edge. To narrow down the search space in
the genetic algorithm, we assume the cost coefficient of
the supporting power supply (0.15) as constant and only
study the variations inω, and θ . The process is shown in
Algorithm 2. According to this algorithm, with changing the
value ofω and θ , the genetic algorithm runs 10000 times in
each experiment and the average energy consumption and the
delay are measured. In these experiments, 0.01≤ ω ≤ 1 and
0.01≤ θ ≤ 1, and their values are changed by 0.01 in each
experiment.

The proposed method was examined on a system with an
8-core 1.8 GHz CPU and 12GB RAM. In the following,
we first initialize the parameters and then discuss the results.
The amount of input workload in each interval is specified
by a random number that uniformly varies between 10 and
100 requests per second. The renewable energy fluctuates
according to a normal distribution of N(520W , 150) [20].
The maximum capacity of each battery is B= 2kWh. Also,
we assume that the initial charge of battery b (0)= 0.
The static power consumption of the base station is
dsta = 300W . We set the maximum number of edge servers
M = 10. Also, each active server consumes 150W of electric-
ity. The maximum processing rate of each server is 20 requests

per second. We restrict the maximum number of generations
of our evolutionary algorithm to 100.

B. The Effect of ω and θ on Workload Distribution

In this section, the results of the experiments are presented
using graphs. Then the graphs are analyzed and, by normal-
izing the values of delay and power consumption, the best
coefficients of the fitness function to minimize the costs are
obtained.

Fig. 4 illustrates the average delay cost in different experi-
ments forω andθ . As can be seen in Fig. 4(a), the increased
delay coefficient decreases the average delay cost. The rea-
son behind this decrease is the stronger effect ofθ on the
cost function, which the genetic algorithm seeks to reduce.
In fact, the system attempts to reduce the delay cost so that
more workloads could be processed locally. For example,
Fig. 4(b) shows the variations in the average delay depending
on the varying values ofθ . In this figure, assuming a constant
coefficient of battery depreciation (ω = 1), an increase in
the delay coefficient results in a decrease in the delay cost.
The most important reason behind the decrease in the delay
is the increased value of this parameter in the fitness function
as well as the processing of increased amounts of workloads
in the fog servers.

Fig. 4(c) depicts the average delay according to the vari-
ations of ω for two constant values ofθ . When θ = 0.01
(the minimum value), the majority of processes are conducted
in the cloud, and the average delay is maximized due to the
minimal effect of this parameter on the fitness function and the
decision-making. It can be seen that when the delay coefficient
is constant, by increasing the battery depreciation coefficient
(ω) from 0.01 to 1, the power consumption part in the
cost function becomes more significant. Therefore, the system
attempts to send more workloads to the cloud to reduce power
consumption. Consequently, with the transmission of the loads
to the cloud, the average delay begins to escalate. Also,
a comparison of the two lines depicted in the figure would
show that the average delay withθ = 0.08 is less than with
θ = 0.01, which can be explained by its increased effect on
the fitness function. Given the above discussion, the greater
the coefficient of battery depreciation (ω) and the greater the
delay coefficient (θ), the less the average delay.

Fig. 5(a) shows the average power consumption withω and
θ in each experiment. In general, an increase in the coefficient
of battery depreciation will reduce power consumption. The
reason for this reduction is the increased effect of battery
depreciation on the cost function. In fact, the algorithm tries
to allocate most of the processes to the cloud to reduce
power consumption in the fog servers. Fig. 5(b) depicts the
average power consumption with three constant values ofθ
according to the variations ofω. It can be observed that, as
the coefficient of battery depreciation increases, the average
power consumption withθ = 0.15 andθ = 0.01 is reduced
from 550 w to 450 w. The reason for this reduction is
the system’s attempt to send more workloads to the cloud
and decrease power consumption in the fog servers. As the
figure shows, in points whereθ = 0.01 (i.e., the minimum
value), the majority of workloads are sent to the cloud, and
the average power consumption decreases at a higher rate to
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Fig. 4. The average delay cost based on the delay coefficient (θ) and the coefficient of the battery depreciation (ω). (a) The average delay cost by changing
the coefficientsω and θ . (b) The effect of delay coefficient (θ) on delay cost. (c) The effect of the coefficient of battery depreciation (ω) on delay cost.

Fig. 5. The average power consumption based on the delay coefficient (θ) and coefficient of battery depreciation (ω). (a) The average power consumption
by changingω and θ . (b) The effect of the coefficient of battery depreciation (ω) on power consumption. (c) The effect of delay coefficient (θ) on power
consumption.

achieve its final value (i.e., 450 w). Also, it can be concluded
that the rapid decrease in power consumption is due to the
minimal effect of delay and the stronger effect of battery
power consumption on the fitness function. Another point
to mention in this figure is the points on which the delay
coefficient θ = 1 is maximum. On these points, due to the
strong effect of delay on the cost function, the algorithm
sends the majority of processes to the fog server so that
they would be conducted locally and the power consumption
would not decrease. In this case, the battery level reaches its
maximum.

A comparison of the three lines in this graph indicates that
the average power consumption ofθ = 1 is greater than
θ = 0.15 and the average power consumption ofθ = 0.15 is
greater thanθ = 0.01. The high level of power consumption
is due to the greater significance of the delay part in the cost
function.

Fig. 5(a) shows that, on points with a delay coefficient
greater than 0.7, the average power consumption reaches
its maximum and remains constant for each stateω. Also,
given thatθ < 0.7, as the coefficient of battery depreciation
increases, attempts are made to send the loads to the cloud
and decrease power consumption. Asθ decreases, the power
consumption part becomes more significant, and the average
power consumption is reduced. Fig. 5(c) shows the power
consumption graph based on the variations ofθ for two values
of ω. As can be seen in the figure, when the coefficient of
battery depreciation isω = 1 (maximum), power consumption
will increase as the delay coefficient increases and becomes
more significant in the cost function. In addition, when the
coefficient of battery depreciation isω = 0.01 (minimum),
power consumption will not change with the increase inθ .

This is due to the minimal effect of the coefficient of battery
depreciation on the cost function.

Given this, we seek out a state in which the average
power consumption is minimized so that the least amount of
depreciation could be achieved. As discussed earlier in the
formulation of the problem, green energy enters the system as
normal distribution according to the equation:N(520W , 150).
According to Fig. 5(a), power consumption is almost equal to
the average green energy received by the system. It can be thus
concluded that this algorithm tries to distribute the workloads
in a way that the required power for processing could become
almost equal to the green energy and the coefficient of battery
depreciation as well as the power consumption at the edge of
the network could be minimized. Also, with the decrease in
power consumption at the network edge, more green energy
could be stored in the batteries.

Fig. 6(a) illustrates the network edge battery levels in
different experiments forω and θ . With the increase in the
coefficient of battery depreciation (on points whereθ is less
than 0.7), more workloads are transmitted to the cloud, which
will increase the battery level. Fig. 6 (b) shows the battery level
for three constant states ofθ . Whenθ = 0.15 andθ = 0.01,
with the increase in the coefficient of battery depreciation (ω),
the battery level will increase from 700 w to 2000 w (charging
mode). Whenθ = 0.01 (minimum), due to the transmission of
all workloads to the cloud, the green energy not consumed is
stored in the batteries and the battery level rises more quickly.
However, whenθ = 1 (maximum), the loads are maintained
at the network edge, thereby leading to the remarkably high
power consumption and keeping the battery level at 800 w.
It should be mentioned that the proposed algorithm could
maintain a full battery in most cases.
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Fig. 6. The average battery level based on the delay coefficient (θ) and the coefficient of battery depreciation (ω). (a) The average battery level by changing
ω and θ . (b) The effect of the coefficient of battery depreciation (ω) on battery level. (c) The effect of delay coefficient (θ) on the battery level.

Fig. 7. Normalized values of delay cost and average power consumption.

Comparing the corresponding graphs in Fig. 5 and 6 indi-
cates that, by sending more workloads to the cloud and
decreasing power consumption at the network edge, more
green energy could be stored in the batteries. This process at
the network edge will increase the battery levels. To illustrate
this point, let us compare Fig. 5 (c) and 6 (c) in terms
of power consumption for the delay coefficientθ and two
values ofω. It can be observed that, when the coefficient of
battery depreciation isω = 1 (maximum), power consumption
increases with the increase in the delay coefficient as well as
its effect on the cost function, thus reducing the average battery
level. Also, when the coefficient of battery depreciation is
ω = 0.01 (minimum), power consumption will not change
with the increase inθ, and the average battery level at the
network edge will remain constant. This is not desirable for
us because we seek out circumstances in which the average
battery level would be maximized. On the other hand, the cor-
responding graphs in Fig. 4 and 6 indicate that the battery
level decreases with the reduction in the delay. The reason is
that, in order to reduce the delay costs, the system attempts to
process most of the workload in the fog servers, which leads to
more battery consumption. Given what was discussed above,
we need to reduce the average delay while maintaining the
maximum battery level.

C. The Optimum Point of ω and θ

To reach a balance between power consumption and delay in
workload distribution, average power consumption and delay
cost were normalized to find the optimum state ofω, andθ .

TABLE II

OPTIMUM POINTS BASED ON THEVALUES OFθ AND ω

Fig. 7 illustrates the normalized levels of average power
consumption and delay cost for every value ofω andθ .

It can be observed that these two parameters have a negative
relationship. That is, an increased delay means decreased
power consumption and vice versa. As a result, a balance
betweenω andθ can be attained when the normalized values
of delay and power consumption are equal. In other words,
the intersection points of the two normalized levels are the
points of balance. The intersection of these levels in this figure
forms a line. Those values ofω andθ that lie on this line are
indicative of a balanced state. Of these points, however, only
those points provide an optimum state in which the sum of
the two normalized parameters is minimal.

On this basis, the three optimum points from Fig. 7 are
described in Table II. This table lists the average power
consumption and the delay for each of the points in the
parametric space(θ, ω). For a better comparison of the three
points, six cross-sectional cuts have been made in the graph
in Fig. 7 (Fig. 8 (a) to 8 (f)). In Fig. 8(a), the normalized
values forθ = 0.05 can be observed. At the intersection point
where the sum of the two parameters is minimal, the cost
of battery depreciation should beω = 0.23. For ω = 0.23,
Fig. 8(b) shows that the intersection point at which power
and delay are minimal isθ = 0.05. Similarly, for the second
optimum point (Fig. 8(c) and 8 (d)),θ = 0.08 andω = 0.35
achieve a balance, and their sum is the minimum amount.
Fig. 8 (e) and 8 (f) depict the third optimum point forω,
and θ . At this point, too, the sum of delay cost and power
consumption is minimal withθ = 0.1 andω = 0.47.

The following are the results of the execution of the pro-
posed workload distribution at the optimum points (θ = 0.05
andω = 0.23). Fig. 9 illustrates the amount of data processed
in the fog, the battery consumption of servers, and the amount
of workload sent to the cloud.

In this figure, the ratio of offloading in the cloud and
the fog to the total input workload is shown in intervals
of 1000. On average, in each interval, 64 percent of the total
input load has been processed in fog servers, and the rest
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Fig. 8. Normalized values of average delay cost and power consumption forthe optimum points. (a) Variations of the coefficient of battery depreciation
(ω) for the first point. (b) Variations of delay cost (θ) for the first point. (c) Variations of the coefficient of battery depreciation (ω) for the second point.
(d) Variations of delay cost (θ) for the second point. (e) Variations of the coefficient of battery depreciation (ω) for the third point. (f) Variations of delay
cost (θ) for the third point.

(around 35 percent) has been sent to the cloud. As most
of the loads have been processed locally, it is expected that
battery consumption should be high. However, the battery level
graph shows that an average of 12 percent of the battery has
been consumed in each interval. This can be explained by
the optimum use of renewable energy. The system distributes
the loads in a way that the power consumed for processing
at the network edge be equal to renewable energy. Also,
in intervals where more load has been processed locally,
there is a rise in battery consumption. For example, battery
consumption in the interval 5000-6000 is 3 percent more than
in the interval 4000-5000. On the other hand, local processing
reduces the delay in the handling workloads.

D. Comparison With Other Methods

In this section, the results of the proposed method at its
optimum point are compared with other methods to confirm
the decrease achieved in the delay in workload transmission.
These methods are briefly described below.

1) Fixed Power: In this method, a fixed amount of power is
considered for edge computations at each interval of time [24].

2) Post Decision State (PDS) Algorithm [20]: The PDS
algorithm grabs the state of the system instantly after making
the decision at the end of each time interval. The state of the
system after making a decision at the end of the interval is an
important data that is named theafter-state variable. The PDS
is mainly used as a decision-tree based optimization algorithm.
In this algorithm, to find the optimum solution, the problem
is broken down into decision nodes and outcome nodes,
which correspondingly denote pre-decision and post-decision
states. For finding the optimum decision for the vector-valued
problem of workload allocation, the PDS tries to find a state
that minimizes the long-term costs of the system.

3) Q-Learning [25]: Q-learning is considered as a rein-
forcement learning algorithm that is independent of the type
of system model. In this agent-based algorithm, the agent tries
to learn a strategy, which results in the best action for each

Fig. 9. The rate of usage of cloud and fog resources and power supply over
time.

state of the system. Since this algorithm does not need a model
of the environment, it can solve the problems with stochastic
transitions and payoffs without needing any regulation.

4) Myopic Optimization [26] : In this algorithm, regardless
of any relationship between the system states and correspond-
ing decisions, the cost function of each state is minimized
by only considering the present input information of the
system. That is, in the Myopic optimization model, the present
knowledge of the workload allocation is densely presented by
a Myopic window which represent the knowledge of system in
a limited number of time frames. The content of this window
may be repeated in different times. As a result, the outcome
of the system may be seen repeatedly.

Fig. 10 shows the average delay cost for different methods.
As can be observed, learning-based methods perform better
and have a lower average delay when run on the battery
than when using the electricity network. On the other hand,
the proposed algorithm has a lower delay than the other
methods. In this figure, the delay cost of all the methods is
greater than five, whereas the genetic algorithm used in the
proposed method has reduced this cost down to 3.5.

The main point that is clear in both figures is the reduction
of the average energy consumption and the reduction of
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Fig. 10. The average delay cost.

the average delay in successive intervals of time. Reduc-
ing the average processing latency for the proposed method
in Figure 10 means that workloads are processed more on
the fog side, and a smaller percentage of them are sent to
the cloud, as evidenced by Figure 9. In Fig.9, for the first
1000 time slots, more percentage of workloads are processed
in fog, respectively reducing the average delay. One of the
strengths of the proposed method is that it does not have many
fluctuations in time slots, especially in the first 2000 time slots.

VI. CONCLUSION

In this paper, we tried to achieve a balance between power
consumption at the intelligent vehicular network edge and
delay in workload transmission in the clouds by using a
genetic algorithm and finding the optimum modes of workload
distribution. We also showed that workload distribution at the
edge of the vehicular network using renewable energy sources
is suitable for vehicular networks in which the processing
resources do not have access to the electrical grid and depend
on batteries for operation. By utilizing parameters such as the
input load and the proportion of green energy as the input para-
meters of the genetic algorithm, this paper calculated for the
first time the optimum number of workloads to be processed
locally. Also, by changing the coefficients of the parameters of
the cost function of the genetic algorithm, we determined the
optimum coefficients for processing the workloads with the
least amount of delay and the least power consumption.
The simulation results suggest that the proposed method can
achieve a better balance in workload distribution than the other
existing methods do. While reducing the workload delay by
40 percent and decreasing power consumption at the edge of
the vehicular network, this method also seeks to minimize
battery consumption by making use of renewable energies.

In future work, other machine learning methods such as
neural networks can be used for selecting the optimum
parameters.
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Abstract—There are several kinds of smart devices, such as
smartphones, sensors, and smart wearable devices, included in
the Human-in-the-Loop (HITL) system, but different devices have
their own data processing and programming paradigm. Pro-
grammers usually need to design the same data processing logic
for different devices by using a different programming model.
How to mapping the same code to different devices without any
change is an emerging topic in the HITL system. Furthermore,
the intelligent data processing for the smart CPS sector is
experiencing significant growth in data volume, driven by a large
number of smart devices that are anticipated in the near further.
All these smart devices are expected to improve the overall HITL
system performance marvelously. A large number of devices can
also outstandingly increase the data volume, which needs to be
processed in real time. How to process large-scale data on a
smart device in real time is another challenge. Focused on these
challenges, this article proposed a computing device-aware HITL
CPS data processing framework, named Barge, aiming to map
the regular code to the different hardware without any change.
In Barge, a semantic model, an architecture-driven programming
model, and a graph partition scheme are included. The semantic
model is used to express the user-defined graph algorithms by
using the domain-specific language. The architecture-driven pro-
gramming model will execute the graph algorithms on a different
device in parallel. Furthermore, the graph partition scheme will
partition the large-scale graphs into suitable partitions by aware
of the topology to make the partitioned data suitable for kinds
of smart devices. We believe that our work would open a wide
range of opportunities to improve the performance of large-scale
graph processing for HITL systems.

Index Terms—Cyber–physical systems (CPSs), data partition,
graph computing, Human-in-the-Loop (HITL), new architecture,
programming model, semantic model.

I. I NTRODUCTION

T HE tremendous amount of smart devices, such as smart-
phones, radio frequency identification (RFID), sensors,
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and embedded devices, have revolutionized both the phys-
ical and digital world through the integrated interactions
to create the global smart cyber–physical systems (CPSs)
[1]–[3]. To process the large scale of the complex linked data
between different kinds of devices, both data-intensive and
memory-intensive data processing frameworks are included in
CPS, i.e., CPS is a software-intensive decentralized system
that autonomously perceives its operational context [4], [5].
A CPS system consists of the hardware infrastructure (physical
components) and software model [6]–[8]. The most important
software is the cyber twin, which is used to simulate the
physical things. Internet of Things (IoT), on the other hand,
connected kinds of sensors and some other physical things.
This means that IoT acts as a connection bridge to network
different cyber–physical things. CPS, also known as big data
processing technologies, is a hot topic, which leads to a
set of new research interests, and it was widely used in
many services, such as customer behavior prediction and
weather and environment monitoring. However, most of the
data processing logic for the same application is the same, but
programmers need to develop multiple different copies of code
for an application and deploy them on different devices. How
to release programmers from the strenuous repetitive work is
an emerging topic in the HITL CPS system. Furthermore, all
these services will generate an enormous amount of data in
real time, which makes it is not easy to store and process
such kind of large-scale data. All these difficulties drive
the scientist to propose cloud computing technologies along
with machine tools, data mining, artificial intelligence, and
fog computing technologies to store, process, and analyze
large-scale data. By using all these technologies, we can try to
uncover the hidden patterns, unknown correlations, and other
useful information [9], [10]. The characteristics of big data
were well summarized in the Introduction Section of [11]. The
relevance of the big data era and CPS are also highly relevant
to global sustainable development goals recently discussed
in [12].

Graph computing is one of the most famous big data
processing technology, which was widely used to process
the linked data. In the graph computing paradigm, the graph
data model, which is a fundamental mathematical structure
used to model pairwise relations between objects, is widely
used in machine learning [13], [14] and deep learning [15]
technologies to express the connections between different
objects. The context in a graph is called vertices (also called
nodes), while the links are called edges. Graph theory has
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been widely used in Human-in-the-Loop (HITL) data process-
ing [16]–[18], a knowledge graph programming with an HITL
discussed in [16]. In Lou’s work [16], the authors examined the
advantages of the knowledge graph programming for HITL,
such as the flexible programming interface and kinds of “data
compiler” method. Then, the authors proposed a knowledge
graph programming prototype for HITL. Holzingeret al. [17]
provided new experimental insights on how to improve com-
putational intelligence by complementing HITL with human
intelligence in an interactive machine learning approach. The
article [18] described a “big picture” of HITL data analysis,
including the user communities’ tools and algorithms, and also
the HITL data analysis framework developing technologies
and theories. However, how to use graph theory and algo-
rithms to support distinctive characteristics of HITL CPS data
analysis and provide high-performance and real-time decision-
making policy remains challenging and represents a promising
research direction.

With the development of hardware manufacturing, there
are several kinds of new computing devices proposed for
large-scale data processing, and traditional large-scale graph
computing is facing new opportunities and challenges. Graph
applications have poor locality and poor cache hit rate and are
largely stalled on memory accesses since there are complex
connections between graph nodes and the working set of
realistic graphs is much larger than the last level cache (LLC)
of current machines. The conventional computing architecture
is computing-centric, which focuses on memory sharing and
message communications; this processing fashion is unable to
handle graph applications. In this article, we focus on the key
technologies and methods of a new computing architecture for
large-scale HITL CPS graph data processing. To solve the poor
locality and poor cache hit rate problem, we proposed new
computing device-based HITL CPS data processing architec-
ture, named Barge. We made the following contributions to
the proposed architecture.

1) We conduct an extensive set of comprehensive experi-
ments to explore the parallelism and memory operations
of the graph processing systems for HTTL CPS data
processing.

2) We proposed a semantic model for large-scale graph
data processing under new computing architecture to
mapping the same code to different devices without any
change. The semantic model includes semantic rule and
graph data interpretation method.

3) We proposed an architecture-driven programming
model, which is suitable for a different architecture.

4) We proposed a data- and topology-aware graph data
partition scheme that can partition the large-scale graph
data quickly by consider the data structure and also the
feature of the computing device.

The rest of this article is organized as follows. We will intro-
duce the characteristics and research challenges of HITL CPS
data processing and the motive of using the graph processing
method to process the large-scale HITL CPS data in Section II.
Section III provides our proposal for applying the proposed
Barge model to improve the performance of HITL CPS data
processing. Then, we will introduce the design methodologies

and principles of Barge in Section IV. Section V introduces the
related work, and we will conclude this article in Section VI.

II. CHALLENGES OFHITL CPS DATA PROCESSING

In this section, we describe our experimental settings,
including the graph data sets and algorithms and the graph
processing frameworks (GPFs) for our empirical study.
We also try to explore the parallelism issues and memory oper-
ation characteristics of GPFs for HTTL CPS data processing.

A. Experimental Settings

1) Graph Algorithms: Most of the graph algorithms can be
classified as the iterative algorithm and the traversal algorithm.
All vertices will be updated in each iteration of the iterative
algorithm, but only active vertices will be updated in each iter-
ation of the traversal algorithm. The most representative algo-
rithms of iterative and traversal algorithms are PageRank (PR)
and Breadth-First Search (BFS), respectively. We select these
two most representative graph algorithms for the performance
evaluation, as well as much prior work [19], [20] do.

1) BFS: An algorithm that traverses the whole graph
in search of one or more vertices, which is a basic
component of many other complex graph mining
algorithms.

2) PR: An algorithm that was used to evaluate the influence
of vertex within a graph, which was proposed by Google
first, and it was initially used to evaluate the importance
of a web page.

2) Graph Processing Frameworks: Many GPFs have been
developed by both academic and industry researchers, such as
TOTEM [21], CuSha [22], and some other frameworks. In this
section, we select four representative state-of-the-art GPFs to
run the graph algorithms and profiling the runtime details.

1) GunRock [19]: A high-performance graph processing
library on GPU with a high-level bulk-synchronous
processing scheme. Gunrock provides a data-centric
abstraction centered on operations on a vertex or edge
frontier. Gunrock achieves a balance between perfor-
mance and expressiveness by coupling high-performance
GPU computing primitives and optimization strategies.
Gunrock also proposed a high-level programming model
that allows programmers to quickly develop new graph
primitives with small code size and minimal GPU pro-
gramming knowledge.

2) Sep-Graph [20]: A highly efficient software framework
for graph processing on GPU. It provides a hybrid
execution mode that can automatically switch among
synchronous or asynchronous execution mode, Push or
Pull communication mechanism (Push or Pull), and
Data-driven or Topology-driven traversing scheme (DD
or TD), according to the parameters.

3) Tigr [23]: A graph transformation framework that can
effectively reduce the irregularity of real-world graphs
with correctness guarantees for a wide range of graph
analytics.
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TABLE I

DATA SETS USED IN THE EXPERIMENTS

4) GSWITCH [24]: A machine learning model-based graph
processing system that dynamically chosen the opti-
mization variants by monitoring the system overhead.
In GSWITCH, the authors trained 644 real graphs to
learn the algorithm pattern, and GSWITCH changes the
optimization variants by using the pattern information to
achieve high parallel system performance.

3) Graph Data Sets: All the data sets of the experiments
conducts in this article are follow the classic graph formal-
ism [25]. We useV and E to present the vertices and edges
of the graph, respectively.G = (V , E) present the graph. The
edge presented ase, where e = (u, v) and e =< u, v >
are the undirected and directed edges. In this article, both
directed and undirected graphs are used in our experiments.
In order to show the performance of different kinds of graphs,
we include both power-law and large diameter graphs in all our
experiments. We select eight graphs from different real-world
applications, such as e-business, social network, and some
other source networks, and all these graphs are with different
structures and a varying number of vertices and edges. The
graphs are shown in Table I. All these eight graphs can
be downloaded from the Stanford Network Analysis Project
(SNAP) [26].As the power-law graph follow a distribution,
as shown in formula (1) [27], [28], we list the exponent and
the fitness in Table I to compare the power-law attribution.
In this article, the graphs are stored in a plain text file
with an edge-list format, which is easy for us to locate the
edges

P(x) ∝ x−α. (1)

4) Hardware Platforms: All the experiments presented in
this section are conducted onNVIDIA Tesla V100 GPU,
which is a Volta architecture-based GPU with 5120 CUDA
cores and 32-GB onboard memory. The GPU is coupled
with a host machine equipped with 28-Ksyun Virtual Senior
CPU cores, each at 2.60 GHz, and 12-GB memory. The
host machine is running Ubuntu OS version 16.04.10. The
algorithm is implemented with C++ and CUDA 10.02 using
the “-arch=sm35” compute compatibility flag.

B. Exposing More Parallelism

To improve the parallelism of hardware, the Single Instruc-
tion Multiple Data (SIMD) architecture is introduced to the
out-of-order (OOO) manner to enable simultaneous execution
of multiple independent instructions. In this design philosophy,
each core could issue more than one Micro-Operations (μ-op).

Fig. 1. Average IPC of PR on different data sets with different implemen-
tations.

Fig. 2. Average IPC of BFS on different data sets with different implemen-
tations.

We illustrate the instruction-level parallelism (ILP) of all
the evaluated frameworks. Figs. 1 and 2 show that the
average instructions per cycle (IPC) of PR on GSWITCH
is about 1.793, while the IPC of PR on the other three
frameworks is no more than 0.458. This experiment indi-
cates that only about one-eighth of the core’s ability is
used for most existed GPFs (except GSWITCH). One main
reason for low IPC is the long instruction latency [29], and
there is a large number of GPU cycles consumed by some
instructions.

In order to identify the exact reason for the low ILP
phenomena, we also evaluated the Max/Min IPC of differ-
ent implementations of PR and BFS on different data sets.
Figs. 3 and 4 show that the Max IPC of PR and BFS on Sep-
graph, Tigr, and GunRock are no more than 0.543, while the
MAX IPC of PR on GSWITCH is 1.823. This phenomenon
indicates the heavy dependence on graph processing algo-
rithms. The execution of one instruction may relate to many
other instructions.
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Fig. 3. Max/Min IPC of PR on different data sets with different
implementations.

Fig. 4. Max/Min IPC of BFS on different data sets with different
implementations.

C. Warp Issue Efficiency

To look deeper into the reason for low ILP, we evaluated
the occupancy of GPU warps. In GPU performance profil-
ing, the achieved occupancy is used to measure the warp
scheduler’s efficiency by using the ratio of the average active
warps of each clock cycle to the maximum warps supported by
each multiprocessor (SM), which defined as for the following
formula:

occupancy= active warps

maximum warps
. (2)

From formula (2), we can conclude that low occupancy
interferes with the ability to hide memory latency, which can
degrade the performance. In contrast, higher occupancy does
not always indicate higher performance. Many factors can
affect occupancy, such as register availability. The register
storage differs for different devices, and it enables the threads
to keep local variables nearby for low-latency access. How-
ever, the threads must share the register file due to a limited
commodity. In modern GPU architecture, all the registers are
allocated to a block at the beginning of the program. Hence,
a supported block of a multiprocessor (SM) will be reduced
if each block uses more than one register, and this thread
assignment will further reduce the occupancy of the SM.

Figs. 5 and 6 show the occupancy is very low of both
PR and BFS implementation of GunRock on all the eight
graph data sets, while both the iterative and traversal algo-
rithm can achieve high occupancy of Tigr and GSWITCH
implementation.

D. Memory Operations

In this section, we explore the memory operation efficiency
by checking the global memory efficiency and throughput.

Fig. 5. Achieved occupancy of PR on different data sets with different
implementations.

Fig. 6. Achieved occupancy of BFS ondifferent data sets with different
implementations.

Fig. 7. Global memory efficiency for BFS on different data sets with different
implementations.

Figs. 7 and 8 show the global memory efficiency for BFS
and PR on different data sets with different implementations.
We can conclude from Figs. 7 and 8 that GunRock can achieve
the highest memory operation efficiency for both the traversal
and iterative algorithms while Tigr and GSWITCH tending to
vary widely on different data sets.

Table II shows the global memory throughput for BFS and
PR on different data sets, and Tigr can achieve the highest
global memory throughput on both BFS and PR. GunRock and
GSWITCH achieve the lowest throughput on most power-law
graphs, while Sep-Graph can achieve higher throughput on the
large-scale graphs (RoadNet-CA) than the power-law graphs.

III. A PPLYING BARGE IN GRAPH-BASED HITL
CPS DATA PROCESSING

As we discussed in Section II, there are several challenges
for graph processing on GPU, such as the control and memory
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TABLE II

GLOBAL MEMORY THROUGHPUT FORBFSAND PR ON DIFFERENTDATA SETS

Fig. 8. Global memory efficiency for PR on different data sets with different
implementations.

divergence, load imbalance, and global memory access over-
head [30]. To achieve an efficient performance of large-scale
HITL CPS graph data on new architecture devices, this section
introduces the Barge framework for HITL CPS graph data
processing.

We design Barge by considering the three primary aspects
of graph processing: algorithm semantic expression, program-
ming model, graph partition, and data placement.

1) Exiting graph processing systems are designed for sin-
gle hardware by considering the hardware feature to
improve the system performance. While this design
philosophy cannot achieve excepted performance on
new hardware architecture, in some cases, the existed
frameworks even cannot run on the new device. This
design philosophy is easy tolimit the scalability of the
framework and will lead to strenuous and repetitive work
for programmers. In order to solve this problem, this
article proposed a semantic model to represent the graph
algorithm and make the graph algorithm suitable for the
new architecture without reprogram the algorithm. The
semantic model provides a set of unified semantics to
define the graph structure and a set of unified API for
different graph processing systems.

2) In order to remove the conflicts between the heteroge-
neous parallelization of kinds of new hardware devices

Fig. 9. Illusion of the proposed HITL CPS data processing framework.

and the scalability requirements of graph processing,
this article proposes an architecture-aware programming
model that can be suitable for multiarchitecture. The pro-
posed model provides a reasonable run-time abstraction
of hardware parallel features and the rich programming
interfaces for graph computing applications.

3) The new architectures devices usually have very high
local memory access bandwidth but are just equipped
with a small capacity of onboard memory. How to use
the limited memory of new architectures devices to
process a large-scale graph is a great challenge. In order
to solve this problem, this article proposes a new graph
partition scheme by considering how to balance the
computing workload and communication overhead and
the memory access efficiency and also the redundant
computation overhead.

Fig. 9 shows an illusion of the proposed HITL CPS
data processing framework. In this framework, we propose
a semantic model to represent the graph algorithms, a new
programming model to fit multiarchitectures, and also a new
graph partition scheme.

A. Graph Algorithm Semantic Model for New Architecture

Nowadays, with the proliferation of mobile devices and
wearable devices, the HITL CPS graph data are prolifer-
ating. The efficient parallelism graph processing algorithm
is the most essential aspect to improve the performance of
graph processing systems. Combining the features of the
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new architecture with the characteristics of graph processing
algorithms is the key to improving the performance of graph
processing systems. Traditional work usually makes different
implementations for each architecture. This method has poor
portability and does not meet the needs of multiple graph
processing algorithms. It also brings new challenges to imple-
ment the algorithms for different kinds of applications and
also code management. However, some common operations,
similar optimization techniques, and even the same software
components are included in various graph algorithms. Con-
sidered the abovementioned architecture features and graph
processing algorithm characteristics, this article proposes a
new graph algorithm description semantic model. This model
provides users with productive semantics operations, such as
to define graph data structures, describe architecture-aware
parallel operations, and fit for different graph algorithms.

The semantic model is an abstraction of the common
operations of different algorithms; hence, how to extract
the ordinary operations of different algorithms, define the
specific operations, and provide a set semantics to describe
the parallelizable operations are the base of the semantic
model. On the other hand, the semantic model should clearly
define parallel operation rules to ensure that user code can
be executed correctly and efficiently under the new architec-
ture. At the same time, the semantic model should provide
productive parallel operation methods to ensure that users can
obtain sufficient expression ability to intuitively, accurately,
and completely and describe existing graph algorithms and
graph algorithm flows that may appear in the future. How
to ensure the efficiency of the graph algorithm by consid-
ering the characteristics of the new architecture is the main
content of the semantic model. Different architectures, such
as GPUs, FPGAs, the SIMD acceleration components, and
specialized devices with complicated local storage (such as
IBMCELL/Intel SCC), have their parallel execution models.
The difference in the execution model of different devices
can lead to substantial performance gaps for the same code.
In order to achieve excellent overall system performance on
different devices, this article first studies how to ensure that the
graph algorithm description, which provided by the user, can
run on different devices. Furthermore, this article introduced
how to determine a parallel operation execution mode to adapt
the execution characteristics of the hardware.

B. Architecture-Aware Graph Computing Programming
Model

The graph computing programming model is a bridge
between the architecture and the graph processing application.
On the one hand, it abstracts the details of the hardware
characteristics and provides programmers with rich interfaces
to implement various graph algorithms. On the other hand,
it makes full use of hardware resources efficiently and cor-
rectly completes the application requirements, which pro-
vides an optimized run-time environment for programs. Graph
processing is a strong data dependence application that is hard
to parallelism, while most of the new architecture devices
are highly parallelism. Hence, how to concisely implement

various graph algorithms while ensuring the efficiency of
parallel computing is the first problem to be studied in graph
computing programming models.

Although various new-type processors are highly par-
allelism, their structures are very different. For example,
the hardware logic of the computing core of GPU is straight-
forward, which is suitable for sequence programs without com-
plex logic, while KNL has fewer computing cores than GPU,
but the processing logic is relatively complex, which can sup-
port more instructions, such as AVX512ER and AVX512CD.
Furthermore, the FPGA achieve hardware-level programming
by changing the state and combination of gate circuits, which
supports some complex logic with high memory bandwidth.
These heterogeneous parallelisms make it challenging to
achieve excellent system performance in a unified program-
ming manner. Therefore, how to design a run-time optimiza-
tion mechanism by considering the hardware characteristics,
which can be suitable for multiple architectures, is another
research challenge for HITL CPS graph processing.

In order to solve the abovementioned two problems, this
article proposes an architecture-aware graph computing pro-
gramming model to match the different architectures. The
proposed programming model can effectively and concisely
implement various graph algorithms by considering the device
characteristics. We can also provide a set of efficient pro-
gramming methods for developers by using this programming
model.

C. Feature-Aware Data Partitioning and Placement Strategy

New accelerator architecture-type processors have large
on-chip memory bandwidth, such as GPU and MIC’s HBM,
which provides very favorable processing conditions for
memory-intensive graph computing applications. However,
the scale of the HITL CPS graph data shows an explosive
growth trend. The growth of the on-chip storage of proces-
sors with accelerated structure types is far from meeting the
demand for data growth. At the same time, graph processing
has some unique features, such as the most graph applications
that can be processed by using the iteration processing fashion;
on the other hand, the data placement also has a huge impact
on the performance of graph algorithms. How to design a suit-
able data placement strategy and an efficient data partitioning
scheme, by considering both the features of the graphs and
also the new architecture devices, allocate the partitioned graph
data are the crucial points to improve the performance of HITL
CPS GPF.

Allocate the partitioned graph data for both single and
multimachine, which will cause a large amount of network
overhead and bus data transmission overhead on new architec-
ture devices, due to the association of the graph data. It will
lead to some other problems, such as load imbalance and low
resource utilization, if we only focus on communication and
transmission overheads. A high-quality partitioning algorithm
itself will cause huge overhead; hence, it is essential for us
to study how to reduce the computational complexity of the
partitioning algorithm with acceptable partitioning quality.

The graph diameter becomes more extensive due to the rapid
growth of the graph size, which leads to lots of redundant
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Fig. 10. Graph computing semantic model adapted to new architecture.

computations under the iterative execution fashion on a new
architecture device. On the one hand, in the edge centric
processing model, the widely used CSR/CSC format easily
leads to scattered and irregular memory access, as well as
the low memory bandwidth efficiency. On the other hand,
the power-law characteristics will lead to a load imbalance
problem. In order to solve these problems caused by the data
format, this article needs to consider how to improve reading
efficiency and how to reduce reading times. In detail, one
is how to read the necessary data from the global memory
quickly, and the other one is how to implement a heuristic
method to read the data, which will be executed in the next
iteration, in one memory access to reduce the I/O overhead.

IV. GRAPH-BASED HITL CPS DATA

PROCESSINGFRAMEWORK

In this section, we first analyze the characteristics of dif-
ferent computing devices and then design a graph algorithm
semantic model for these new architectures, and we also
abstract the parallel operationsfor all these architectures in
this section. Furthermore, we summarize the data access of
large-scale graph processing pattern, and then, we design
a multiarchitecture supported graph computing programming
model to improve the system performance of large-scale graph
processing on new architectures, by simplifying the seman-
tics of the graph processing programming model. Finally,
we design a structure-aware data partitioning and placement
strategy to make the graph processing system meet the archi-
tectures’ feature.

A. Graph Algorithm Semantic Model for New Architecture

This article proposes a semantic model of graph algorithms
on new architectures by using a domain-specific language
(DSL).

The semantic model uses DSL as its entity and uses DSL
to express the model elements, such as variable definitions,
data definitions, operation definitions, and parallelization flags
required in the semantic model. Based on DSL, this article
proposes an interpreter for the semantic model. The DSL
provides users with a clear and intuitive description of graph
algorithms, and the semantic model interpreter explains the
description of user-provided graph algorithms. The proposed
semantic model is shown in Fig. 10.

This article will analyze the graph processing from a math-
ematical perspective and then design the semantic model for
graph algorithms. A graphG(V , E) is a set of verticesV and
an edge setE . The edge and vertex related data can be defined

as a mappingP, P maps the vertex or edge to a particular
domainR, and the mapping can be represented asP : E → R
or P : V → R. This article uses the mapping to represent
the attributes of the edges or vertices. For a given graph
G = (V , E) and a series of attributes� = P1, P2, . . . , Pn ,
the proposed semantic model should satisfy the following
types of graph algorithms: 1)calculate a scalar value from
a given graphG and the attribute set, such as the calculating
the conductivity of the subgraph; 2) calculate the new attribute
from �, such as calculating the PR value to sort the vertices
of the PR algorithm; and 3) select the interested subgraphs,
such as the strongly connected components finding algorithm.

Furthermore, the proposed semantic model tries to provide
three ways to describe parallel algorithms. The three descrip-
tion ways are as follows: 1) implicit parallelism semantic
structure; 2) allow users to distinguish parallel regions accu-
rately; and 3) Well-defined parallel operations. For example,
the for-each statement is precisely a parallel execution area
specified by the user. At the same time, the graph vertex value
assignment is an implicit parallel operation, and the widely
used reduction operation in graph algorithms is an explicit
parallel operation.

This article designs the semantic model interpreter from the
following three aspects.

1) Check whether the description of the graph algorithm
by the user meets the model’s requirement. The basic
condition is that the user’s description should meet the
semantic model’s grammatical requirements. The inter-
preter checks the user’s input by checking the syntax,
data type, and parallel semantics three aspects.

2) Architecture Independent Optimization: The interpreter
converts the code that meets the syntax requirements into
a detailed loop or iterative operation and then optimizes
the code by cyclic fusion, statement upward and slack
protocol boundaries operations.

3) Architecture-Related Optimization: As a different archi-
tecture has its execution fashion and data access method,
some architecture-related optimizations should be added
through the interpreter by considering the architecture’s
feature. For example, the GPU uses SIMD fashion
to execute the codes in parallel, and the continu-
ous memory access operation can reduce the memory
access overhead. Therefore, some data-level parallelism
and memory accessing optimization methods should be
added through the interpreter. All these optimization
methods have a strong correlation with the programming
model. Hence, we will introduce them in Section IV-B.

B. JCS Programming Model

Most of the existed GPFs adopt the vertex-centric pro-
gramming model since this programming model is easy to
express most of the graph algorithms, and it can provide
high scalability of the graph algorithms by partition the
graphs. However, this programming model is also easy to
lead random memory access and load imbalance problem
due to the skewed degree distribution of real-word graphs.
While the edge-centric programming model will introduce
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Fig. 11. Graph computing programming model adapted to multiple hardware
characteristics.

lots of redundant computation because there are many more
edges than the vertices in real-world graphs, it can provide a
continuous memory access fashion.The Gather–Apply–Scatter
(GAS) programming model proposed in PowerGraph [31] is
a fine-grained vertex-centric programming model. In GAS,
the computation process is subdivided to increase the degree of
parallelism. Previous research shows that there are a number
of active vertices in each iteration, which is far less than
the total number of vertices in a graph [31]. Hence, this
article proposes a queue-based vertex-centric Join–Compute–
Scatter (JCS) programming model, which is shown in Fig. 11.
In the JCS programming model, the operation on the vertex
is divided into the join, compute, and scatter three steps. The
join operation adds the active vertices into the worklist, and
the compute operation updates the vertex’s value according to
the user-defined function, while the scatter operation scatters
the vertex’s value to its neighbors, just similar to the scatter
operation in the GAS model. In the JCS model, each iteration
cares about the vertices that need to be updated. This execution
fashion can provide a unified and concise implementation
fashion for different algorithms, and it can provide high
scalability for the vertex-centric method.

In order to make three phases of the JCS model suitable
for different hardware, this article provides a mixed granu-
larity task mapping mechanism and a heuristic parallel write
optimization mechanism. We introduce the two optimization
mechanisms as follows.

1) Mixed-Granularity Task Mapping Mechanism: Here,
we take GPU as an example to introduce the
mixed-granularity task mapping mechanism. We assign
the vertices to thread, warp,CTA, and kernel according
to the number of the neighbor of the active vertex, and
the virtual-warp is used to solve the load imbalance
problem. While, on KNL, the proposed mechanism not
only supports regular round-level parallelism for differ-
ent task size, including thefor-all parallelism, reduction
parallelism, and scan parallelism, it also supports the
irregular parallelism, which can achieve excellent load
balancing through reasonable task stealing scheduling.

2) Heuristic Parallel Writes Optimization Mechanism:
Since there are some duplicate vertices in the worklist
and some vertices connectedwith the same vertex, this
situation will lead to conflicts in updating operation.
Atomic operations and locks are used to ensure data
consistency. However, many existed researches show
that some updating operations are idempotent (i.e.,
the updating order does not affect data consistency).

Fig. 12. Data partitioning and placement strategies for data-aware and
structure-aware.

Hence, there is no need to design a specific algorithm by
using atomic operation or lock to remove the duplicate
vertices from the worklist, and just a runtime lightweight
heuristic method is enough to remove the redundant
computation, which will be more efficient.

C. Feature-Aware Data Partitioning and Placement Strategy

In order to meet the architecture’s feature to unleash the
device performance, this article proposes a mixed 3-D graph
partition scheme. The proposed graph partition scheme will
load the graph blocks into the device on broad memory to
make sure the locality of data access and, hence, to reduce
the I/O overhead by considering the communication overhead.
Fig. 12 shows the essential operation of the proposed graph
partition scheme.

The existed graph processing system applied the 1-D
or 2-D partition strategy, which is the vertex-centric and
edge-centric partition method, respectively. The vertex-centric
partition strategy will lead to a load imbalance problem,
since the vertex degree distribution of most real world
graphs is power-law. While the edge-centric partition strategy
will lead to a large amount of communication between the
master node and the replicas. Recent research proposed a
3-D partition strategy, which partitions the vertex attribution
as the 3-D partition object, and this partition can achieve an
excellent system performance inmachine learning applications
but cannot suitable for full broad applications [32]. While
the traversal tree-based partition method can maintain good
locality, the partition operation can be executed after traverse
the whole graph, and the renumber operation is needed for
the subgraphs. The overhead of this partitioning method is
huge, and the overhead will increase growth with the graph
size. In order to solve the problems of the existed partition
methods, this article proposesa hybrid partition method. The
hybrid partition strategy will partition the vertices that have
similar degrees together by using a 2-D partition method and
then partition the subgraphs again by using a 1-D partition
method. While, for some specific graph algorithms, the hybrid
partition strategy will take the 3-D partition as the first round
partition, partition the results again by using a 2-D partition
method. This hybrid partition method makes the proposed
partition strategy achieve load balance and low communication
computation ratio for different algorithms and architectures.

The data placement is closely related to the representation
of the graph, and it has a serious effect on system performance.
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The upper level framework requires the graph representation
method to provide a high memory bandwidth utilization and
ensure the locality of memory access as much as possible.
While the lower level storage requires high space utilization,
avoid the space-wasting for sparsity graph. The storage level
also requires the graph that can be loaded into the memory
during the I/O operation in graph processing. In order to
meet both the upper level and lower level requirements, this
article provides a hybrid CSR/CSC graph representation. Then,
we further mixed the edge-list representation into the hybrid
representation according to thecharacteristics of the graph.
The mixed CSR/CSC graph representation is a benefit for the
Scatter/Gather operation. For example, some implementation
of the BFS algorithm will change the traversal direction
from bottom–up to top–down (top–down to bottom–up), and
this hybrid representation will improve the memory access
efficiency in this kind of operation. Community is another
essential characteristic of the real world graphs, i.e. the vertices
in a community are connected but few vertices connect with
the vertices outside the community. In this kind of graph, the
community can be processed by some SIMD devices, such
as GPU, by using the edge-list representation will achieve an
excellent performance. Hence, edge-list representation can be
an optional method for users.

V. RELATED WORK

We introduce state-of-the-art works for graph computing
in this section. Most recent works can be classified into the
storage model, the programming model, and the execution
model three aspects. We will introduce the related works from
these three aspects, receptively.

A. Storage Model

Since most graph applications are memory intensive with
a random memory access model, on the other hand, the real-
world graphs are with huge size. Both these characteristics
will lead to high overhead for both memory and disk access.
In order to solve this problem, many researchers proposed
a set of state-of-the-art optimization methods. For example,
some researchers proposed to use a new storage device, such
as Flash-based SSD, to reduce data access overhead. There
are also some other optimization methods. In GraphChi [33],
the authors proposed a sliding window method to load the
graph blocks into memory on demand; by using this method,
GraphChi can significantly reduce the disk access overhead.
GridGraph [32] proposed a 2-D edge partition method to
selectively schedule the graph blocks to reduce the I/O
overhead, and the experimental results show the proposed
method can achieve a useful data accessing performance.
In EC-VHP [34], the authors designed both a simple hash
index structure and a multiqueue parallel sequential index
structure to improve the processing efficiency of message
communication. GraphX [35], which is the core component of
Spark [36], providing a stack data solution on top of Spark,
can conveniently and efficiently complete a complete set of
pipeline operations for graph calculation. Chaos [37] used the
secondary memory and graph partitioning scheme to maximize
the degree of parallelism and reduce communication overhead.

B. Programming Model

Most of existed research, such Pregel [38], which is the
first graph processing system developed by Google, as well
as PowerGraph [31], GraphLab [39], and PowerLyra [40], are
adopt the vertex-centric. The vertex-centric model-based GPFs
are using the Think Like A Vertex (TLAV) paradigm [41].
Compared with the traditional MapReduce model, the TLAV
provides a better locality of data access and better scal-
ability, which makes it is more fixable to implement the
graph algorithms. However, the overhead of a large amount
of random memory access to the TLAV frameworks limits
the system performance. In order to solve this problem,
X-Stream [42] proposed an edge-centric programming method.
In the edge-centric programming model, the edges can be
visited in a sequential fashion, which can significantly improve
the data access efficiency. In addition, there are some other
kinds of the programming model, such as the path-centric
programming model proposed in PathGraph [43] and the
data-centric programming method [19].

C. Execution Model

Many recent research, such as Gemini [44], Cyclops [45],
and Hama [46], are adopt the bulk synchronous parallel
(BSP) [38] execution model. In the BSP execution model,
a global synchronization is required at the end of each itera-
tion. Due to the uneven degree distribution of the real graph,
it is easy to lead to the straggler problem for the vertex-centric
programming model because the small degree vertices need
to wait for the large degree vertices in the synchronization
operation. In order to solve this problem, some other recent
state-of-the-art works, such as Chaos [37], PowerGraph [31],
PowerLyra [40], and GPS [47], adopt the GAS [31] execution
model. In the GAS model, all the operations have been divided
into three phases: the information collection phase (Gather),
the application phase (Apply), and the distribution phase
(Scatter). Since the GAS is an asynchronous execution model,
the read–write and write–write conflicts should be considered.
There are also some other types of execution models, such
as the similar variants of GAS, and GunRock [19] divided
the execution operation into Advance, Computer, and Filter
phases, while SC-BSP divided the operation as Update, Push,
Pull, and Sink (UPPS) [48].

D. Graph Processing on New Architectures

In recent years, there are also some researchers proposed
some works, which focused on GPU, FPGA, and some
other new architectures. For example, the Medusa [30], Gun-
Rock [19], CuSha [22], and Frog [49] are designed on GPU.
These works attempt to use the high memory bandwidth to
improve the memory access efficiency of GPU, and they
also proposed some insights on the programming model,
execution model, and data storage model. FPGP [50] and
Graphops [51] are designed by using the FPGA. There are
also some frameworks designed for the hybrid architectures,
such as the CPU and GPU hybrid GPF, i.e., Totem [21].
There are also some attempts to design the hardware-based
accelerator for graph processing, such as Graphicionado [52]
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that is designed by combating the application execution ineffi-
ciencies on general-purpose CPUs, while article [53] proposed
a hardware-driven solution.

Due to the booming applications, graph processing has
attracted lots of attentionfrom both academia and industry.
Though there are lots of state-of-the-art works focused on
transitional architecture, it is hard to unleash the computing
efficiency of the hardware. There are few works focused
on the new architecture devices, and most of the existed
works are experimental works, which is hard to program,
with low availability. This article attempts to propose an ideal
framework for the new architecture devices, which can provide
a reference for future works.

VI. CONCLUSION AND FUTURE OPPORTUNITIES

Intelligent data processing for Smart CPSs has attracted
much attention from both industry and academics because
of the complex dynamic interaction with their environment
without any prior information. Focused on the large-scale
HITL data processing challenges, this article designed a set
of experiments to illustrate the performance of existed GPFs
and then proposed a graph-based HITL CPS data process-
ing framework, named Barge, which can fit for different
computing devices. By usingthe semantic model, Barge can
implement and map the same code to different computing
devices without any change, which can release the program-
mer from the strenuous and repetitive work. Furthermore,
the architecture-driven programming model can make pro-
gramming logic suitable for kinds of parallel devices, such as
GPU, FPGA, ASIC, and many other smart devices. In addition,
the data- and topology-aware graph data partition scheme of
Barge will partition the large-scale graphs by considering the
data structure and also the feature of the computing device to
make sure that the large-scale graph to be processed efficiently
on smart devices. In further, we will design and implement a
hardware compatible framework that can be mapped on to
kinds of parallel devices, such as GPU, FPGA, and ASIC,
without change the codes.
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Abstract— As technology enhances, houses have become 
smarter and energy-efficient. Traditional switches are 
gradually being replaced with automated centralized 
switches with remote controls in modern homes. The inmates 
find it difficult to activate the traditional wall switches 
located throughout the residence when they are needed. 
Smartphones give a modern option for remote-controlled 
home automation. The main goal of this study is to design 
and construct a low-cost Internet Of Things (IoT) enabled 
energy monitoring system that can be benefited in different 
applications such as energy management in smart 
automated homes as well as electricity billing systems. We 
develop a power analyzer using an Arduino board and 
Current Transformer (CT) sensor, as well as gadgets that 
can be controlled remotely using an Android OS 
smartphone. At the beneficiary end, a Bluetooth module is 
connected to an Arduino board, while at the transmitter end, 
a GUI application running on a PDA sends ON/OFF 
bearings to the authority where home equipment is installed. 
Through this technique, the pieces of equipment are turned 
ON/OFF by tapping the correct spots on the GUI. 
Additionally, we recorded the daily and monthly readings of 
power consumed to monitor the power consumption in a 
month and to give necessary warnings and suggestions to 
the consumer. 

I. INTRODUCTION 

Energy conservation is an urgent 
requirement of this era. The idea of resourceful 
equipment in assorted areas such as air 
conditioning, refrigeration, lighting, etc will 
lead to energy-efficient utilization of household 
devices. Energy auditing is an inevitable 
mechanism for analyzing the systematic energy 
utilization of equipment and devices. It provides 
a better way to control the use of electricity 
in case of excess usage and also helps the user 
to fix the inaccuracy in the electricity bill which 
may show excess amount sometimes [1]. 

Domestic electricity bill which presents 
surplus amount that causes disapproval for the 
users. By using a smart power analyzer system 
user monitors the energy utilization details at 
the equipment level and governs it rather than 
calculating the fixed monthly expenditure. This 
may also aid the user to restore the normal 

appliances with energy-efficient and smart 
devices[2]. Critically, the checking power 
system can caution the user on startling 
overabundance utilization brought about by the 
improper working, absence of timely 
maintenance, and so forth. Further, energy 
management in the proper way leads to the 
better utilization of the resources, and thereby 
we can reduce the cost. 

Thus the wastage of energy can be reduced to 
meet future needs by protecting the precious 
resource. Similarly, the cost estimation can be 
predicted for each industrial unit or home for 
better utilization of the energy. Moreover, this 
comparison and the analysis of cost estimation 
for each industrial unit or home will reduce the 
production cost which will result in the 
tremendous profit of the industry. 

The importance of saving electricity 
attributes to the fact that electricity is 
generated from natural resources, which are 
limited and reducing as time goes. The 
unsustainable use of natural resources not only 
affects the balance of nature but also makes 
the planet completely unfit to live. Saving 
electricity can reduce its production, thereby it 
reduces the manpower and cost of production. 
Similarly by producing electricity from other 
means like coal accelerates pollution. Thus 
pollution can then be controlled by limiting the 
production of electricity by consuming 
electricity efficiently and effectively to save 
the planet. 
A. Motivation 

Energy consumed by each industrial unit or 
home can be measured and analyzed based on 
time stamps. Thus, the energy used by different 
industrial units or home can be compared and 
analyze which consume more energy. Hence, 
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the industrial units or homes which possess 
more energy consumption can be taken care 
and inference can be made that whether the 
industrial unit or home are actually needed this 
much energy or whether this consumption is 
due to any faults in machines. Also, it can 
control electronic devices from anywhere at 
any time using the internet or within a Wi-Fi 
connection. Thus wastage of electricity gets 
reduced by controlling devices at the correct 
time. The electricity meter stationed in the 
individual constructions displays the energy 
utilized by the buildings. There is an urgent 
necessity for a novel power analyzing system. 

The wastage of energy can be reduced to 
save the future by protecting their precious 
resource. By reducing the wastage of 
electricity, the production of electricity can be 
decreased. Electricity is produced from natural 
resources such as water etc. So by limiting 
the production of electricity will leads to less 
exploitation of these natural resources. 
Similarly, electricity can be produce from 
other means like coal which increases 
pollution. Thus, pollution, manpower, and cost 
can be reduced by limiting the production of 
electricity which can achieve by saving and 
using electricity inefficient and effective ways 
to save the planet. 
B. Contribution 

Internet of Things (IoT) is relied upon to 
achieve an enormous measure of progress in 
the field of pervasive figuring. IoT-based 
energy the board framework can 

contribute a ton to the preservation of energy. It 
can control different electric devices in the home 
from anywhere at any time using an internet 
connection or Wi-Fi. Similarly, the cost 
estimation can be predicted for each industrial 
unit or home. And this comparison and analysis 
of cost estimation from each industrial unit or 
home will reduce the production cost, hence will 
result in tremendous profit to the industry. 

An IoT Based Power Analyzer is a general-
purpose real-time mobile application. It is used 
to measure the usage of power consumed by 
each industrial unit or home. It also estimates   
the   cost   of   each   industrial unit or home. 

We propose the implementation of   a smart 
plug, an energy observation system that provides 
real-time information on device-level energy 
consumption. An Arduino microcontroller board, 
an ENC28J60 LAN module, and a current 
electrical device detecting element are used in the 
suggested device. The present sensor technology 
employed is non-invasive. The device’s 
computer software is written in Android and the 
statistics are stored in a server. The end product 
is a smart plug that uses the Arduino-android 
platform to monitor a distant device. 

The next half essentially carries out the style of 
an IoT sensible Home System (IoTSHS) which 
gives the remote control to sensible home 
appliances via android mobile phones, similarly 
like PC/Laptop. The controller accustomed style 
the IoTSHS is Arduino Uno micro-controller. A 
temperature detector is provided to analyse the 
surrounding temperature and alert the users if 
the regulation of the fan speed is required. The 
designed IoTSHS will edges the total elements 
within the community by facilitating 
technologically improved remote dominance for 
the sensible home. 

The organization of the paper is as follows. 
Section II summarises the literature survey. 

II. RELATED WORK 

We could find several substantiating facts 
which are beneficial for our research 
work.Literature survey have been done in the 
area of power analyzer as well as home 
automation. 

A. Power Analyzer 

A survey done on already existing literature on 
energy consumption and analysing reveals that a 
tremendous change have been reported in the 
implementation [5]. For the necessities of 
acknowledging energy-sparing and outflow 
decrease for the smart network, this paper 
presents an observing foundation of the energy, 
the board framework which is coordinated with 
flexibly energy. It governs, reads, and evaluate 
the processed readings, of energy creation, 
energy transportation, and energy utilization for 
the smart system. The design of the community 
energy system is split into the acquisition layer, 
transmission layer, and management layer. The 
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information correspondence between information 
securing devices and server embraces Ethernet 
and TCP/IP convention. The information 
correspondence between field instruments and 
information procurement gadgets receives the 
RS-485 interface and Modbus correspondence 
convention. 

The advancement of an observing platform for 
a smart network can improve the administration 
level as well as diminish the energy utilization of 
the network energy framework. A few studies 
done on the possibilities of better energy 
utilization proposes various methods [6]. The 
users are going to be alerted when the electricity 
usage in their home exceeds the limits to avoid 
the wastage of energy consumption. 

Various studies done on the data 
acquisition and control of energy utilization 
efficient method. Smart Home Energy 
Management Systems Based on Non-Intrusive 
Load Monitoring [7] proposed a unique system 
of good domestic energy management systems 
incorporating each approaches, in order that 
correct energy utilization watching and assuming 
comunication with the smart home device at the 
same time achieved. The good parts directly 
management the appliances, whereas the 
essential controller coordinates the info 
assortment. The key point is that the 
competence of mechanically aligning the 
appliances to their corresponding sockets, 
reducing the need for manual initial setup. We 
assure that our smart framework, if sophisticated 
widely, will profit not solely separate 
households by reducing current bills. 

A Server Agent is the term given to the 
innovative microcontroller used in this project. 
While the initial PC-based server is offline, this 
agent collects information from buyers. Once all 
knowledge area units have dropped, the Server 
Agent can turn down the PC-based server again. 
This procedure minimises the amount of 
energy used [4]. 

We conducted several research on An 
Efficient Home Energy Management Solution 
based on Automatic Meter Reading, with a 
specific focus on household energy 
consumption, and proposed a simple and 

effective system for reducing power waste in a 
home. They designed a home energy 
management system (HEMS) that uses a simple 
energy management mechanism to make it 
easier to implement. It also makes use of AMR 
(Automatic Meter Reading) network-based 
power line communication (PLC). They 
installed HEMS in real customers’ homes and 
validated the results, resulting in a significant 
energy conservation outcome that is vital for 
power reduction.[9]. 

GAPMR stands for ”automated power metre 
reading system using GSM network.” It is a 
system that consists of GSM digital power 
metres installed in the client unit and an 
electricity e-billing system at the energy 
supplier’s end. The GSM digital electric metre 
(GPM) could be a single part IEC61036, a 
standard digital kWh electric metre with 
incorporated GSM electronic equipment that 
uses the GSM network to report power usage 
readings.The readngs are send back to the 
energy supplier as short messaging system 
(SMS) via a wireless manager[8]. On the 
service provider’s side, there’s a degree e-billing 
system that’s used to monitor all SMS metre 
readings, encrypt the charge value, update the 
information, and send charge notifications to its 
various customers by SMS, email, web portal, 
and letters. The effectiveness and efficiency of 
automatic meter reading  

 
 

Fig. 1: Proposed 
system architecture 

 
was demonstrated by implementing a GAPMR 
system. Also the charge and notification through 
the employment of GSM network can also be 
monitor by this system. 
B. Home Automation 
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The research into the implementation of IoT 
for condition monitoring in homes shows that 
condition monitoring and energy management 
in the home may be done in an inexpensive, 
flexible, and cost-effective manner. The 
designed system’s major tasks include remote 

control and management of home devices such 
as electrical lamps, heaters, and so on, as well as 
unassertive surveillance of domestic usage and 
supplying closed intelligence to reduce energy 
consumption using IoT technology.[3]. This will 
assist and schedule the individual’s operation 

time according to the energy demand. 
The majority of current sensible Web 

connection is provided by TV set-top boxes, 
allowing users to install and run additional 
advanced applications or plugins/add-ons for a 
certain platform. It means that a sensible—a 
wise TV set-top box is a good option for acting 
as a hub that integrates a variety of smart home 
solutions. This study presents a framework for 
managing household appliances that is enabled 
by a smart TV set-top box. 

Many buttons (often dozens) are designed 
on the remote controller in home areas as the 
quality of devices/appliances improves, yet 
many of them are rarely used. A user is also 
perplexed by the controller, despite the fact 
that he or she only wants to do a simple 
task. This confusion in addition ends up in a far 
better likelihood of mal-functions. Additionally 
to the current a typical ways in which of 
communication between remote controllers and 
connected devices, like ventricose language 
(XML) messages, unit generally bandwidth-
consumptive. The asymmetrical feature of 
Point-n-Press provides for simple and intuitive 
management by informing the target device and 
displaying the target’s management interface on 
the remote controller’s screen. Exclusively 
sensible pops that unit relevant to the present 
context unit by using the state dependencies of 
home device/equipment actions. Two real 
prototypes are being used to test the feasibility 
of the proposed theme. According to the 
findings, Point-n-Press could be a useful and 
relevant management theme for IoT-based 
smart homes. 

III. PROPOSED   SYSTEM 

An IoT Based Power Analyzer with home 
automation is a real time IoT based mobile 
application which analyze the energy 
consumed by each industrial unit. It also 
predicts the cost estimation of each industrial 
unit or home which incorporates with online 
data storage. It clearly specifies the average 
energy used per day, per month and per year 
along with cost estimation. Energy consumed 
by different industrial units or home can be 
measured and analyzed based on time stamps. 
Thus, the energy used by different industrial 
units or home can be compare and analyze 
which consume more energy. So the industrial 
unit or home which possess more energy 
consumption can be taken care and inference 
can be made that whether the industrial units or 
home are actually needed this much energy or 
these much consumption 

 
Fig. 2: Power Analyzer 

Architecture 

 
is due to any faults in machines. By identifying 
faulty devices before their life expired, the 
production cost can be reduced to some extent 
because the faulty devices can be repaired before 
it get fully damaged. 

The second section focuses on the design of an 
IoT sensible House System (IoTSHS), which 
might provide access to a smart home via a 
mobile device, similar to a PC or laptop. The 
Arduino Uno microcontroller is the standard 
controller for the IoTSHS. A temperature detector 
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is included to indicate the temperature in the 
area and inform the user if the fan speed needs to 
be adjusted. By giving improved remote 
dominance for the sensible house, the developed 
IoTSHS will edge the total elements within 
society. 

A. Product Perspective 
This app can control electronic equipment and 

to measure the usage or consumption of 
electricity for each device. Cost of consumption 
per devices can also available in this app. Thus 
the electricity usage can be analyzed and 
provides an efficient way electricity usage. 
Customer can analysis on a real time based usage 
of various electrical device and control 
consumption of energy through the app. The cost 
of this system is very less as compared to existing 
system in market. The feature that makes the 
application unique is that no other application has 
the facilities to measure power consumption of 
each device. 

IV. SYSTEM    ARCHITECTURE 

The Current sensor which is a vital part of 
our system is attached to the phase wires of 
industrial units or home. Then it senses the 
current usage by industrial/home and give to 
arduino, where current sensors are attached to 
the arduino with help of extra circuit which 
contain 3.5mm audio connectors. This circuit 
helps to limit the voltage coming from industrial 
units/home because arduino have only 5v 
capacity. Current sensors give the analog 
value of current to arduino which convert to 
digital value within arduino (in build Analog to 
Digital Convertor).From this arduino values are 
passed to database through Wi-Fi module. Then 
data processes in database which provides data 
to the user through 

 

 
 

Fig. 3: Sensor Module outline 
 

android application. The continuous monitoring 
values are givento user. Along with that the daily, 
monthly andyearly usage analyses are also given. 
The prediction of electricity bill given to user 
provides the energy consumption and cost 
estimation of industrial units [10]. 

1) Power Analyzer Module: The block diagram to 
show 

the operation of the power analyzer is shown in 
figure 2. The current sensor SCT013030 is the 
main part of the circuit. The electricity measures 
are detected in real time and passed to the server 
through ESP 8266 WiFi module connected to the 
Arduino Nano. The SCT013 030 split core 
current sensor is capable of detecting a maximum 
current of 30A and provides a peak output voltage 
of 1V peak for that current. The output voltage 
thus generated is then transmitted to the Arduino 
Nano microcontroller via the input of the analog-
to-digital converter (ADC). This voltage 
waveform is shifted up to 2.5 VDC. The rms 
value of the output signal is calculated and the 
power is calculated in the program. 

2) Home Automation Architecture: Figure 4 depicts 
the 

basic diagram of the proposed IoT Smart Home 
(IoT SHS) system. This is a low-cost, easily 
manageable, and profitable product. By providing 
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superior remote control for home appliances, it 
addresses the entire company’s segment. 

To control devices remotely, it comes standard 
with WiFi. Lights, fans, and sockets are usually 
found in every room of any house where our 
items can be installed. This product does not 
affect the room’s electrical distribution wiring; 
everything remains the same except for the 
relays, which are wired in series with the switch 
or socket in the distribution box. 
 
 

 
Fig. 4: Home Automation Architecture 

 
The controller is a WiFi-based 

microcontroller (Arduino UNO) that serves as 
the system’s brain and controls all of the other 
components. The ambient temperature is 
indicated through a temperature sensor. 

3) Sensor   Module:   The   TSL2561   is   a   cheap,   
but 

sophisticated, light sensor. To better predict the 
human eye’s response, the TSL2561 integrates 

infrared and visible light sensors. This is 
contrast with simpler sensors, such as 
photoelectric sensors and photodiodes . The 
TSL2561 can measure both very small and very 
large amounts of light because it is a built-in 
sensor (it absorbs light for a pre calculated 
amount of time). The block diagram is shown in 
figure 3. 

Circuit Diagram : The CT sensor cannot be 
directly connected to the Arduino since the 
high current from the 

sensor can damage the Arduino, So we connect 
firstly the burden resistor of low resistance of 
about 33 is connected represented by Rb in the 
figure.Then the voltage divider bias consisting of 
R1 and R2 and additionally a bypass capacitor 
C1 of 470F to block the digital signal, there by 
getting only the analog current signal to the 
Arduino.The analog pins of the arduino is 
indicated by notation A0 – A5 we have 
connected the CT sensor to pin A0.Then by 
clamping the CT sensor on alive wire gives the 
current output. 
 

Fig. 5: (CT sensor interfaced with 
arduino 

V. EXPERIMENTS   AND   DISCUSSION 

Initially, login to the Digital space using 
username and password and check the username 
and password is valid by comparing in 
database. If it is valid it enter to the next module 
else unsuccessful login. There are different 
phases for the app where we can do the control 
of our home appliances automatically through 
the application. 

Now we measure the usage statistics of the 
home that is read through the CT sensor. We 
can analyse the power usage in various manner 
according to our requirements.The app will 
provide the provision to calculate the power 
consumption in daily, monthly and year 
wise.Also have the facility to monitor the live 
power consumption. The app interface for the 
power analysis is is shown in figure 6. 
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Fig. 6: Application Interface 

 

 
Fig. 7: Daily usage analysis 

 

Fig. 8: Monthly and yearly usage 
analysis 

 
 

For calculating the daily consumption we can 
choose the option in the app and it will give the 
consumption as a graph which is shown in the 
figure 7.By taking the power consumption in 

this manner we would be able to control the 
usage. 

We have also done the analysis of monthly 
and yearly power consumption rates and plotted 
as a graph. It is very convenient to track the miss 
usage of power. The results from the analysis is 
shown in the figure 8. The next part in the 
experiment was the cost estimation. It will give 
the summary of average power usage in a 
Day/Month/Year base. Also we have done the 
average cost estimation for a day,Month or and 
Year. 

CONCLUSION 
IoT based energy the board framework can 

contribute a ton into preservation of energy. It 
can control different electric devices in home 
from anywhere at any time using internet 
connection or Wi-Fi. Similarly the cost 
estimation can be predicted for each industrial 
unit or home. We proposed an IoT Based Power 
Analyzer is a general purpose real time mobile 
application. It estimates the cost of each 
industrial unit or home. We propose creating a 
smart plug, which is an energy observation 
system that provides real-time information on 
energy use at the device level. An Arduino 
microcontroller board, an ENC28J60 LAN 
module, and a current electrical device sensing 
element are used in the suggested device. The 
end product is a smart plug that uses the 
Arduino-android platform to monitor a remote 
device. The second section focuses on the 
design of an IoT sensible House System 
(IoTSHS), which might provide access to a 
smart home via a mobile device, similar to a 
PC or laptop. The Arduino Uno microcontroller 
is the standard controller for the IoTSHS. By 
connecting sample appliances and successfully 
controlling them from a wireless mobile device, 
the home automation system has been 
experimentally proved to perform satisfactorily. 
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Abstract---Constrained image splicing detection and 
localization (CISDL) is a  difficult task for image 
forensics that examines two input suspicious pictures 
and determines whether one contains suspected portions 
copied from the other. Here a unique adverse learning 
approach for training the deep matching network for 
CISDL is presented. The goal of the deep matching 
network based on atrous convolution (DMAC) is to 
create two high-quality candidate masks that show the 
suspicious regions of the two input pictures. The 
correlation layer based on the skip architecture is 
proposed to capture hierarchical features in DMAC, and 
Atrous spatial pyramid pooling is used to extract 
features with rich spatial information.Another model 
called DMVN uses the same process as DMAC but it is 
not use atrous convolution. Atlast a comparative study of 
both models was done ,in which the DMAC model is 
better because it gives high resolution fined grained 
mask. 

Keywords:Atrousconvultion,DMAC,DMVN,CISDL 

 
I. INTRODUCTION 

Malicious image forgery is becoming a global epidemic in 

recent years, due to the rapidly declining cost of digital 

cameras and quick development of sophisticated image 

editing tools. Forgers may use forged images to produce 

fake news, spread rumors or give false testimony, which 

result in negative social impacts. Image forensics, which 

seeks to distinguish forged images and prevent forgers 

from using forged images for unscrupulous business or 

political purposes, has attracted great attention in research 

and industrial communities. A variety of image forensics 

methods investigate an individual image and detect its 

high-level or low-level inconsistencies caused by image 

manipulation. However, it is still a challenging task to 

accurately distinguish forged images, due to advanced 

image manipulation techniques and limited information 

provided by a single image. Moreover, these image 

forensics methods identify forged images or regions 

without providing the source of forged regions or specific 

tampering process, but these auxiliary evidences can 

provide more clues and make results more convincing in 

real applications. Constrained image splicing detection 

and localization (CISDL) is newly formulated in the 

Media Forensics Challenge. Different from 

“conventional” splicing detection, “constrained” means 

that the inputs are two images: one is a probe image and 

the other is a potential donor image. In CISDL given a 

probe image P and a potential donor image D, CISDL 

aims to detect if a region of D has been spliced into P, and 

consequently provide mask images Pm and Dm 

indicating the regions of P were spliced from D. DMVN 

generates correlation maps by comparing high-level low-

resolution feature maps of VGG, and constructs an 

inception-based mask convolution module to locate 

suspected regions. However, low-resolution feature maps 

restrict DMVN's ability to detect accurate boundaries and 

small suspected regions. Here proposed a deep matching 

138 
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network based on atrous convolution (DMAC) to 

generate high-quality candidate masks from high-

resolution feature maps.  

 

The basic DMAC architecture achieves significant 

improvements over DMVN. 

 
This work,  proposes a DMAC network which takes 

two images as inputs.These input images are fed 

into a atrous convolution network for feature map 

extraction.The extracted feature maps fed into the 

correlation layer and atrous spatial pyramid pooling 

for feature maps comparisons. 

 

 
 

Fig 1.a)Donor Image b)Donor Mask c)Probe Image d)Probe mask 
 

 

 
II. LITERATURE SURVEY 

In [1] Proposes a new convolutional layer that suppresses 

image content and learns forgery detection.In [1] they 

proposed a CNN to learn manipulation detection features 

directly from data and it is used in image forensicsIn [2] 

DMAC is combined with adversarial learning for 

effective image forgery detection.In [3] propose an 

optimized 3D lighting estimation method by incorporating 

a more general surface reflection model.In [4] propose a 

framework to improve the performance of forgery 

localization via integrating tampering possibility maps. In 

[5] proposed algorithm automatically computes a 

likelihood map indicating the probability for each 8 × 8 

discrete cosine transform block of being doubly 

compressed. 

III. PROPOSED METHODOLOGY 

In this section, explains the proposed framework, as shown 

in fig 2. In the DMAC model there are three modules 

namely feature extraction module, correlation module and 

ASPP ( Atrous Spatial Pyramid Pooling ) . In the feature 

extraction module atrous convolution is adopted to enrich 

the spatial information of convolutional features.  

In the correlation module ,the skip architecture is designed 

for hierarchical features comparisons and in the ASPP 

module is used to capture the information of different 

scales, Atrous Spatial Pyramid Pooling is constructed to 

generate the final mask. ASPP contains multiple parallel 

atrous convolutional layers with different sampling rates. 

In DMAC Model,two images as inputs probe and donor.In 

which donor is the is the original image which is captured 

by camera also called as authentic image and probe image 

is the image containing spliced portion of donor image also 

called as tampered image.This two image is given as input 

to the model and it produce high resolution fine grained 

mask as output.The  DMAC model is using atrous 

convolution which is used to give high resolution 

mask.Atlast creating another model called DMVN , in this 

which is not  using atrous convolution and compare with 

DMAC model for accuracy. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2.Proposed System Architecture 



ISSN 2394-3777 (Print) 
                                                                                                                                            ISSN 2394-3785 (Online)    
                                                                                                                        Available online at www.ijartet.com  

                         
                             
            International Journal of Advanced Research Trends in Engineering and Technology (IJARTET) 
           Vol. 8, Special Issue 1, August 2021 
 
 

The DMAC network is an unique adversarial network in 

which feature extraction modules employing atrous 

convolution, the correlation layer with skip architecture, 

and ASPP are designed to enrich geographical 

information.In DMAC atrous convolution, the correlation 

layer and ASPP are used to capture hierarchical properties 

and localise impacted regions at many scales, 

respectively. The detection network and discriminative 

network, which act as losses with supplementary 

parameters, monitor DMAC's adversarial training. 

 

 

 

A. Feature Extraction with Atrous Convolution 
 

CNNs' pooling or downsampling techniques necessarily 

degrade the spatial resolution of the output feature maps. 

As a result, in this research, atrous convolution is 

employed to create high-resolution feature maps. Atrous 

convolution allows us to vary the field-of-view of filters 

by adjusting the rate value without adding any more 

parameters.This module alters the image by adjusting the 

colour, contrast, and light intensity, which aids in the 

creation of a high-resolution mask. 

Assume the input feature maps are scaled down by a 

factor of two before being convolved with standard 

convolution filters. The created feature maps are just a 

fourth the size of the original feature maps, and traditional 

filters only acquire answers from a quarter of the image 

locations. If we eliminate the downsampling layer and 

directly convolve  the input feature maps, the filters will 

have a smaller field of vision. Fortunately, we may keep 

the original field-of-view by       employing atrous 

convolution with rate r = 2. Using atrous convolution 

techniques, we can create high-resolution feature maps, 

get all answers from the input feature maps, and don't 

need any additional parameters or calculation.Despite the 

fact that the effective filter size increases, we only need to 

examine non-zero filter values, resulting in a constant 

number of filter parameters and operations per site. 

B. Correlation Computation Module 

To build dense high-resolution feature maps, atrous 

convolution is used as the basic process.One of the most 

difficult difficulties in deep matching tasks is deep feature 

comparison. For other tasks, only the neighbouring fields 

are compared, allowing for the creation of complex 

correlation layers. They usually compute the scalar 

product of a pair of individual descriptors at each place 

for long-range correlation computing tasks.We can denote 

correlation computation procedure as a  function. The skip 

architecture is proposed to effectively organize the atrous 

convolution and hierarchical convolution features.It 

makes full use of the feature extraction module's wealth of 

information. Three sets of feature maps are produced by 

the atrous convolution layer: f3, f4, and f5. As a result, 

three sets of correlation feature maps can be created using 

the feature maps f3, f4, and f5, with no upsampling or 

mapping functions required.The computation procedure 

of the proposed correlation layer based on the skip 

architecture can be summarized as Algorithm: The skip 

architecture is used to compute the correlation layer. 

 
C. Atrous Spatial Pyramid Pooling 

 
The fact that the tampered portions are on different scales 

is a problem in the image splicing detection technique. 

The final masks are generated using Atrous Spatial 

Pyramid Pooling (ASPP), which captures the information 
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on multiple scales provided by the correlation 

maps.Simply ASPP is a discriminative network that drives 

the DMAC network to produce masks that are hard to 

distinguish from ground truth ones. Multiple atrous 

convolutional layers with varying sampling rates are 

present in ASPP. As a result, those obscene convolution 

filters have varying field-of-views and can focus on 

altered parts of various scales. A separate branch of 

convolutional layers, batch normalisation, and ReLU 

layers follow each atrous convolutional layer with one 

sample rate.The individual branches are then merged to 

create the finished masks. During mask formation, there is 

no upsampling operation with learnable parameters, thus 

we just use bilinear upsampling during test time. 

Fig 3: Atrous Spatial Pyramid Pooling [6] 
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IV. RESULT AND DISCUSSION 
 

 

Fig 4- Result of DMAC Model  

 
 

  Fig 5- Comparison Between DMAC and DMVN 
 

V. CONCLUSION 

This work provides a simple but effective framework for 

detecting image splices. A unique adversarial learning 

framework is proposed to deal with the CISDL task. To 

improve the DMAC network's ability to detect small matching 

regions and multi-scale regions, atrous convolution, the skip 

architecture, and ASPP are used.A lot of experiments are 

conducted on all generated datasets and also all publicly 

available datasets.The experimental results demonstrate the 

appealing performance of the proposed adversarial learning 

framework and the DMAC network.The use of atrous 

convolution and ASPP has clearly increased the effectiveness 

of the algorithm compared to the existing ones.Although the 

techniques to detect small tampered regions and regions under 

huge changes still need further research. 
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Abstract—Non-orthogonal multiple access (NOMA) and
ambient backscatter communication have been envisioned as two
promising technologies for the Internet-of-things due to their
high spectral efficiency and energy efficiency. Motivated by this
fact, we consider an ambient backscatter NOMA system in
the presence of a malicious eavesdropper. Under the realistic
assumptions of residual hardware impairments (RHIs), channel
estimation errors (CEEs) and imperfect successive interference
cancellation (ipSIC), we investigate the physical layer secu-
rity (PLS) of the ambient backscatter NOMA systems with
emphasis on reliability and security. In order to further improve
the security of the considered system, an artificial noise scheme is
proposed where the radio frequency (RF) source acts as a jammer
that transmits interference signals to the legitimate receivers
and eavesdropper. On this basis, the analytical expressions for
the outage probability (OP) and the intercept probability (IP)
are derived. To gain more insights, the asymptotic analysis and
corresponding diversity orders for the OP in the high signal-
to-noise ratio (SNR) regime are carried out, and the asymptotic
behaviors of the IP in the high main-to-eavesdropper ratio (MER)
region are explored as well. Finally, the correctness of the
theoretical analysis is verified by the Monte Carlo simulation
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results. These results show that compared with the non-ideal
conditions, the reliability of the considered system is high under
ideal conditions, but the security is low.

Index Terms—Ambient backscatter, artificial noise, chan-
nel estimation errors, Internet-of-Things, imperfect successive
interference cancellation, NOMA, physical layer security, residual
hardware impairments.

I. INTRODUCTION

A LARGE number of intelligent devices will be supported
for the wireless networks with Internet-of-things (IoT)

and massive machine-type communication [1], [2]. To this
end, non-orthogonal multiple access (NOMA) has been iden-
tified as a promising solution to serve massive connections
due to high spectral efficiency and low latency [3], [4].1 The
distinguishing feature of NOMA is that a plurality of users are
allowed to share the same time/frequency/code resources by
power multiplexing through superposition coding [5]. At the
receiver, the signals can be extracted with the aid of successive
interference cancellation (SIC) [6]. From the perspective of
coverage, NOMA can enhance the performance of the cell
edge users by allocating more power to them [7].

On a parallel avenue, backscatter communication has
emerged as a promising paradigm for the green sustainable
IoT applications due to its ultralow-power and low cost [8].
A well-known backscatter communication application for the
IoT is radio frequency identification (RFID) that consists of
one reader and one tag. More exactly, the tag modulates
and reflects the incident signal from the source through a
mismatched antenna impedance to passively transmit infor-
mation, and the reader performs demodulation after receiving
the reflected signal [9]. However, the traditional backscatter
communication technology is limited by the power consump-
tion resulting from the active transmission [10]. To tackle
this limitation, the work in [11] proposed ambient backscatter
prototypes. This technology utilizes environmental wireless
signals (e.g., digital TV broadcasting or cellular signals) to col-
lect energy and transmit information through battery-free tags.

Ambient backscatter technology has drawn great attention
from both academia and industry [12]–[16]. A framework
for evaluating the ultimate achievable rates of point-to-point
networks with ambient backscatter devices was proposed

1Generally, NOMA can be divided into code-domain NOMA and power-
NOMA. In this article, we use NOMA to refer to the power-domain NOMA.
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in [12], where the impact of the backscatter transmission on
the performance of the legacy systems was considered. In [13],
the authors analyzed the outage performance of the ambient
backscatter communication systems with a pair of passive
tag-reader by deriving the exact and asymptotic expressions
for the outage probability (OP). Guo et al. in [14] exploited
the NOMA technology to support massive tag connections.
According to the unique characteristics of the cooperative
ambient backscatter systems, the authors of [15] proposed
three symbiotic transmission schemes, where the relation-
ships between the primary and backscatter transmissions were
commensal, parasitic, and competitive. The authors in [16]
investigated the effects of co-channel interference and the
energy harvesting (EH) on the achievable OP of the ambient
backscatter communication systems with multiple backscatter
links. In addition, the ambient backscatter technology has
been widely used in smart phones, agriculture and other
sectors [17], [18]. The authors in [17] developed a new type
of environmental leaf sensor tag in agricultural applications
using the ambient backscatter technology. In [19], the authors
investigated a hybrid device-to-device (D2D) communication
paradigm through integrating the ambient backscatter technol-
ogy into wireless powered communication network (WPCNs)
to improve the performance of current WPCNs, as well as the
performance of the hybrid D2D communication system; it was
demonstrated that the ambient backscatter technology can be
well combined with current or future wireless communications
to improve network performance.

Another well-known fact is that the transmission of wireless
signals is vulnerable to fronted threats due to the broadcast
nature of wireless communication environments. The tradi-
tional key encryption technologies has high computation com-
plexity, and thus, are not suitable for small-volume backscatter
devices with limited storage and computing power [20]. As a
result, they may not be applied for solving the security
communication problem of the ambient backscatter NOMA
systems [21].

As an alternative, physical layer security (PLS) has been
proposed as a promising mechanism to enhance the security of
wireless communication systems from an information theoretic
perspective [22], [23]. By exploiting the inherent random
characteristics of wireless channels, PLS can achieve secure
communication for wireless communication networks with-
out being eavesdropped by illegal eavesdroppers, which has
sparked a great deal of research interests, e.g., see [24]–[28]
and the references therein. In [24], the secrecy outage per-
formance of a multi-relay NOMA network was investigated,
where three relay selection schemes were proposed. With the
emphasis on the cognitive radio networks (CRNs), the authors
of [25] evaluated the reliability-security tradeoff by deriving
the connection outage probability and the secrecy outage prob-
ability for the cooperative NOMA aided CRNs. Additionally,
the secrecy rate was studied under the traditional backscatter
communications systems in [26], where the reader and eaves-
dropper were equipped with multiple antennas. To enhance the
security of the ambient backscatter communication systems,
an optimal tag selection scheme for the multi-tag ambient
backscatter systems was designed in [27]. By the virtue

of artificial noise, an enhanced PLS scheme for multi-tag
ambient backscatter system was designed, in which the bit
error rate and secrecy rate were investigated in [28]. Moreover,
the authors of [29] proposed to combined multiple-input
multiple-output technology with artificial noise technology to
enhance the secrecy performance of NOMA systems.

Unfortunately, the common feature of the aforementioned
contributions is that perfect radio frequency (RF) compo-
nents are assumed, which may not be realistic in practical
communication systems. In practice, all RF front-ends are
vulnerable to several types of hardware impairments, such as
amplifier non-linearities, in-phase/quadrature imbalance, phase
noise, and quantization error [30]–[34]. These impairments
can be generally eliminated by using some compensation and
calibration algorithms. However, owing to estimation errors,
inaccurate calibration, and time-varying hardware character-
istics, there are still some residual hardware impairments
(RHIs), which can be modeled as an additive distortion noise
to the transmitted/received signals [35]. To this end, a great
deal of works have studied the impact of RHIs on system
performance [36], [37]. In [36], the authors investigated the
effects of RHIs on the achievable sum rate of the unmanned
aerial vehicle-aided NOMA relaying networks. Considering
two types of relay selection schemes, the impact of RHIs
on the multiple-relay amplify-and-forward (AF) network was
studied by deriving the tight closed-form expressions for
the OP [37].

Moreover, another limitation of the above research works
is that perfect channel state information (CSI) is assumed
available at receivers, which is not practical. In fact, it is a
great challenge to obtain perfect channel knowledge due to
channel estimation errors (CEEs) and feedback delay [38].
The related research works about imperfect CSI have been
reported in [39]–[41]. The outage performance of the down-
link cooperative NOMA systems based on wireless backhaul
unreliability and imperfect CSI was studied by deriving the
exact and asymptotic OP expressions at the receivers [39].
A proportional fair scheduling algorithm was proposed to
achieved high throughput and fairness, which was extended to
the multi-user NOMA scenarios with imperfect CSI in [40].
The authors of [41] considered a more practical scenarios,
where the outage performance of the AF relay systems was
analyzed in the presence of RHIs and CEEs. Therefore, it is
of high practical relevance to look into the realistic scenario
with imperfect CSI and RHIs.

A. Motivation and Contribution

Ambient backscatter communication has been identified
as a cutting-edge technology, which can support commu-
nication using ambient RF signal without requiring active
RF transmission. However, several major challenges related
to interference, security and hardware impairments need to
be addressed to implement such networks, which motivates
this study. Specifically, the joint effects of RHIs, CEEs and
imperfect SIC (ipSIC) on the secure performance of the
ambient backscatter NOMA systems have not yet been well
investigated. To fill this gap, this article makes an in-depth
study of the joint effects of the three non-ideal factors on the
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reliability and the security of the ambient backscatter NOMA
systems. In order to improve the security, we propose an
artificial noise scheme, where the RF source sends the signal
and artificial noise simultaneously. This scheme is feasible
since it is carried out without changing the original system
framework [42], [43]. Specifically, the analytical expressions
for the OP and the intercept probability (IP) are derived for
the far reader, the near reader and the tag under ideal and
non-ideal conditions, respectively. To obtain more insights,
the asymptotic behaviors for the OP in the high signal-
to-noise ratio (SNR) regime and the asymptotic behaviors for
the IP in the high main-to-eavesdropper ratio (MER) region
are explored. The essential contributions of this article are
summarized as follows:

• We consider a novel secure framework for the ambi-
ent backscatter NOMA systems in the presence of
RHIs, CEEs, and ipSIC. To improve secure performance,
an artificial noise scheme is designed.

• We derive the analytical expressions for the OP and the
IP the far reader, the near reader and the tag under ideal
and non-ideal conditions to evaluate the reliability and the
security. The results show that a smaller power coefficient
of artificial noise or a larger interfering factor of readers
can enhance the impact of artificial noise on balancing
the reliability-security trade-off.

• In order to obtain deeper insights, we carry out the
asymptotic analysis for the OP in the high SNR region
as well as the diversity orders under ideal and non-ideal
conditions. Moreover, the asymptotic behaviors of the IP
in the high MER regime are explored by introducing the
MER. The obtained results indicate that there are error
floors for the OP due to the CEEs and the reflection
coefficient.

B. Organization and Notations

The remainder of this article is organised as follows.
In Section II, we introduce the ambient backscatter NOMA
model. In Section III, the reliability is investigated by deriving
the analytical and asymptotic expressions for the OP, while
the expressions of IP are derived to analyze the security.
In Section IV, some numerical results are provided to validate
the correctness of the theoretical analysis. Section V concludes
this article and summarizes key findings.

We use E {·} to denote the expectation operation. A com-
plex Gaussian random variable with mean μ and variance σ2

reads as CN{μ, σ2}. Pr {·} denotes the probability and Kv (·)
represents the v-th order modified Bessel function of the sec-
ond kind, while n! denotes the factorial operation. Finally,
fX(·) and FX(·) are the probability density function (PDF)
and the cumulative distribution function (CDF) of a random
variable, respectively.

II. SYSTEM MODEL

As illustrated in Fig. 1, we consider a downlink ambient
backscatter NOMA system, which consists of one ambient
RF source (S), one tag (T ), two readers (Rf , Rn) and one
eavesdropper (E). In this study, S transmits the signal to

Fig. 1. Ambient backscatter NOMA system model.

readers and tag in the same time/frequency resource block.
Meanwhile, T , acting as the backscatter device, can transmit
its own information to the readers by reflecting the signals
from S, whereas E can intercept the signal intended for
readers. We consider the following assumptions: i) All the
nodes are equipped with a single antenna; ii) For convenience,
RHIs exist at S, readers and E but not at the tag,; iii) All links
are subject to Rayleigh fading.

Under practical considerations, the perfect CSI may be
unavailable due to some CEEs. The common way to obtain
CSI is channel estimation. For this purpose, by adopting linear
minimum mean square error (MMSE), the channel can be
modeled as hAB = ĥAB + eAB [44], AB = {Si, ST, T i},
i ∈ (Rf , Rn, E), where ĥAB is the estimated channel of hAB ,
and eAB ∼ CN �

0, σ2
eAB

�
denotes the corresponding channel

estimation errors which can be modeled as a Gaussian random
variable, where the variance of CEE σ2

eAB indicates the quality
of CSI2.

To improve the security communication of ambient
backscatter NOMA systems, we consider injecting artificial
noise z (t) with E

�
|z (t)|2

�
= 1 at S. Due to the CEEs,

the artificial noise will cause interference to the readers and
eavesdropper. Then, the superposition message at S can be
written as

xs =
�
a1Psx1 +

�
a2Psx2 +

�
PJz (t) , (1)

where PS is the transmit power for the desired signals at S;
a1 and a2 are the power allocation coefficients for the near
reader and the far reader with a1 + a2 = 1 and a1 < a2,
respectively; x1 and x2 are the corresponding transmitted
signals of Rn and Rf with E

�
|x1|2

�
=E

�
|x2|2

�
=1; PJ is

2In reality, σ2
eAB

is a function of the average SNR, e.g., σAB ∝
1/ (1 + γ), AB = {Si, ST, T i}, i ∈ �

Rf , Rn, E
�
, where γ represents the

transmit SNR at S. For the convenience of mathematical calculations, we have
used this simplified but fairly realistic channel estimation error model that is
widely used in academia [45].
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the transmitted power of the artificial noise with PJ = ϕJPS ,
with ϕJ ∈ (0, 1] as the power coefficient of artificial noise.

Then, T backscatters the S signal to Rf , Rn and E with

its own signal c (t), with E
�
|c (t)|2

�
= 1 [46]. Therefore,

Rf and Rn receive the signals from S and the backscattered
from T ; E can intercept the signals from S and the backscat-
tered from T . Considering the RHIs and CEEs, the received
signals at i (i ∈ (Rf , Rn, E)) can be expressed as

yi = βhTihST (xsc (t)+γSi)+hSi (xs+γSi)+ni, (2)

where β is a complex reflection coefficient used to normalize
c (t); ni ∼ CN (0, N0) is the complex additive white Gaussian
noise (AWGN); γSi ∼ CN �

0, κ2
SiPS

�
can be modelled by a

Gaussian random variable. This has been supported and val-
idated by theoretical investigations and measurements [47];3

κSi denotes the level of hardware impairment at transceivers,
which can be measured in practice based on the error vector
magnitude (EVM) [49]; hSi, hTi and hST are the channel
coefficients S → i, T → i and S → T , respectively.

According to the NOMA protocol, Rf can decode the
signals x2, and Rn and E can decode the signals x2, x1 and
c (t) in turn with the aid of SIC. In addition, the readers can
only eliminate part of the interference due to the presence
of CEEs. Then, the received signal-to-interference-plus-noise
ratio (SINR) of i (i ∈ {Rn, Rf , E}) can be given as4

γx2
i

=

���ĥSi���2a2γ

γ

����ĥST���2 	Bi���̂hTi���2+Mi



+Ci

���̂hTi���2+Qi���̂hSi���2+ψi�+1
,

(3)

γx1
i

=

���ĥSi���2a1γ

γ

����̂hST���2 	Bi���ĥTi���2+Mi



+Ci

���̂hTi���2+Oi���ĥSi���2+ψi�+1
,

(4)

γ
c(t)
i

=
β2

���ĥTi���2���ĥST ���2γ
γ

����̂hST���2 	mi

���̂hTi���2+Mi



+Ci

���̂hTi���2+ξi���̂hSi���2+ψi

�
+1

, (5)

where γ = PS/N0 represents the transmit SNR at S; ε is

the parameter of ipSIC; BRf = β2
�
1+�ϕJ+κ2

SRf

�
, CRf =

BRfσ
2
eST , MRf = BRfσ

2
eTRf

, QRf = a1 +�ϕJ + κ2
SRf

,

ψRf = BRfσ
2
eTRf

σ2
eST + σ2

eSRf

�
1 +�ϕJ + κ2

SRf

�
; � is

the interference factor, reflecting the degree of interference
of the artificial noise to the readers, with 0 ≤ � ≤ 1;
BRn = β2

�
1+�ϕJ+κ2

SRn

�
, CRn = BRnσ

2
eST , MRn =

BRnσ
2
eTRn

, QRn = a1 +�ϕJ + κ2
SRn

, ψRn = BRnσ
2
eTRn

3It is worth noting that when the compensation algorithms are applied
to mitigate hardware impairments [48], the Gaussian model is particularly
applicable to residual distortion.

4It should be pointed out that Rf only needs to decode its own signal x2,
that is, the SINR of Rf is γx2

Rf
.

σ2
eST + σ2

eSRn

�
1 +�ϕJ + κ2

SRn

�
, ORn = εa2 + �ϕJ +

κ2
SRn

, mRn = β2
�
κ2
SRn

+�ϕJ
�
, ξRn = ε+�ϕJ + κ2

SRn
;

BE = β2
�
1+ϕJ+κ2

SE

�
, CE = BEσ

2
eST , ME =

BEσ
2
eTE , QE = a1 + ϕJ + κ2

SE , ψE = BEσ
2
eTEσ

2
eST +

σ2
eSE

�
1 + ϕJ + κ2

SE

�
, OE = εa2 + ϕJ + κ2

SE, mE =
β2

�
κ2
SE + ϕJ

�
, ξE = ε+ ϕJ + κ2

SE.

III. PERFORMANCE ANALYSIS

In this section, we investigate the reliability and security of
the ambient backscatter NOMA systems in term of OP and
IP. In addition, the asymptotic OP and diversity orders in the
high SNR regions are examined, as well as the the asymptotic
IP in the high MER regime. In order to facilitate comparison,
we discuss the ideal and non-ideal situations in this section.

A. Ideal RF (κ = 0, σ2
e = 0)

1) OP Analysis
OP for Rf : The outage event occurs at Rf when Rf cannot

successfully decode x2. Thus, the OP at Rf can be expressed
as

P
Rf
out = 1 − Pr

�
γx2
Rf

> γ
Rf
th2

�
, (6)

where γRfth2 is the target rate of Rf .
Theorem 1: For Rayleigh fading channels, the analytical

expression for the OP of the far reader under ideal conditions
can be obtained as

P
Rf ,id
out = 1 + ΔRf

1 e

Δ
Rf
1 − γ

Rf
th2

λSRf
γ

�
a2−QRf γ

Rf
th2

�
Ei

�
−ΔRf

1

�
,

(7)
where Δi

1 =
λSi(a2−Qiγith2)
λSTλTiBiγith2

, (i ∈ {Rn, Rf , E}), and Ei (p) is
the exponential integral function [50] expressed by

Ei (p)=
(−p)i−1

(i−1)!
[− ln p+ψ (i)]−

∞�
m=0

(−p)m
(m−i+1)m!

, (8)

with ⎧⎪⎨
⎪⎩
ψ (1) = −υ

ψ (i) = −υ +
i−1�
m=1

1
m

i > 1,
(9)

where υ ≈ 0.577 is the Euler constant.
Proof: See Appendix A.

Corollary 1: At high SNRs, the asymptotic expression for
the OP of Rf of the ambient backscatter NOMA systems under
ideal conditions is given as

P
Rf ,id
out,∞ = 1 + ΔRf

1 eΔ
Rf
1 Ei

�
−ΔRf

1

�
. (10)

OP for Rn: To successfully decode x1 at Rn, two
conditions are needed to be met simultaneously: 1) Rn can
successfully decode x2; 2) Rn can successfully decode its own
information x1. Therefore, the OP of Rn can be expressed as

PRnout = 1 − Pr
�
γx2
Rn

> γRnth2, γ
x1
Rn

> γRnth1

�
, (11)

where γRnth1 is the target rate of Rn.
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Theorem 2: For Rayleigh fading channels, the analytical
expression for the OP of the near reader under ideal condi-
tions can be obtained as

PRn,idout = 1 +
λSRn

λST ςRnλTRnBRn
e
−
�

ςRn
λSRn

γ+
λSRn

λST ςRn
λTRn

BRn

�

×Ei
	
− λSRn
λST ςRnλTRnBRn



, (12)

where ςRn = max
�

γRnth1
a1−ORnγRnth1

,
γRnth2

a2−QRnγRnth2

�
.

Proof: By substituting (3) and (4) into (11), we can obtain
the result of (12) after some mathematical manipulations as in
the proof of Theorem 1.

Corollary 2: At high SNRs, the asymptotic expression for
the OP of Rn of the ambient backscatter NOMA systems is
given as

PRn,idout,∞ = 1 +
λSRn

λST ςRnλTRnBRn
e
− λSRn
λST ςRn

λTRn
BRn

×Ei
	
− λSRn
λST ςRnλTRnBRn



. (13)

OP for T : The T signals can be successfully decoded when
x2 and x1 are perfectly decoded at Rn. Thus, the OP of BD
can be expressed as

PTout=1−Pr
�
γx2
Rn
>γRnth2, γ

x1
Rn
>γRnth1, γ

c(t)
Rn

>γRnthc

�
, (14)

where γRnthc is the target rate for Rn decoding tag signals.
Theorem 3: For Rayleigh fading channels, the analytical

expression for the OP of T under ideal conditions in (15), as
shown at the bottom of the page.

In (15), σk = cos [(2k − 1)π/ (2N)], N is an
accuracy-complexity trade-off parameter. Δi

5 = β2 −
miγ

i
thc, (i ∈ {Rn, Rf , E}), Δ9 = λSRn

λTRnλST ςRnBRn
, Δ10 =

(ϑk+1)γRnthc
2λTRnλST γΔRn

5
, Δ11 = λSRnξRnγ

Rn
thc

λTRnλSTΔRn
5

, and Δ12 =
(ϑk+1)γRn

thc

2λTRnλST γΔRn
5

.

Proof: See Appendix B.
Corollary 3: At high SNRs, the asymptotic expression for

the OP of T under ideal conditions of the ambient backscatter
NOMA systems can be expressed as

PT,idout,∞ = 1 + Δ9e
Δ9Ei (−Δ9) − Δ11e

Δ11Ei (−Δ11) .
(16)

3) IP Analysis
User i (i ∈ {Rf , Rn, T}) will be intercepted if E

can successfully wiretap j’s signal, i.e., γpE > γEthj , p ∈
{x2, x1, c (t)}, j ∈ (2, 1, c). Thus, the IP of i by E can be
expressed as

P iint = Pr
�
γpE > γEthj

�
, (17)

where γEthj is the secrecy SNR threshold of i.
Theorem 4: The analytical expressions for the IP of the far

reader and the near reader under ideal conditions can be
respectively obtained as

P
Rf ,id
int = −ΔE

1 e
ΔE

1 − γEth2
λSEγ(a2−QEγEth2) Ei

�−ΔE
1

�
, (18)

PRn,idint = −Δ16e
Δ16− γEth2

λSEγ(a1−OEγEth2) Ei (−Δ16) , (19)

where Δ16 =
λSE(a1−OEγEth2)
λSTλTEBEγEth2

.
For ideal conditions, the analytical expression for the IP of

T in (20), as shown at the bottom of the page.
Proof: See Appendix C.

Moreover, for the further investigation of the ambient
backscatter NOMA secure communication systems, we also
study the asymptotic behaviors of IP in the high MER
region [51]. MER is introduced to distinguish the channel
state of the main link and eavesdropping link, being defined
as λme = λST

λTE
.

Corollary 4: At high MERs, the asymptotic expression for
the IP of Rf of the ambient backscatter NOMA systems under
ideal conditions is given as

P
Rf ,id
int,∞ =−Δ1

�e
− γEth2
λSEγ(a2−QEγEth2) �

1 + b1
��Ei

�−b1�� ,
(21)

where Δ1
� =

λSE(a2−QEγEth2)
λmeλ2

TEBEγ
E
th2

, and b1
� =

λSE(a2−QEγEth2)+λTECEγEth2
λmeλ2

TEBEγ
E
th2

.

Proof: The proof follows by taking λme large in (21) and
simplifying the expressions by utilizing ex ≈ 1 + x if x→ 0.
Similarly, we can also obtain (22), (38) and (39).

Corollary 5: At high MERs, the asymptotic expression for
the IP of Rn of the ambient backscatter NOMA systems under

PT,idout = 1 + Δ9e
Δ9− ςRn

λSRn
γ Ei (−Δ9) +

γRnthcπ

NλTRnλSTγΔRn
5

N�
k=0

e
−
�
ςRnBRnΔ10+

ςRn
λSRn

γ

�
K0

�
2
�

Δ10

��
1 − σ2

k

−Δ11e
Δ11+

1
λSRn

γξRn Ei (−Δ11) − γRnthcπ

NλTRnλSTγΔRn
5

N�
k=0

e
1

λSRn
γξRn

− ϑk+1
2λSRnγξRn K0

�
2
�

Δ10

��
1 − σ2

k. (15)

PT,idint = 1 − πγEthc
NλSTλTEγΔE

5

N�
k=0

(σk + 1)K0

�
(σk + 1)

�
γEthc

λSTλTEγΔE
5

��
1 − σ2

k

− 2
λSTλTE

e
1

λSEξEγ

� ∞

γE
thc
ΔE5

e
− ΔE5 y

λSEξEγ
E
thcK0

	
2
�

y

λSTλTE



dy. (20)
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ideal conditions is given as

PRn,idint,∞ =−Δ16
�e

− γE
th2

λSEγ(a1−OEγEth2) �1+b2�
�
Ei

�−b2�� , (22)

where Δ16
�=

λSE(a1−OEγEth2)
λmeλ2

TEBEγ
E
th2

, and b2
� =

λSE(a1−OEγEth2)
λmeλ2

TEBEγ
E
th2

.

Corollary 6: At high MERs, the asymptotic expression for
the IP of T of the ambient backscatter NOMA systems under
ideal conditions in (23), as shown at the bottom of the page.

Proof: The proof follows by taking λme large in (23)
and simplifying the expressions by utilizing e−x ≈ 1− x and
K0 (x) ≈ −ln (x) if x→ 0.

B. Non-Ideal RF (κ �= 0, σ2
e �= 0)

1) OP Analysis
OP for Rf : According to the definition of OP in (6), we can

obtain Theorem 5.
Theorem 5: For Rayleigh fading channels, the analytical

expression for the OP of the far reader can be obtained as

P
Rf ,ni
out =1+ΔRf

1 e
Δ
Rf
2 −Δ

Rf
3 − γ

Rf
th2

λSRf
γ

�
a2−QRf γ

Rf
th2

�
Ei

�
−ΔRf

2

�
,

(24)

where Δi
2=

	
Miγ

i
th2

λSi(a2−Qiγith2)
+ 1
λST



λSi(a2−Qiγith2)+λTiCiγith2

λTiBiγith2
,

Δi
3 = ψiγ

i
th2

λSi(a2−Qiγith2)
, (i ∈ {Rn, Rf , E}).

Proof: See Appendix A.

Corollary 7: At high SNRs, the asymptotic expression for
the OP of Rf of the ambient backscatter NOMA systems is
given as

P
Rf ,ni
out,∞ = 1 + ΔRf

1 eΔ
Rf
2 −Δ

Rf
3 Ei

�
−ΔRf

2

�
. (25)

OP for Rn: According to the definition of OP in (11),
we can obtain Theorem 6.

Theorem 6: For Rayleigh fading channels, the analytical
expression for the OP of the near reader can be obtained as

PRn,niout =1+
λSRn

λST ςRnλTRnBRn
e
−
�

ςRn
λSRn

γ+ΔRn
4

�
Ei

�
−ΔRn

4

�
,

(26)

where Δi
4 = (λST ςiMi+λSi)(λSi+ςiλTiCi)

λSiλST ςiλTiBi
+ ςiψi

λSi
,

(i ∈ {Rn, Rf , E}).
Proof: By substituting (3) and (4) into (11), we can obtain

the result of (26) after some mathematical manipulations, as in
the proof of Theorem 1.

Corollary 8: At high SNRs, the asymptotic expression for
the OP of Rn of the ambient backscatter NOMA systems is
given as

PRn,niout,∞=1+
λSRn

λST ςRnλTRnBRn
e−ΔRn

4 Ei
�
−ΔRn

4

�
. (27)

OP for T : According to the definition of OP in (14), we can
obtain Theorem 7.

PT,idint,∞ = 1 +
πγEthc

Nλmeλ2
TEγΔE

5

N�
k=0

(σk + 1) ln

�
σk + 1

2

�
γEthc

λmeλ2
TEγΔE

5

��
1 − σ2

k

+
2

λmeλ2
TE

e
1

λSEξEγ

� ∞

γE
thc
ΔE5

e
− ΔE5 y

λSEξEγ
E
thc ln

	�
y

λmeλ2
TE



dy. (23)

PT,niout

= 1 − 2λSRn
λTRnλST ςRnBRn

e
−
�
B5+

λTRn
ςRn

BRn
γthc

λSRn
λTRn

γΔ5
+

ςRn
λSRn

γ

� ∞�
v=1

(−1)v
1
Bv4

	
(B3 + Δ6)

B1


 v
2

Kv

�
2
�

(B3 + Δ6)B1

�

+
λSRnξRnγ

Rn
thc

λSTλTRnΔRn
5

eA
Rn
2

⎛
⎝π

N

N�
k=0

e
−
�

2(ARn3 +ΔRn8 )
A
Rn
4 (ϑk+1)

−A
Rn
1 A

Rn
4 (ϑk+1)
2

��
1−σ2

k

	
1

σk+3
− 1
σk+1



+2K0

�
2
�
−ARn1

�
ARn3 +ΔRn

8

��⎞⎠.
(28)

B2 =
2ςRnBRnMRnCRn

�
γRnthc

�2

λSRn

�
ΔRn

5

�2 +
(λBDnςRnCRnMRn + λSRnMRn + λBRnςRnBRnψRn) γRnthc

λSRnλBRnΔRn
5

, (29)

B3 =
�
λTRnςRnMRnC

2
Rnγ

�
γRnthc

�2 �
BRnγ

Rn
thc + ΔRn

5

�
+ (λSRnMRn + λTRn ςRnBRnψRn)CRnγ

�
ΔRn

5 γRnthc

�2
�
/
�
ΔRn

5

�2

+ (λTRnςRnCRn + λSRn)ψRnγγ
Rn
thc, (30)

B4 =
ςRnλSRnλBRnCRnγ

�
BRnγ

Rn
thc + ΔRn

5

�
+ λ2

SRn
ΔRn

5 γ

ςRnBRn
. (31)
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Theorem 7: For Rayleigh fading channels, the analytical
expression for the OP of T in (28), as shown at the bottom of
the previous page..

In (28),Δ6=
λTRn ςRnCRnγ

Rn
thc(BRnγγRnthc+Δ5)+λSRnγRnthcΔRn

5

ΔRn
5 γ

,

Δi
7 = (λSiξi − λTiCi) γithc, Δi

8 =
�
λTiCiγ

i
thc + Δi

7

�
γ,

Ai1 = −1
λSiξiλSTλTiΔi

5γ
2 , Ai2 = −

�
Ciγ

i
thc

λSTΔi
5

+ Miγ
i
thc

λTiΔi
5

�
,

Ai3 =
λTiMi(Ciγγithc)

2
+ (λTiψiΔi

5+Δi
7Mi)Ciγ2γithc

Δi
5

+ Δi
7ψiγ

2,

Ai4 =λ2
Siξ

2
i γ

i
thc, B1=

λSRn+λST ςRnMRn

λ2
SRn

λSTλTRnγΔRn
5

+ ςRnCRnBRnγ
Rn
thc

λ2
SRn

λTRn(ΔRn
5 )2 ,

(i ∈ {Rn, Rf , E}), B5 = (λST ςRnCRn+λSRn )CRnγ
Rn
thc

λSTλSRnΔRn
5

+B2 +
ςRnψRn
λSRn

, where B2, B3 and B4 are as shown at the bottom
of the previous page.

Proof: See Appendix B.
Corollary 9: At high SNRs, the asymptotic expressions for

the OP of T of the ambient backscatter NOMA systems in (32),
as shown at the bottom of the page.

Then, in order to obtain more insights, the diversity orders
for Rf , Rn and T are investigated, which can be defined
as [52]:

d = − lim
γ→∞

log (P∞
out)

log γ
. (33)

Corollary 10: The diversity orders of Rf , Rn and T are
given as:

didRf = dniRf = didRn = dniRn = didT = dniT = 0. (34)

Remark 1: From Corollaries 1-3 and Corollaries 7-10, for
both ideal and non-ideal conditions we can observe that:
1) RHIs, CEEs and ipSIC have detrimental effects on the
reliability of the considered systems; 2) From (3), (4) and (5),
we can see that the increase of SNR leads to higher received
SINR, and therefore lowers OP for Rf , Rn and T ; 3) When
the transmit SNR goes to infinity, the received SINR also grows
to infinity, while the asymptotic outage performance of the Rf ,
Rn and T becomes a constant, indicating that there are error
floors for the OP; 4) From (34), it can be observed that the
diversity orders of the considered system are zero due to the
fixed constant for the OP in the high SNR regime.

2) IP Analysis: According to the definition of IP in (17),
we can obtain Theorem 8.

Theorem 8: The analytical expressions for the IP of the far
reader and the near reader can be respectively obtained as

P
Rf ,ni
int =−ΔE

1 e
ΔE

2−ΔE
3−

γEth2
λSEγ(a2−QEγEth2) Ei

�−ΔE
2

�
, (35)

PRn,niint = −Δ16e
Δ17−Δ18− γEth2

λSEγ(a1−OEγEth2) Ei (−Δ17) ,
(36)

where Δ17 =
	

MEγth2
λSE(a1−OEγEth2)

+ 1
λST



λSE(a1−OEγEth2)+λTECEγEth2

λTEBEγEth2
,

Δ16 =
λSE(a1−OEγEth2)
λSTλTEBEγEth2

, and Δ18 = ψEγ
E
th2

λSE(a1−OEγEth2)
.

For non-ideal conditions, the analytical expression for the
IP of T in (37), as shown at the bottom of the page.

In (27), Δ13 = 1/
�
λSTλTEΔE

5

�
, Δ14 =

CEγ
E
thc(λST+λTE)

λTEλSTΔE
5

, and Δ15 =
C2
E(γEthc)

2

(ΔE
5 )2

λTE
+

�
ψE + 1

γ

�
γEthc.

Proof: See Appendix C.
Corollary 11: At high MERs, the asymptotic expression for

the IP of Rf of the ambient backscatter NOMA systems is
given as

P
Rf ,ni
int,∞=−Δ1

�e
Δ2

�−Δ3
�− γEth2
λSEγ(a2−QEγEth2)�1+b1�

�
Ei

�−�
Δ2

�+b1�
��
,

(38)

where Δ2
�= ME

λTEBE
+ MECEγ

E
th2

λSE(a2−QEγEth2)BE
, Δ3

� = ψEγ
E
th2

λSE(a2−QEγEth2)
,

and b1
�=

λSE(a2−QEγEth2)+λTECEγEth2
λmeλ2

TEBEγ
E
th2

.

Corollary 12: At high MERs, the asymptotic expression for
the IP of Rn of the ambient backscatter NOMA systems is
given as

PRnint,∞ = −Δ16
�e

Δ17
�−Δ18

�− γEth2
λSEγ(a1−OEγEth2)

× �
1 + b2

��Ei
�− �

Δ17
� + b2

��� , (39)

where Δ17
�= ME

λTEBE
+ MECEγ

E
th2

λSE(a1−OEγEth2)BE
, Δ16

�=
λSE(a1−OEγEth2)
λmeλ2

TEBEγ
E
th2

,

Δ18
�= ψEγ

E
th2

λSE(a1−QEγEth2)
, and b2

�=
λSE(a1−OEγEth2)+λTECEγEth2

λmeλ2
TEBEγ

E
th2

.

Corollary 13: At high MERs, the asymptotic expression for
the IP of T of the ambient backscatter NOMA systems in (40),
as shown at the bottom of the next page.

PT,niout,∞ =−λSRnξRnγ
Rn
thc

λSTλTDnΔ5
eA

Rn
2

⎛
⎝π

N

N�
k=0

e
−
�

2ARn3
A
Rn
4 (ϑk+1)

−A
Rn
1 A

Rn
4 (ϑk+1)

2

��
1−σ2

k

	
1

σk+3
+

1
σk+1



−2K0

	
2
�
−ARn1 ARn3


⎞
⎠

+
2λSRn

λTRnλST ςRnBRn
e−B5

∞�
v=1

(−1)v
1
Bv4

	
B3

B1


 v
2

Kv

�
2
�
B3B1

�
. (32)

PT,niint = − λSEξEγ
E
thc

λSTλTEΔE
5

eA
E
2

⎛
⎝π

N

N�
k=0

e
−
�

2(AE3+ΔE8)
AE4 (ϑk+1)

−A
E
1 A

E
4 (ϑk+1)

2

��
1−σ2

k

	
1

σk+3
− 1
σk+1



+2K0

	
2
�
−AE1

�
AE3 + ΔE

8

�
⎞
⎠

+ 2
�

Δ15Δ13e
−Δ14K1

�
2
�

Δ13Δ15

�
. (37)
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TABLE I

TABLE OF PARAMETERS FOR NUMERICAL RESULTS

In (40), A1
� = − 1

λSE ξE λme λ2
TEΔE

5 γ
2 , Δ13

� =
1

λme λ2
TE ΔE

5
,

K1

�
2
�

Δ13
�Δ15

�
≈I1

�
2
�

Δ13
�Δ15

��
ln

��
Δ13

�Δ15

�
+υ

�
+

1
2

��
Δ13

�Δ15

�−1

− 1
2

�3
l=0

(
√

Δ13
�Δ15)2l+1

l!(l+1)

��l
k=1

1
k+

�l+1
k=1

1
k

�
.5

Proof: The proof follows by taking λme large in (40)
and simplifying the expressions by utilizing e−x ≈ 1− x and
K0 (x) ≈ −ln (x) if x→ 0.

Remark 2: From Theorem 4, Theorem 8, Corollaries 4-6
and Corollaries 11-13, whether the ideal or non-ideal condi-
tions, the following observations can be inferred: 1) RHIs,
CEEs and ipSIC can enhance the security of the ambient
backscatter NOMA systems; 2) When the reflection coeffi-
cient β increases, both P

Rf
int and PRnint decrease, while PTint

increases; 3) Increasing ϕJ can reduce the IP, thereby improv-
ing the reliability-security trade-off of the considered systems;
4) as λme grows, the security for Rn and Rf is improved,
while the security for T is reduced.

IV. NUMERICAL RESULTS

In this section, simulation results are provided to verify
the correctness of our theoretical analysis in Section III. The
results are verified by using Monte Carlo simulations with 106

trials. Unless otherwise stated, we set the parameters as shown
in Table I is at the top of the this page.

Fig. 2 plots the OP and the IP versus the transmit SNR
for the far reader, the near reader and T under both ideal

5For large MER, in order to achieve a better approximation effect, we only
need to consider the first three terms of l, i.e. l = 1, 2, 3.

Fig. 2. OP and IP versus the transmit SNR.

and non-ideal conditions, with κ = 0.1 and σ2
e = 0.05. For

the purpose of comparison, the considered system performance
under ideal conditions is provided with κ = 0, σ2

e = 0, as well
as with σ2

e = 0, β = 0 and κ = 0. It is shown that the
theoretical results match well the simulations across the entire
SNR region. We can also observe that the OP approaches a
fixed non-negative constant due to the fixed estimation error
and β in the high SNR region, which results in zero diversity
order. These results verify the conclusion in Remark 1.
Moreover, RHIs have a positive impact on IP, which reveals
that the ideal communication systems are more vulnerable to
be eavesdropped than the non-ideal communication systems.

PT,niint,∞

= − πλSEξEγ
E
thc

Nλmeλ2
TEΔE

5

e
−MEγ

E
thc

λTEΔi5

	
1 − CEγ

E
thc

λmeλTEΔE
5


 N�
k=0

e
− 2(AE3 +ΔE8 )

AE4 (ϑk+1)

	
1 +

A1
�AE4 (σk + 1)

2


�
1 − σ2

k

	
1

σk + 3
− 1
σk + 1




+
λSEξEγ

E
thc

λmeλ2
TEΔE

5

e
−MEγ

E
thc

λTEΔi5

	
1 − CEγ

E
thc

λmeλTEΔE
5



ln

	�
−AE1

�
AE3 + ΔE

8

�


+ 2
�

Δ15Δ13
�K1

�
2
�

Δ13
�Δ15

�
e
− CEγ

E
thc

λTEΔE5

	
1 − CEγ

E
thc

λmeλTEΔE
5



.

(40)
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Fig. 3. IP versus OP for different power coefficient of artificial noise ϕJ .

Finally, we can also see that there exists a trade-off between
reliability and security.

Fig. 3 shows the impact of OP versus IP for different power
coefficient of the artificial noise ϕJ and interference factor �,
with ϕJ = {0.1, 0.4} and � = {0.2, 0.05}. In this simulation,
we assume κ = 0 and σ2

e = 0. Results show that when OP
increases, IP decreases, and vice-versa. This means that there
exists a trade-off between OP and IP. In addition, we can
observe that as the power coefficient of the artificial noise
ϕJ becomes smaller, the reliability-security trade-off of the
considered system degrades significantly. This is because the
interference signals at eavesdropper become more dominant,
resulting in a higher IP. Similarly, the interference factor
� of the readers increases so as to result in a higher OP,
which indicates that the reliability-security trade-off degrades
obviously. It is noted that the IP of T is the smallest, implying
that T has the most secure performance. Therefore, in order
to improve the reliability-security trade-off of the considered
system by artificial noise, the design with a larger power
coefficient of the artificial noise and smaller interference factor
of the reader is more important.

Fig. 4 presents the OPs and IPs versus RHIs κ and CEEs σ2
e .

In this simulation, we set SNR = 25 dB and ϕRnJ = 0.05 for
the OP, while SNR = 5 dB and ϕEJ = 0.2 for the IP. According
to Figs. 4 (a) and (b), as κ grows, PRfout , P

Rn
out and PTout

increase, while PRfint , PRnint and PTint decrease. Likewise, when
increasing σ2

e , the OPs of Rf , Rn and T increase, whereas
the corresponding IPs decrease. It means that the reliability of
T is the worst, while it has better security. Moreover, for Rf ,
Rn and T , the fluctuation for the OP and IP of RHIs is more
obvious than that of CEEs, which shows that the reliability
and security of the readers are more dependent on the level
of RHIs. Finally, we can also observe that as RHIs change,
the OP of far reader changes drastically. In contrast, the change
for OP of T is the least obvious, and this happens because T
can eliminate part of interference caused by the far and near
readers.

Fig. 5 illustrates the OP and IP versus the transmit SNR
for different ε and β, respectively. In this simulation, we set:
ε = {0, 0.05}, β = {0.2, 0.12} for OP; ε = {0, 0.3},

Fig. 4. OP and IP versus RHIs and CEEs.

β = {0.1, 0.3} for IP. As can be seen in Fig. 5 (a), error floors
for the OP occur in the high SNR regime. OP decreases as the
transmit SNR increases, which is determined by the values of ε
and β. More specifically, under perfect SIC (ε = 0), the outage
behaviors of Rf , Rn and T improve remarkably when β
increases; Similarly, for a fixed β, the increase of ε also leads
to lower reliability of Rn and T . By comparing Fig. 5 (a) with
Fig. 5 (b), we can observe that ε and β have opposite effects on
IP for the far reader, near reader, and T , while β has identical
effects on T , i.e., as ε increases, the corresponding IPs at the
near reader and T decrease. Additionally, the increase of β
reduces the security of T , but enhances the security of both
the far and near readers. It is worth noting that OPs of Rf
and Rn are more sensitive to β, which is due to the increase
of interference from the backscatter link. For IP, T is more
sensitive to β. This happens because when β increases, E is
more likely to eavesdrop the information of c (t) successfully.

Fig. 6 presents the IP versus the MER for Rf , Rn, and T
under ideal conditions with κ = 0, σ2

e = 0, as well as non-ideal
conditions with κ = 0.1, σ2

e = 0.05. In this simulation, we set
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Fig. 5. OP and IP versus the transmit SNR for different ε and β.

Fig. 6. IP versus MER for ideal and non-ideal conditions.

SNR = 5 dB, λTE = 2, and
�
γEth1, γ

E
th2, γ

E
thc

�
= {0.3, 0.3, 1}.

From Fig. 6, we can observe that the asymptotic results are
strict approximation of the IP in the high MER regime and the
RHIs can enhance the security of Rf , Rn, and T . In addition,
the IP of Rf is much larger than that of Rn when Rf and

Rn have the same target rate, which is due to the fact that Rf
allocates more power. Therefore, considering the small power
allocation coefficients a1 and high target rate γEth1 of the Rn,
it is difficult for the information of Rn to be eavesdropped
by E. Finally, we can also observe that as MER grows,
the security for Rn and Rf is improved, while the security
for T is reduced.

V. CONCLUSION

In this article, we investigate the joint impacts of RHIs,
CEEs and ipSIC on the reliability and the security of the
ambient backscatter NOMA systems in terms of OP and
IP. To improve the security performance, an artificial noise
scheme was proposed, where the RF source simultaneously
sends the signal and artificial noise to the readers and tag.
The analytical expressions for the OP and the IP were derived.
Furthermore, the asymptotic OP in the high SNR regime and
the asymptotic IP in the high MER region were analyzed.
Numerical results showed that: 1) RHIs, CEEs and ipSIC
have negative effects on the OP but positive effects on the IP;
2) Compared with CEEs, RHIs have a more serious impact on
the reliability and security of the considered system; 3) There
exists a trade-off between reliability and security, and this
trade-off can be optimized by reducing the power coefficient
of the artificial noise or increasing the interfering factor of
readers; 4) There are error floors for the OP due to the
CEEs and the reflection coefficient; 5) As MER becomes
large, the security for Rn and Rf improves, while the secu-
rity for T reduces. In addition, the increase of β reduces
the reliability but enhances the security for the far reader
and near reader. Finally, we can conclude that the optimal
reliability-security trade-off performance can be achieved by
adjusting the power coefficient of the artificial noise and
interference factor of the reader, which further drives the
applicability of ambient backscatter communications in the
IoT networks.

APPENDIX A: PROOF OF THEOREM 1

Substituting (3) into (6), the OP of Rf can be expressed as

P
Rf
out = 1 − Pr

�
γx2
Rf

> γ
Rf
th2

�
 !" #

I1

, (A.1)

where I1 is calculated as follows:

I1

= Pr
�
γx2
Rf

> γ
Rf
th2

�
=

� ∞

α1

1
λSRf

e
− x
λSDf

1
λTRf

e
− y
λTRf

1
λST

e
− z
λST dxdydz

u=z+α= ΔRf
1 e

Δ
Rf
2 −Δ

Rf
3 − γ

Rf
th2

λSRf
γ

�
a2−QRf γ

Rf
th2

� � ∞

α

e−α3u
1
u
du

l1= 1+ΔRf
1 e

Δ
Rf
2 −Δ

Rf
3 − γ

Rf
th2

λSRf
γ

�
a2−QRf γ

Rf
th2

�
Ei

�
−ΔRf

2

�
,

(A.2)
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where α1 = (BRf z+CRf )γγ
Rf
th2y+MRf

γγ
Rf
th2z+(ψRf+1)γγRfth2

(a2−QRf γth2)γ
,

α2 =
λSRf

�
a2−QRf γ

Rf
th2

�
+λTRfCRf γ

Rf
th2

λTRfBRf γ
Rf
th2

, α3 =

MRf
γ
Rf
th2

λSRf (a2−QRf γth2)
+ 1

λST
, and the step l1 is obtained

by utilizing [53, eq. (3.352)]. Finally, substituting (A.2) into
(A.1), we can obtain (24); then, substituting κ = 0 and
σ2
e = 0 into (24), we can obtain (7).
Similarly, substituting (3) and (4) into (11), the (12) and

(26) can be obtained.

APPENDIX B: PROOF OF THEOREM 3

Substituting (3), (4) and (5) into (14), the OP of T can be
expressed as

PTout=1−Pr
�
γx2
Rn
>γRnth2, γ

x1
Rn

> γRnth1, γ
c(t)
Rn

> γRnthc

�
 !" #

I2

,

(B.1)

• Non-ideal conditions
For non-ideal conditions, I2 is calculated as (B.2), as shown

at the bottom of the page.
By using some mathematical manipulations, we can obtain

I21

=
� ∞

CRn
γ
Rn
thc
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where u = λSRnλTRnΔRn
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, and l2 is obtained by utilizing [15, eq. (3.471)].
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By substituting l3 and (B.5) into (B.4), I22 can be obtained;
substituting (B.3) and (B.4) into (B.2), I2 can be derived.
• Ideal conditions
Substituting κ = 0 and σ2

e = 0 into (3), (4) and (5), CRf =
MRf = CRn = MRn = 0. Then, the OP of T under ideal
conditions is given (B.6), as shown at the top of the page.

In (B.6), I31 can be obtained by utilizing [53, eq. (6.611)],
I32 can be approximated by the Gaussian-Chebyshev quadra-
ture [54]. Thus, I31 and I32 can be expressed as
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Similarly, substituting (B.7) and (B.8) into (B.6), we can
obtain PT,idout .

APPENDIX C: PROOF OF THEOREM 4

According to I1, we can obtain P
Rf
int and PRnint . Substitut-

ing (5) into (24), the IP of T can be expressed as
• Non-ideal conditions
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Similar to the derivation process of I22, after some mathe-
matical manipulations, PT,niint can be obtained.
• Ideal conditions
Substituting κ = 0 and σ2

e = 0 into (5), CE = ME = 0.
Then, the IP of T at the ideal conditions is given by

PT,idint =
� ∞
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After some mathematical manipulations, we can
obtain PT,idint .
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Abstract

In this paper, we consider the physical layer security of cooperative multiple relays networks, where the source tries to

communicate the destination via modify-and-forward (MF) relaying in the presence of eavesdropper. More practical,

transceiver residual hardware impairments (TRHIs) and channel estimation errors (CEEs) are taken into account. To

improve secure performance and energy efficiency, the  best relay is selected since the best relay is not

available due to some schedule and/or other reasons. More specifically, we investigate the reliability and security by

invoking the outage probability(OP) and intercept probability(IP). To obtain more useful insights, the asymptotic

behaviors for the OP are examined in the high signal-to-noise ratio (SNR) regime, followed by the diversity orders. The

numeric results show that:  The secure performance is improved by employing MF compared with decode-and-

forward (DF);  The reliability increases as the total number of relays increases;  There is an error floor for the

outage probability due to the CEEs.

Introduction

With the development of Internet-of-Things (IoT) and Mobile Internets (MIN), the future beyond fifth generation (B5G)

mobile communication networks will meet the demands of massive connections and ultra-reliable low-latency

communications (URLLC) [1], [2], [3]. In order to achieve the above demands, secure communication has been

identified as a crucial guarantee for the future wireless networks. Traditionally, secure communication is ensured by

using encryption algorithms at the transmitter and decryption at the receiver. This not only imposes extra

computational overhead and system complexity but also insecurity with the rapid development of computer
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technology. In light of this fact, Physical Layer Security (PLS) has been proposed as an effective way to ensure security

of wireless communication network, which has sparked a great deal of interests from academia and industry [4], [5].

PLS, originally proposed by Wyner [6], investigated the reliable communication from the point of information theory,

which has sparked a great deal of research interests [7], [8], [9], [10], [11], [12], [13], [14]. In [7], authors derived

analytical expressions for non-zero secrecy capacity and the secrecy outage probability of single-input single-output

(SISO) systems over Rician/Nakagami-m fading channels. Authors in [8] focused on the PLS of single-input multiple-out

(SIMO) systems, and a media-based modulation scheme was proposed. Extending multiple distributed antenna arrays,

Forssell et al. proposed a new physical layer authentication approach of SIMO systems [9]. In [10], the opportunistic

access point selection was used to discuss the outage performance for mobile edge computing (MEC) network, in

which employed selection combining (SC) and switch-and-stay combining (SSC) two protocols. Regarding to multiple-

input multiple-output (MIMO) cognitive wiretap system, Lei et al. has studied the secrecy outage probability

performance of optimal antenna selection and suboptimal antenna selection schemes over Nakagami-m fading

channel [11]. For MIMO system with unknown noise statistics, the authors developed a generalized maximum

likelihood (ML) estimation to detect signals in [12]. For improving physical layer security, Yan et al. considered a multi-

input multi-output cognitive radio (MIMO-CR) system and derived the secrecy outage probability analysis by proposed

optimal antenna selection (OAS) and suboptimal antenna selection (SAS) schemes [13]. Employing the large scale

antenna array can improve spectral efficiency and enhance wireless security, in [14] a large scale MIMO was introduced

into the physical layer, with the purpose of tracking with the short range interception problem, the secrecy

performance of amplify-and-forward (AF) and DF was analyzed. Considering hardware impairments at transceivers,

authors in [15] investigated the reliability and security of ambient backscatter NOMA networks.

Cooperative relaying is an effective way to provide diversity gain and enhance edge coverage. Thus, cooperative

communication has received extensive research in wireless networks. In the [16], the performance of a multi-carrier

cooperative underwater acoustic communication (UWAC), in which fixed features in the underwater channel, has been

analyzed. Cao et al. introduced the cooperative relay technique into conventional underlay overlay D2D

communications, where proposed adaptive mode selection and spectrum allocation schemes to ensure better

performance of the cellular and D2D users [17]. With the advantage of improving network capacity, a Capacity-

Optimized Cooperative topology control scheme, in which including the upper layer network capacity and the physical

layer cooperative communications, has been proposed [18]. The security of cooperative communication networks has

also attracted many researchers [19], [20], [21]. In a dual-hop cooperative AF relaying network, the expressions in terms

of the secrecy outage probability and ergodic secrecy capacity have been derived, for the consideration, an effective

secrecy diversity order has also been investigated [19]. Though small cell networks can meet the data traffic demands,

it is constrained when converting between base stations. Based on this situation, the achievable sum rate, symbol error

rate and outage probability in a cooperative transmission mechanism, have been explored by combining

Rician/Gamma fading channels with zero-forcing receivers [20]. In the presence of an eavesdropper and co-channel

interference, Vahidian et al. considered two opportunistic relay selection techniques to achieve physical layer security,

where the first scheme was that the selected relay minimized the leakage information at the eavesdropper node, the

second scheme was that the selected relay maximized achievable capacity of the destination node [21]. For cache-aided

multi-relay networks, Xia et al. discussed secrecy outage performance in [22]. Though the multi-relay cooperative

network can reduce the network complexity and improves the spatial diversity of the network, it does not make full

use of the frequency band. Relay selection has been considered as an effective scheme to use frequency and ensure the

secrecy and protect the source message in cooperative relay communication, which appears in rich literature [23], [24],

[25]. In order to improve the PLS of cooperative wireless networks and prevent eavesdropping attacks, two protocols,

where called AF and DF, were studied. Considering the existence of eavesdropping, the intercept probability

expressions and the diversity order performance of relay selection was derived and evaluated, where using asymptotic

intercept probability analysis [23]. Since the opportunistic relay selection has limits in the confidentiality, two scheme,

where the one assumed that the eavesdropping CSI can be known at any time and the achievable secure rate can be

maximized and the other one assumed a general understanding of the eavesdropper channel and was suitable for

practical application, were proposed in cooperative networks [24]. Ikki et al. in [25] investigated the performance of the

best-relay selection scheme in the cooperative networks, where the selected best relay needed to achieve the

maximum SNR at the destination node, and also derived the expressions of the outage probability and average channel

capacity. Fan et al. in [26] discussed the outage performance and optimized the cache placement with multiple amplify-
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and-forward relay networks, which applied the best relay. However, the best relay may not be available. The authors

in [27] explored the OP and the throughput by employing a relay selection scheme, where the HIs and interference

were considered. For enhancing work efficiency, Bao et al. adopted three opportunity relay selection schemes to

analyze the PLS performance in [28].

In practice, radio frequency (RF) frond-ends are limited by some imperfections, such as residual hardware impairments

(RHIs) [29], [30], phase noise [31], [32], non-linear power amplify [33], [34] and in-phase/quadrature phase (I/Q)

imbalance [35]. For terrestrial relays that are interfered by co-channel interference (CCI), Guo et al. in [29] investigated

outage probability (OP) and throughput performance of the considered system under HIs, where a partial relay

selection scheme was used. Considering the impact of RHIs, the authors analyzed the achievable sum-rate of the

unmanned aerial vehicle (UAV)-aided non-orthogonal multiple access (NOMA) multi-way in [30]. In [31], the authors

focused on the analysis of average symbol error rate (ASER) by different fading scenarios, where random phase noise

was considered. In [32], the authors proposed a physical layer authentication scheme of MIMO system by jointly

utilizing channel and phase noise, analyzed the security, covertness, robustness of the proposed scheme, and

estimated the channel gain and phase noise. Considering the high-power amplifier (HPA) non-linear, Balti et al.

analyzed the outage probability (OP), the bit error rate, and the capacity of the cooperative relaying systems, in which

the opportunistic relay selection with outdated CSI was used to select the best relay [33]. Taking the effect of the HPA,

Belkacem et al. discussed the OP and ergodic sum rate in NOMA systems, and further explored the asymptotic OP in the

high SNR region [34]. In this respect, Zhang et al. in [36] proposed four linear precoding techniques to mitigate I/Q

imbalance of down-link massive MIMO systems, namely widely linear zero-forcing, widely linear matched filter,

widely linear minimum mean-squared error and widely linear block-diagonalization. The security and reliability of the

ambient backscatter NOMA system were studied by deriving analytical expressions for the outage probability and the

intercept probability [35]. In addition, it is impossible to obtain perfect channel state information (CSI) due to channel

estimation errors (CEEs) [5], [37]. In [37], authors analyzed the security-reliability tradeoff of multiple DF relays

networks, where the CEEs was taken into account. Li et al. in [5] investigated PLS of wireless-powered decode-and-

forward (DF) multi-relay networks by joint considering non-linear energy harvesters, I/Q imbalance and CEEs.

To further improve the system secure performance, a MF protocol was originally proposed by Kim in [38], where relay

first decodes the received information and then forwards the modified information to the receiver. The secure

performance can be achieved that the secret can only be shared between relay and destination via unique CSI.

However, eavesdropper cannot decode information since the CSI of between relay and destination is not know in the

eavesdropper. On this basis, the authors have investigated the PLS of MF cooperative communications [39], [40], [41].

Utilizing the principle of physical-layer-network coding, a novel secure physical layer network coding MF (SPMF) was

proposed in cooperative relay network in [39], without CEEs. Compared with [39], Vien et al. in [40] discussed the

analytical expressions for the secrecy outage probability of SPMF networks by considering both direct transmission or

relaying transmission scenarios. The authors focused on the secure performance analysis of MF multi-relay and multi-

eavesdropper networks, where three relay selection criteria are considered according to the level of channel

knowledge acquisition in [41], however, the RHIs was not considered.

The above studies on MF protocol security performance are based on ideal conditions, however, in real communication

systems, this becomes impractical. Motivated by this, we focuses on the reliability and security performance of

cooperative multi-relay networks, where the  best relay is selected to communicate with destination by using

MF protocol. In practice, RHIs and CEEs are considered. In this study, we assume that all nodes are equipped with single

antenna and all links experience Rayleigh fading and path loss. Specifically, we derive the theoretical analytical

expressions of outage probability and intercept probability. To get more insights, we also study the asymptotic

expressions and the diversity order of the outage probability. Some research involved non-ideal HIs and imperfect CSI

on DF relaying networks in [42], [43], [44]. Guo et al. in [42] evaluated the effect of HIs on DF multiple relaying

networks, adopting switch-and-examine combining with post-selection (SECps) scheduling scheme. The authors

discussed the OP with HIs in the DF terrestrial relays, where used a multi-relay selection (MRS) and single-relay

selection (SRS) schemes in [43]. In [44], taking the HIs and CEEs two factors, the reliability performance for a cognitive

satellite-terrestrial relay network (CSTRN) was investigated, and the half-duplex decode-and-forward (DF) mode was

adopted. For the purpose of comparison, the results of DF protocol are provided. The main contributions of this paper

are as follows:
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• Different from the most existing works, considering RHIs and CEEs, we propose a K-th best relay selection scheme.

This happens that the best relay is not available or the best relay is scheduled. Moreover, the MF protocol is

considered by decoding the original information and forwarding the modified information the destination in the

presence of eavesdropper.

• We investigate the reliability of the considered cooperative MF multi-relay networks by deriving the theoretical

analytical expression for the outage probability. For the purpose of comparison, we consider both ideal conditions

and non-ideal conditions.

• We investigate the security of the considered cooperative MF multi-relay networks by deriving the theoretical

analytical expression for the intercept probability. For the purpose of comparison, the results of the considered

systems with DF protocol are taken into account.

• We further study the asymptotic condition and the diversity order of the outage probability in the high signal-to-

noise ratio (SNR) regime. It illustrates that outage probability has error floor at high SNRs in the presence of CEEs. It

also indicates there is a tradeoff between the outage probability and the intercept probability in the presence of

CEEs, RHIs. This means that the optimal can be obtained by carefully selecting parameter values.

The remainder of this paper is organized as follows. In Section 2, we present the system model of the considered

networks. In Section 3, we investigate the security and reliability by deriving the intercept probability and the outage

probability both non-ideal conditions and ideal conditions. In Section 4, we analyze and discuss the asymptotic

behavior and diversity order of the outage probability under high SNRs. The numerical results are given in Section 5.

Finally, the conclusions are drawn in Section 6.

Section snippets

System model and statistical characteristics

We consider a cooperative MF relaying network as shown in Fig. 1, which consists of one source , one legitimate

destination , one illegitimate eavesdropper , and  relays , n    . We assume that all nodes are

equipped a single antenna, and the direct link between  and  is absent due to the heavy blockage [45]. For

convenience, we also assume that channel coefficients about  to ,  to ,  to ,  to  are all marked as ,

.

In practice, owing to CEEs, it is …

Reliability and security analysis

In this section, we study the reliability and security of the considered system in terms of the outage probability and the

intercept probability, and the asymptotic analysis and the diversity orders are carried out. For comparison, the results

of DF protocol are also presented in this section.…

Asymptotic analysis and diversity order

To obtain useful insights, we investigate the asymptotic analysis and the diversity order of the OP.…

Numerical results and discussion

In this section, we present the analytical and simulation results to verify our analysis in Sections 3 Reliability and

security analysis, 4 Asymptotic analysis and diversity order. In all evaluations, unless otherwise explicitly specified, we

assume that the parameters of those results are set as follows: , . Moreover, Monte Carlo simulations

have been conducted with  channels trials.

Fig. 2 plots the OP and IP versus the average transmit SNR under the ideal and non-ideal…
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Conclusion

In this paper, we consider the reliability and security of multi-relay networks by presenting a new MF protocol, where

the two factors of RHIs and CEEs are taken into account. Specifically, the exact expressions of the OP and IP have been

derived. Numerical results reveal that: (i) the MF is effective for system security compared with the DF; (ii) the  (

1) best relay selection schemes can solve the best relay unavailable. (iii) RHIs and CEEs have detrimental impact

on reliability; and…
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Abstract
Artificial intelligence aims to build intelligent systems capable of performing tasks that need human intelligence. Research

works in recent years have revealed many potential vulnerabilities in machine learning algorithms. Precisely to exploit

these vulnerabilities, an attacker may attempt to design an adversarial input to be incorrectly processed by machine

learning algorithms. This paper focuses on methods of generating adversarial samples and discusses possible counter-

measures. Our proposed method effectively checks the robustness of different machine learning models using six available

hostile robustness tools and summarizes their current development state. The work compares the features of these tools,

highlights similarities, and differences among the tools, their strength and weaknesses and trace connections among

theoretical methods and their implementations. This paper will provide more insight for researchers and scientists to

develop robust solutions and accelerate their experimentation.

Keywords Adversarial machine learning � Evasion attack � Poisoning attack � Adversarial robustness tools �
Machine learning models

1 Introduction

Recent years have witnessed tremendous advances in the

development of artificial intelligence (AI). These systems

learn from experience concerning specific tasks. Based on

the outcome, we can improve the performance of the

learning. The advancements in machine learning and deep

learning domains have tremendously accelerated the reli-

ability of AI-powered systems. AI systems are used widely

in many application domains; it has set itself as a promi-

nent tool by achieving higher performance in forensic

analysis, anomaly detection, computer vision applications

primarily in autonomous vehicles, etc.

As the machine learning models become more widely

deployed, the spur for defeating them also increases.

Research on machine learning models has reported that the

most popular machine learning models are vulnerable to

adversarial situations. AI systems can be confused by

creating virtually undetectable alterations of an image,

video, speech, and other data. Generally, an attacker causes

the machine learning algorithms to lack the power to dis-

tinguish between ‘‘good’’ and ‘‘bad’’ under adversarial

settings. The existence of adversaries has spawned several

kinds of research in the field of adversarial machine

learning (AML) on identifying the vulnerabilities in pop-

ular machine learning algorithms.

Adversarial machine learning is the area of study that

focuses on identifying the vulnerabilities in machine

learning models. An adversary injects slight perturbation

into the input sample to increase the misclassification rate

of the models. Such tainted samples are known as adver-

sarial examples. The goal of an attacker is to poison the

training data for compromising system security. Adver-

sarial attacks can be classified broadly as evasion attacks
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and poisoning attacks. In the former, the attacker changes

the behavior of machine learning models during the testing

process, while in the latter, attacks are crafted by corrupt-

ing the training data.

This paper examines the various adversaries that affect

the classifier performance and discusses the taxonomy of

adversarial attacks. The article also aims to identify the

tools which are robust enough to prevent attacks. Further,

our work conducts comprehensive experiments using sev-

eral open-source adversarial tools developed in Python.

These libraries offer reference implementations of several

standardized, state-of-the-art adversarial attacks, defenses

and detections, robustness certifications, metrics, and for-

mal verifications. The tools we have taken into consider-

ation are CleverHans [1], Adversarial Robustness

Toolbox [2], Foolbox [3], AdvBox [4], DEEPSEC [5] and

AdverTorch [6].

The contributions of the article are listed below:

– To provide a comprehensive analysis of adversary

attack strategies and their effectiveness in various

machine learning models.

– To identify possible defenses against the adversarial

samples. We aim to introduce defenses that would be

simple and at least partially effective.

– To evaluate the characteristics of various AML tools on

the benchmark datasets in the literature.

This paper presents an insight into robust AML tools.

Section 2 presents a summary of prior research works

conducted using AML tools. Section 3 gives a brief

introduction to AML and the taxonomy of various adver-

sarial attacks. Section 4 discusses the possible methods of

adversarial attacks, and Sect. 5 elaborates the counter-

measures. Section 6 brief on the several existing machine

learning models used in literature. Section 7 provides a

comprehensive analysis of AML tools. The next Sect. 8

discusses the attack effectiveness and attack perturbation

rate of each AML tool on popular data sets. Finally, we

conclude our study on various AML tools and sketches

areas for future work in Sect. 9.

2 Background of AML tools

In this section, we introduce different tools used for gen-

erating adversarial samples. Here, we brief the state-of-the-

art AML tools used in literature [1–6]. This section also

explains the high-level features, architectural choices,

implementation details, and potential applications of these

AML tools.

Carlini et al. [7] critiques DEEPSEC and its official

report [5]. It asserts that several attacks and defense

implementations in this model are incorrect and the

reported results are flawed and misleading. A more detailed

description of common flaws, and recommendations on

how best to avoid them while evaluating adversarial

robustness, is provided in [8]. It discusses the method-

ological foundations, reviews, and commonly accepted

best practices. In addition, it suggests new methods for

evaluating defenses to adversarial examples.

Various papers emphasize the support of robustness

tools, but very few of them used more than one of such

tools in their system. Brendel et al. [9] leverages Foolbox

to evaluate the effectiveness of a novel class of gradient-

based attacks and compare them to the state-of-the-art

methods. Duesterwald et al. presents a practical approach

in [10] that leverages hyperparameter optimization tech-

niques for tuning adversarial training to maximize robust-

ness while keeping the loss within a defined budget. They

use ART in their experimentation. Machado et al. [11]

provides an adversarial image detection method that

arranges ensembles at runtime by randomly choosing

multiple defense components. For their experimentations,

they take advantage of ART. Chen et al. implemented and

released a clustering method [12] through ART for detect-

ing tainted samples.

The system involving multiple robustness tools are

discussed below. Petrov et al. [13] employs ART and

Foolbox to evaluate the transferability of adversarial

examples. Fidel et al. leverage ART and Foolbox to

investigate a connection between model explainability and

adversarial examples in [14]. Serban et al. in [15] provide a

characterisation of the phenomenon of adversarial exam-

ples, using ART, CleverHans and Foolbox. Duan et al. in

[16] discusses the effectiveness of various robustness tools.

It considers many methods and open source tools for

crafting adversarial examples. However, it focuses on the

discretization problem, which is less general compared to

the work discussed in this system.

3 Adversarial machine learning

Adversarial machine learning focuses on the analysis of

existing vulnerabilities in machine learning algorithms.

Most of the state-of-the-art machine learning algorithms

are profoundly unsafe to distorted input [13, 17–19]. An

adversarial example is created by perturbating a sample

input data causing a machine-learning algorithm to process

it incorrectly. AML is an area of research that focuses on

practical machine learning techniques against attacker

tactics. In most cases, the attacks are targeted ones; the

attacker has a specific reason to assault the system. The

opponent can violate the integrity and availability to evade

the system. In the former, malicious samples are wrongly
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labeled as genuine, whereas, in the latter, the opponent tries

to make the classification system unusable.

There exist two approaches to cause integrity and

availability violation; one by introducing vulnerabilities

through manipulating the training examples and the other

by fabricating the test data so that the modified test data are

misclassified as legitimate. Adversarial examples exhibit

the property of Transferability [20], where the samples

trained for one model often mislead the performances of

another model, even if the models differ in architecture and

training dataset.

AML can be mathematically formulated as: Given a

training set (X, Y), where X denotes a set of n dimensional

input feature vector Xi; and Y denotes the corresponding

output class label. Each input vector is of the form

½x1; x2; :::xn�. For each Xi presented to the machine learning

model C, the system has to correctly classify it to a class

label Yi, s.t. CðXÞ : Xi 2 X �! Yi 2 Y, that correctly clas-

sify the given input Xi into its corresponding class label Yi,

i.e CðXiÞ ¼ Yi. Adversary model creates sample modified

feature vectors X�, which when subjected to the trained

classifier, will get misclassified as CðX�
i Þ ¼ Yi; Yi 2 Y for

some or all X�
i .

Figure 1 illustrates the AML scenario. Typically,

machine learning models have two phases of operations;

the training phase and the testing phase. In the train-

ing phase, the given classifier learns to output the target

class label. Once the training phase is over, an attacker

create adversarial samples and evaluate the performance of

the model. The attack is successful if the classifier mis-

classify the given perturbated data. Contrary to the above

scenario, if the classifier correctly classify the adversarial

input, then attacker craft an attack to the system by

increasing the noise.

Adversarial attacks can be categorised based on the type

of target class, the adversary desires:

– Non-targeted attack [21], causes the classifier to predict

any incorrect label. This type of attack enables a

machine learning model CðXiÞ ¼ Yi to generate sam-

ples X�
i , such that CðX�

i Þ gives some Yj 2 Y, where i 6¼ j.

Optimization-based approaches and fast gradient

based approaches can be used to generate non targeted

attack samples.

– Targeted attack [21], aims to increase the classifier’s

prediction to a targetted output label Yi. Here the

attacker generate samples X�
i 2 X�, that makes the

classifier to generate a particular class label such that

CðX�
i Þ gives Yi 2 Y. Optimization-based approaches and

gradient based approaches can be used to perform

targeted attack.

Adversarial scenarios can be classified based on the

amount of the information the opponent has about the

classifier. Table 1 provides an overview of these attacks.

– White-box Here the adversary has got internal knowl-

edge about the classifier network, including the type,

architecture, weights associated with the connection

and values of all parameters. E.g: Optimization-based

methods [18], Fast gradient (sign) method (FGSM)

[19], Iterative FGSM [26], Jacobian-based saliency

map attack (JSMA) [27].

– Black-box with probing The attacker is completely

ignorant about the system, but he can infer the model

parameters. Sometimes the adversary may possess

knowledge about the architecture but not of the network

weights. Alternatively, the adversary may be entirely

ignorant about the architecture. Also in certain cases

Training Set

Misclassified ?Sample Set Adversarial Sample Set

Classifier Model

Yes

No

Output Label

Training Phase

Adversarial Phase Noise

Fig. 1 Basic architecture of AML
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the hacker can inspect the output probabilities of each

class or the most likely class.

– Black-box without probing The opponent’s knowledge

is limited, or sometimes the attacker doesn’t know

anything about the model. Here, the attacker is not

allowed to examine or question the model. In this case,

the adversary needs to create general adversarial

patterns that fool the machine learning network.

Based on the type of vulnerabilities imposed on the

training data attack scenarios are classified as

– Evasion attack Also known as exploratory attack raises

security breach by exploiting the available classifier

knowledge. They aim is to exploit vulnerabilities

during the classification phase and subsequently evade

the security of classification. Studies carried out

in [17, 28] crafts evasion attacks by manipulating the

malicious sample during the testing phase to make them

misclassified as benign by an already trained model,

without altering the training samples. The attacker aims

to violate the system’s integrity, either through a

targeted or an untargeted attack.

– Poisoning attack This category of attack causes

manipulation of training samples. Poisoning refers to

a causative attack, here the training samples are

manipulated by inserting specially crafted attack

attributes thereby influencing the classifier decision

boundary. Adversaries at the training stage can exert a

long-lasting impact on learning. For example, essential

data points may get poisoned, which makes the learning

process highly complex.

Adversarial examples are proven to significantly impact a

variety of real-world applications [29] that employ deep-

learning algorithms. The models that get tricked include

trained classifiers deployed in malware detection, speech

recognition, facial recognition, semantic segmentation, and

video processing. Adversarial examples can be blurry or

over-exposed (or under-exposed) images from an image

acquisition device (camera or an image scanner) [30] or a

mimicked voice [31] of a person by a third party (a person

or a device). It is naturally possible for these inputs to

become adversarial and harm the use case. For example,

many artists around the world can mimic the sound of

celebrities in a near-perfect way. Similarly, in the case of a

driver-less or auto-pilot car, natural phenomena like rain,

dust, snow, or even sun can cause the system to read the

signboards differently and cause a misclassification. Plac-

ing carefully created stickers on signboard can also fool the

sign detection network. In order to make the deep learning

models re-silent to adversarial conditions is suggested to

retrain the models by augmenting the training set with

adversarial examples.

4 Adversarial attack methods

Adversarial attack methods can be categorized as Gradient

based, Score based, Decision based, and Neural model

generated attacks. A comparison of various attacks are

given in Table 1. The meaning of various notations used in

this article is provided in Appendix.

4.1 Gradient-based attacks

Gradient-based attacks finds the linear loss L (e.g. cross-

entropy), that can be applied on an input x to find directions

� which makes the output of the network being sensitive

for class y,

Lðxþ �; yÞ � Lðx; yÞ þ �TrxLðx; yÞ ð1Þ

where rxLðx; yÞ is the gradient of the loss w.r.t. to the

input x. The various attacks based on gradients are

described below.

– Fast gradient (sign) method (FG(S)M) [19] computes

the gradient gðxÞ ¼ rxLðx; yÞ and obtains the mini-

mum perturbation � such that xþ �T gðxÞ is adversarial

Table 1 Comparison of various attacks

Attack

category

Attack definition Attack example Defenses

White

box

attack

The adversary has got internal

knowledge about the classifier

network

Gradient based attacks [Sect. 4.1] Defensive distillation [22], Ensemble

based methods [11], Adversarial

retraining [19]

Black

box

attack

No knowledge about classifier Score based attacks [Sect. 4.2], Transfer based

attacks [Sect. 4.3], Decision based attacks [Sect.

4.3],

Privacy preserving methods [23]

Grey

box

attack

Some knowledge about the

classifier

Generative models [24] Defense GANs [25]
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(FGM case), or xþ �T signðgðxÞÞ is adversarial (FGSM
case).

– Basic iterative method (BIM) [26], iteratively obtains

the direction of the sign of gradient. During each

iteration, the system estimates a step size of a.
Subsequently, the approach adds the direction of the

gradient using a to the �.

– Projected gradient descent (PGD) [32] iteratively

applies FGM or FGSM multiple times. Each iteration

obtains a gradient score based on �-norm ball on the

original image and then projects back to the original �.

– DeepFool [33] is an untargeted adversarial methodol-

ogy that uses the ‘2 norm. The approach consider an

image x and a classifier C. The image x is iterated at

each step and the perturbation ci at each step i is

obtained. This ci is used to obtain the next image xiþ1.

The process stops when the sign of xiþ1 and xi changes.

Finally the total perturbations ci is computed as the final

perturbation value c� to create the adversarial sample x�

as x� ¼ x þ c�.
– Limited memory- Broyden-Fletcher-Goldfarb-Shanno

(L-BFGS) Szegedy et al. [18] generated adversarial

examples using box-constrained L-BFGS algorithm.

Given an input image x with a target class y, the method

determines distinct image x� identical to x under ‘2
distance. This x� will be labeled differently by the

classifier C. They model the problem as a second-order

optimizer problem. The attacks produce x� under the

constraints dist ¼ minðx � x�Þ and Cðx þ distÞ ¼ y.

– Carlini–Wagner attack [34] create adversarial exam-

ples based on optimization problem. Their approach

employs small perturbation � which is applied on the

input x to increase misclassification. This method

proposed a set of three adversarial attacks in the wake

of defensive distillation. These attacks make the

disturbances quasi-imperceptible by restricting their

‘2, ‘1, and ‘0 norms. The defensive distillation

mechanism for the targeted networks mostly fails

against these three attacks.

– Jacobian-based saliency map attack (JSMA) [27] uses

the gradient to estimate a saliency score for each input

feature (e.g. pixel). This saliency score indicates how

strongly each feature can be perturbated, thereby

deceiving the classifier. JSMA iteratively discovers

the input feature with a higher saliency score for

perturbation.

– Universal Adversarial Perturbations [30] are untar-

geted iterative attacks. The approach attempt to find a

constant disturbance (universal perturbation) itera-

tively. During each iteration, the perturbated value

successfully increases the misclassification. After each

iteration, it adds a constant perturbation to the ‘p ball

with radius � to control the intensity of the attack. The

system calculates the universal fooling rate based on the

effect of the perturbation on additional input samples.

– Elastic net method (EAD) [35] performs elastic-net

regularization on the input sample to generate adver-

sarial input.

– Momentum iterative method (MIM) [36] proposes

another algorithm that accelerates the gradient descent

algorithms by accumulating a velocity vector in the

gradient direction of the loss function across iterations.

– NewtonFool [37] belongs to an untargeted attack cat-

egory that tries to minimize the likelihood of the correct

output label by manipulating the gradient.

– Virtual adversarial method [38] is a poisoning attack

which intends to cause the local distributional smooth-

ness of the trained model. It constructs a perturbation c
of ‘2 unit norm maximizing the Kullback Leibler (KL)

divergence KL½CðxÞjjCðxþ cÞ�. The attack iteratively

observe the perturbation strength using gradient ascent

along with finite differences. Subsequently, the system

constructs an adversarial sample by adding � � c to the

input x, where � is the perturbation strength parameter.

– Feature adversaries [39] attack finds adversaries which

disrupt both classification (label adversaries) and

internal representations. This attack strategy constructs

feature adversary that minimizes the euclidean distance

between the deep internal representation (at a specified

layer).

4.2 Score-based attacks

Score-based attacks use probability or logits values to

attack the target system. The various attack to create

adversarial samples under this category are:

– Single pixel attack [40] measures the robustness of a

trained model by modifying a single pixel value. It is an

iterative process, where the attacker toggles one pixel to

either white or black. This process recurs for every

pixel in the image. Su et al. [40] demonstrated that their

approach was capable of fooling image classifiers by

altering a single pixel.

– Local search attack [40] observes the probability of

occurrence of the correct class, even after applying

extreme perturbations to pixel values. The method

identifies the pixel value that makes the model highly

sensitive. The process repeats for all other pix-

els (neighborhood of the most sensitive pixel) until

the classifier gets deceived by the image.

– Simultaneous perturbation stocastic approximation

(SPSA) [41] approximates gradients using finite differ-

ent estimates in random directions.
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4.3 Decision-based attacks

Attacks based on the model’s target class decision, rather

than on gradients and probabilities, constitute the decision

based attacks. The few decision-based attacks identified so

far are:

– Transfer based attacks rely on information about

training samples without the knowledge of the training

model. The opponent uses this information to train a

substitute model and to synthesize adversarial pertur-

bations [20]. They showed that perturbated samples on

an ensemble of substitute models could drop the

classifier performance by 100%. An effective defense

strategy against this transferability approach is the

adversarial training method. This defense approach is

proven successful against numerous attacks reported in

the Kaggle Competition (during 2017) on Adversarial

Attacks.

– Boundary attack [21] minimizes the ‘2 of adversarial

perturbations. The algorithm begins from an adversarial

point and then considers a random move to find a

boundary point, that lies between the adversarial and

the non-adversarial region. The newly identified bound-

ary point must (i) lie in the adversarial region and (ii)

have a minimum distance from the original image.

– Pointwise attack [42] minimizes the ‘0 of adversarial

perturbations.

– Additive uniform noise attack disturbs the robustness of

a model by introducing Independent and identically

distributed (i.i.d) uniform noise.

– Additive Gaussian noise attack uses i.i.d normal noise.

– Salt-and-pepper noise attack probes using i.i.d salt-and-

pepper noise.

– Gaussian blur attack attacks the model by performing

Gaussian blur on the input.

– Contrast reduction attack examines the robustness of a

model by adjusting the contrast value.

4.4 Neural model generated attacks

Various neural network models can be used to generate

adversarial attacks. The most common among them is the

generative adversarial networks [24] and recurrent neural

network [43] based adversarial attacks.

– Generative adversarial networks (GAN) are proposed

by Goodfellow et al. for the generation of adversarial

image samples. GANs are deployed in numerous

application domains like computer vision, natural

language processing, and speech synthesis. GAN

architecture uses two network models; a generative

model and a discriminative model. Both the networks

follow a min-max game. The generator generates

realistic samples from the given domain and tries to

fool the discriminator model. The discriminator learns

to distinguish between fake or real input samples.

GANs are capable of generating adversarial samples by

learning the distribution of real samples [44]. Xiao

et al. [45] proposes the generation of adversarial

samples using GANs. Zhao et al. in [46], proposes

unsupervised adversarial attacks (UAA-GAN) to gen-

erate fake images and thereby fools the deep learning

image retrieval system. GANs can generate realistic

face samples retaining the identity of the original face

called deepfakes that can fool a face recognition

system. Nowadays, GANs are widely used to generate

sentences (RankGAN [47]) and in audio processing

systems for speech, music, and poetry generation

(SeqGAN [48])

– Recurrent neural networks (RNN) [43] are neural mod-

els that are extremely good in handling both sequential

and temporal data. This network model is capable of

making accurate predictions based on the current input

and previous inputs. RNNs are available in multitude

types, notably vanilla RNNs, bidirectional RNNs,

recursive RNNs, and long short-term memory RNNs

(LSTM). RNN cells’ intrinsic sequential processing

capabilities aid in the creation of successful adversarial

samples. Chang et al. in [49] proposes an audio

perturbation sample for an Automatic Speaker Recog-

nition system. The system uses LSTM as the RNN cell

to craft perturbated audio examples. The system

generates an efficient and effective adversarial audio

by combining the RNNs pre-training and fine-tuning

parameters. The system in [50] proposes a novel

LSTM-CGAN method to craft high-quality vulnerable

samples for blockchain-based wireless network detec-

tion models. A generic adversarial testing framework

RNN-Test [51] uses RNN to generate vulnerable

inputs. RNN-Test relies on RNN wrapper cells that

extract the hidden states and cell states of each RNN

cell in the given RNN model without affecting its

inherent process. The extracted hidden state parameters

help in generating adversarial examples.

5 Defenses and detectors

Methods for adversarial defenses can roughly be catego-

rized as model hardening, data preprocessing, adversarial

detectors of adversarial inputs and Certifications.
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5.1 Model hardening

This defense strategy deals with the techniques to model a

new classifier with better robustness when compared with

the primary classifier based on given metrics.

– Adversarial training [19] enhances the classifier’s

robustness metric by augmenting adversarial samples

with the training data. This method proactively gener-

ates vulnerable inputs with the correct class targets and

makes the model trained using these generated samples.

Szegedy et al. [18] demonstrated a reasonably inex-

pensive way to create adversarial examples with the

FGSM. Studies in [52] reported that this strategy

enhances the robustness of the system to FGSM

attacks, and it has multiple downsides: (i) It does not

help against more sophisticated white-box attacks like

RAND?FGSM. (ii) It does not help against black-box

attacks either.

– Defensive distillation Nicholas Papernot et al. [22]

proposed an efficient defensive mechanism for adver-

saries on deep neural network. Their solution utilizes an

adversarial crafting framework to determine the direc-

tion by adding noise to increase misclassification.

Based on this direction they applied perturbations to

the training set. This work uses two networks an initial

network and a distilled network. The initial system

generates a probability vector representing predictions

for each input. Subsequently, the distilled network takes

the prediction probabilities as input and train the

classifier. The distilled model mimics a computation-

ally expensive large model. The distilled model is more

robust to attacks comparing the FGSM or the JSMA

approach.

– Ensemble adversarial training [11], the existence of

vulnerabilities in an adversarially trained model against

black-box attacks leads the authors to propose a highly

secure defense strategy called Ensemble Adversarial

Training. The model is trained using modified adver-

sarial samples from an ensemble of more than two

models.

– Safe reinforcement learning (Safe RL) is a defense

model proposed in [53] to make reinforcement learning

models defend the unseen attack scenarios. Reinforce-

ment learning focuses on taking the best possible

behavior or path to maximize reward in a given

situation. Learned policies should be robust to uncer-

tainty and parameter variation to ensure predictable be-

havior, which is essential for many practical

applications of RL like robotics.

5.2 Data preprocessing

Input data preprocessing techniques transform input data

and/or labels at training and/or test time.

– Feature squeezing [54] lessens the precision of the

components of input samples by encoding that on a

reduced number of bits.

– Label smoothing [55] alters the class labels during the

learning phase. Label smoothing uses the following

representation instead of using one-hot encoding :

yi ¼
ymax if y ¼ i

ð1� ymaxÞ
ðK � 1Þ otherwise

8
<

:
ð2Þ

where ymax 2 ð0; 1Þ and i 2 f1; . . .;Kg. The label rep-

resentation is smoothed by reducing the variation

between its highest and lowest components and thereby

increasing its entropy. This approach helps to subdue

the way an adversary could use the gradient to construct

adversarial samples.

– Spatial smoothing [54] strives to refine out adversarial

signals employing local spatial smoothing. It is a

defense designed explicitly for images.

– JPEG compression [56, 57] divides images into square

blocks and from each block removes the high-fre-

quency signal elements. This operation is similar to

performing a selective blurring of the image; it also

helps to reduce additive perturbations.

– Thermometer encoding1 discretizes the input, encodes

each input to a fixed-size binary vector.

– Gaussian data augmentation [58] augments the original

training dataset with copies of original samples that are

perturbated by adding Gaussian noise.

5.3 Adversarial detectors

Methods for adversarial detection detect if the given data is

adversarial or not. Adversarial detectors are classified into

poisoning and evasion detectors, according to the stage

they are applied, specifically at training/test time and

inference time, respectively.

– Poisoning detectors [59, 60] check whether a given

input provided at training or test time is adversarial or

not and filters out such malicious data. The perturbated

sample causes to alters the decision boundary of

machine learning models, thereby causes an increased

rate of misclassification and reduces the overall

performance. For example, by augmenting malicious

samples into the training set, adversaries can generate

1 https://openreview.net/forum?id=S18Su-CW.
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backdoors or trojans into the machine learning net-

work [61]. This detection works well on targeted

training and testing samples but acts upon specific

attacker-chosen inputs. The activation clustering [12]

defense method is also capable of identifying malicious

data crafted to misclassify the trained machine learning

models.

– Evasion detectors check whether a given input provided

at inference time is adversarial or not. The binary input

detector is a binary classifier whose output class labels

indicate whether the given input is adversarial or not.

The binary activation detector is a binary classifier

where the input consists of the activation values

produced by a layered classifier, and the output labels

denotes whether the given sample is adversarial or not.

5.4 Robustness certifications

Robustness certifications are defenses provably robust to

certain kinds of adversarial perturbations. On the other

hand, a model is certifiably robust if, for any input x, one

can obtain a guarantee that its prediction is constant within

some set around x, often an ‘2 or an ‘1 ball. An example of

such a defense is Randomized Smoothing. Randomized

Smoothing [62] is a provable adversarial defense in ‘2 �
norm which scales to ImageNet. Specifically, it provides a

tight robustness guarantee in ‘2 � norm for smoothing with

Gaussian noise.

6 Machine learning models

This section gives an overview of popular Deep Learning

Architectures: ResNet, InceptionV3, and Madry. The

architecture of these models, the pros and cons of these

networks are briefly discussed.

6.1 InceptionV3

The Inception net [63] achieved a milestone in convolu-

tional neural network (CNN) classifiers.The Inception

network is heavily engineered to push performance, both in

terms of speed and accuracy. It is the winner of the Ima-

geNet Large Scale Visual Recognition Competition in

2014.

The computational cost in deep convolutional networks

is reduced drastically by introducing a 1� 1 convolution.

Inception net adds a new 1� 1 convolution layer before

the 3� 3 and 5� 5 convolutions. Inception net applies the

1� 1 convolution after the max-pooling layer also.

Towards the end, a global average pooling replaces the

fully connected layers. The global average pooling

calculates the average of every feature map. GoogLeNet

Architecture of Inception Network has 22 layers in total.

6.2 ResNet

Residual networks have become quite popular for image

recognition and classification tasks as it is capable of

solving vanishing and exploding gradients when adding

more layers to an already existing deep neural network.

Deep Residual Learning network [64] works based on the

concept of Residual Learning. Residual learning means

each layer in a neural network gets a fine-tuned output from

the previous layer. Adding a learned ‘‘residual’’ to the input

obtains fine tuned result. A residual network consists of

residual units or blocks which have skip connections, also

called identity connections. A residual block has a 3 9 3

convolution layer followed by a batch normalization layer

and a ReLU activation function. The skip connection skips

both these layers and adds directly before the ReLU acti-

vation function. Such residual blocks repeatedly constitute

a residual network. The hop or skip could be 1, 2, or even

3. While adding, the dimensions of input may be different

than the output due to the convolution process, resulting in

a reduction in dimensions. Thus, a 1 x 1 convolution layer

is added to change the dimensions of input.

6.3 Madry

Aleksander Madry in [32] proposed a deep learning neural

network with significantly improved strength to a wide

range of adversarial attacks. The neural model utilizes the

projected gradient descent (PGD) as a universal ‘‘first-order

adversary’’. It uses the local first-order information about

the network. They have experimentally identified that for

typically trained networks and adversarially trained net-

works, the local maxima obtained by PGD gives similar

loss values. The experimental result also demonstrated that

a system is robust against PGD adversaries, also resilient to

a wide range of other attacks.

7 Comprehensive analysis of tools

This section gives a detailed view on various attacks and

defenses implemented in the six machine learning tools,

namely CleverHans [1], ART [2], Foolbox [3], Adv-

Box [4], DEEPSEC [5], and AdverTorch [6]. One of the

most commonly used AML libraries is ART. It is an open-

source python library. The ART architecture design makes

it simple to couple defenses, e.g. adversarial training with

data preprocessing and runtime detection of adversarial

inputs. Nicolas Papernot and Ian Goodfellow in [1]

developed a library package ‘Cleverhans’, which provides
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the attackers and defenders with standard implementations

of adversary construction and training scenarios.

AdverTorch Library [6] provides a wide variety of

dynamic computational graphs. It provides simple and

consistent attack and defense APIs. It facilitates faster

execution of commands with the help of GPU-powered

PyTorch implementations. Foolbox [3] is a python library

that helps researchers to generate adversarial samples for

machine learning models. It provides features that help to

analyze the robustness of existing machine learning net-

works. DEEPSEC [7] is a uniform platform for security

analysis of deep learning models. This library enables

researchers and practitioners to estimate the vulnerability

of deep learning models. AdvBox [4] is a toolbox to gen-

erate adversarial examples that fools neural networks in

PyTorch, PaddlePaddle, MxNet, Caffe, Keras, and Ten-

sorFlow. Like any other AML tool, AdvBox also provides

mechanisms to evaluate and benchmark the robustness of

various machine learning models. AdvBox gives a com-

mand-line interface to create perturbated patterns with

Zero-Coding.

All six tools under analysis support at least one machine

learning library, though four support more than one of such

libraries. Table 2 shows the ML libraries supported by the

six tools under consideration. ART is compatible with 11

ML libraries. Foolbox and AdvBox supports 6 ML libraries

each. CleverHans is currently fully compatible with two

ML libraries Tensorflow and Keras. In contrast, Ad-

verTorch and DEEPSEC are based on PyTorch, and it

seems they have not planned an extension of their com-

patibility to other ML libraries.

All the above tools offer a considerable amount of attack

methods. Table 3 gives an overview of various adversarial

attacks incorporated in the six AML tools. Foolbox sup-

ports 29 attacks including FGSM, C&W, BIM, and

DeepFool. AdvBox supports the least number of attacks;

only 11 adversarial attacks. ART supports 19 adversarial

attacks; CleverHans, AdverTorch, DEEPSEC implements

16, 14, 13 attacks respectively. It is interesting to highlight

that all the six ML robustness tools implement FGSM,

C&W, BIM, PGD, JSMA, DeepFool, elastic net, and

L-BFGS.

Table 4 gives the details of various defenses and

detectors supported by ART, DEEPSEC, AdverTorch,

AdvBox, CleverHans and Foolbox. From Table 4, it can be

inferred that five tools out of six implement at least one

form of defense in opposition to adversarial attacks. ART

provides nine defense methods and six detector methods

supporting a total of 15. Foolbox supports no defense

mechanisms. CleverHans supports only Adversarial

Training strategy. DEEPSEC implements 10, Adver Torch

provides 7, and AdvBox implements 5 defense strategies.

The only defense strategy that seems to work well in lit-

erature is Adversarial Training.

Figure 2 gives a visual comparison of the features

considered for all the six machine learning tools. For each

tool, it plots the number of supported attacks, number of

implemented defenses, number of ML libraries supported,

and the metric value. Figure 2, depicts that ART has the

broader compatibility to ML libraries, and it supports

almost double the number for every parameter that is taken

into consideration. It is the only tool that provides inbuilt

Table 2 Compatibility of AML

robustness tools
Libraries Tools

ART v1.0 Fool box v2.0 Adv Box CleverHans v3.0.1 AdverTorch v0.1 DeepSec

Tensorflow 1 4 4 4 4

Tensorflow 2 4

Keras 4 4 4 4

PyTorch 4 4 4 4 4

Theano 4

Caffe2 4

MXNet 4 4 4

Lasagne 4

Scikit-learn 4

XGBoost 4

LightGBM 4

CatBoost 4

PaddlePaddle 4

GPy 4

Tesseract 4

Total 11 6 6 2 1 1
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Table 3 Adversarial ML attacks available in robustness tools

Attacks Tools

Foolbox ART CleverHans AdverTorch DeepSec AdvBox

Fast gradient method (FGM) 4 4 4 4 4 4

Carlini–Wagner (C&W) 4 4 4 4 4 4

Basic iterative method (BIM) 4 4 4 4 4 4

Projected gradient descent (PGD) 4 4 4 4 4

Jacobian saliency map (JSMA) 4 4 4 4 4 4

DeepFool 4 4 4 4 4

Elastic net 4 4 4 4 4

L-BFGS 4 4 4 4 4

Momentum iterative method 4 4 4 4 4

Feature adversaries 4 4

Simultaneous perturbation stochastic approximation (SPSA) 4

Universal adversarial perturbation 4 4

NewtonFool 4 4

Virtual adversarial method 4 4

Query-efficient black-box 4

Zeroth-order optimization (ZOO) 4

Adversarial patch 4

Semantic 4

Max confidence 4

ADef 4

SLSQ 4

Decoupled direction and rm 4 4

Sparse Fool 4

Sparse descent 4

Least-likely class method (LLCM) 4

Iterative LLCM 4 4

Single pixel 4 4 4

LocalSearch 4 4 4

Approximate LBFGS 4

Boundary 4 4

OptMargin 4

Spatial transform 4 4 4 4

Poinwise 4

Noise 4

Gaussian blur 4

Contrast reduction 4

Additive uniform noise 4

Additive Gaussian noise 4

Salt and pepper noise 4

Blended Uniform Noise 4

HopSkipJump 4 4

Decision tree attack 4

Poisoning attack 4

Poisoning attack on SVM 4

Binarization refinement 4
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robustness metrics and verification. ART implements pre-

cisely three robustness metrics; empirical robustness (EC)

metric [33], loss sensitivity (LS)metric [65], Cross Lips-

chitz Extreme Value for nEtwork Robustness (CLE-

VER) [66] and one verification, Clique Method Robustness

Verification [67].

It is essential to point out that nevertheless, DEEPSEC

supplies ten defenses, several of them, like Defensive

Distillation, have already been proved as not robust in the

literature. Also, some of its defense implementations, like

Adversarial Training, have been proven to be effective

only against simple cases like Single Pixel Attack. In

contrast, CleverHans provides only one type of defense,

Adversarial Training, but its applicability is very general

and flexible. It is effective against vulnerable examples

generated with any attack methodologies. The Foolbox

does not provide any form of protection against adversarial

attacks. It is designed with the unique purpose to provide a

wide range of methods to test the model’s robustness.

It is observed that ART has reasonable value for all the

four metrics under consideration. Its divergence from the

other tools is probably because ART belongs to a more

significant project for AI trusting. Figure 3 shows the usage

statistics of the six AML tools in research studies. The

value is obtained based on the citation count of the

respective research paper2. It shows that, among the six

tools, the most commonly used tool for research studies are

ART(21.1%), Foolbox(32.5%) and CleverHans(26.3%).

8 Results and discussions

This section describes the benchmark datasets used in the

experiments and the metrics used to evaluate the attack

effectiveness and perturbations. It compares various AML

tools used in the literature and summarizes the experi-

mental outcomes.

8.1 Datasets

For evaluating the robustness of AML tools, the experi-

ment uses three datasets; ImageNet [68], Cifar-10 [69] and

Modified National Institute of Standards and Technology

database(MNIST)3. ImageNet contains a total of 15 million

labeled high-resolution images categorized with around

20,000 labels. In this system, the Inception V3 machine

learning model gets evaluated using the ImageNet dataset.

Cifar-10 consists of ten image categories with 6000 photos

each, making a total of 60,000 images. ResNet Classifier

model is assessed using the Cifar-10 dataset. MNIST is an

image data store of handwritten digits that consists of

70,000 28 x 28 grayscale images of numbers 0–9. For the

Madry machine learning network we use the MNIST

dataset. From each dataset, the system chooses 100 sam-

ples at random and ensures that the same sample set is used

for all the tests performed. To evaluate the effectiveness of

attacks, for each dataset, two state-of-the-art models were

selected; one adversarially trained and another traditionally

trained. In particular, for the ImageNet dataset, two In-

ception V3 models were used, two ResNet models for Ci-

far-10 dataset and two Madry models for MNIST.

From Table 5, considering ResNet machine learning

model, ART and Foolbox implements six attack strategies

each, taking a sample size of 600. Since CleverHans does

not support C&W attack, only five attack strategies are

employed. Hence, CleverHans takes only 500 samples.

Similarly, in ImageNet dataset, for Inception V3 evaluation,

ART and Foolbox employs six attack strategies, taking a

total sample size of 600. Since CleverHans does not sup-

port C&W and Saliency Map attack on ImageNet, only four

attack strategies are used, taking a total of 400 samples. For

Madry, ART and Foolbox employ six attack strategies,

taking a total sample size of 600. CleverHans employs only

five attack strategies, so the sample size is 500.

Table 3 (continued)

Attacks Tools

Foolbox ART CleverHans AdverTorch DeepSec AdvBox

Precomputed images 4

High confidence low uncertainty 4

Total 29 19 16 14 13 11

2 https://www.scholar.google.com//. 3 http://yann.lecun.com/exdb/mnist/.
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8.2 Robustness evaluation metrics

Robustness metrics evaluate the effectiveness of machine

learning models. It measures how weak a classifier behaves

under various attack scenarios and its efficacy to different

defensive mechanisms. They also quantify the required

perturbation rate that causes misclassification. It evaluates

the model’s sensitivity rate concerning changes in their

inputs. Possible such metrics are EC, LS and CLEVER. The

metrics suggested below considers CðxÞ as the classifier,

x ¼ ðx1; . . .; xnÞ as the test set, and y as the target class.

8.2.1 Empirical robustness

The EC metric [33] measures the average minimum per-

turbation that causes a misclassification. The robustness of

a classifier is evaluated based on a specific attack on a test

dataset. EC is formally defined as

ECðC; q;XÞ ¼ 1

jIj
X

i2I

kqðxiÞ � xikp

kxikp

; ð3Þ

qðxÞ ¼DðxÞ
kxkp

ð4Þ

Table 4 Adversarial ML defenses and detectors available in robustness tools

Defenses Tools

ART DEEPSEC AdverTorch AdvBox CleverHans Foolbox

Adversarial training 4 4

Naive adversarial training 4

Ensemble adversarial training 4

PGD-based adversarial training 4

Virtual adversarial training 4

Bit squeezing 4

Conv smoothing 2D 4

Average smoothing 2D 4

Gaussian smoothing 2D 4

Median smoothing 2D 4

Label smoothing 4 4

Gaussian data augmentation 4 4

Thermometer encoding 4 4 4

Total variance minimization 4

JPEG compression 4

JPEG filter 4

Pixel defend 4 4

Binary filter 4

Region-based classification 4

Random transformations based defense 4

Ensemble input transformation 4

Defensive Distillation 4

Input gradient regularization 4

Randomized smoothing 4

Based on inputs 4

Trained on the activations of a specific layer 4

Fast generalized subset scan 4

Local intrinsic dimensionality based detector

Spatial smoothing 4 4

Feature squeezing detector 4 4

Based on activations analysis 4

Total 15 10 7 5 1 0
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where CðqðxÞÞ 6¼ CðxÞ, p is the norm used in the creation

of the adversarial samples.

8.2.2 Loss sensitivity

The LS metric [65] evaluates the sensitivity of a classifier

model based on gradients. This metric is based on the

properties of the model rather than any specific attacks. It

measures the perturbation by making variations in the test

data. It quantifies the model’s robustness by using Lipschitz

Constant.

Loss sensitivity is formally defined as

LSðC; x; yÞ ¼ 1

n

Xn

i¼1

krLðxi; yiÞk2; ð5Þ

where rLðx; yÞ is the gradient of the loss w.r.t. to the input

8.2.3 CLEVER

The CLEVER metric [66] estimates the minimal perturba-

tion c that is required to change the classification of an

input x, i.e. kx� x0kp\c implies CðxÞ ¼ Cðx0Þ. The per-

turbation factor c is obtained based on the Lipschitz Con-

stant. This metric is attack-agnostic and applicable to any

neural network.

The CLEVER score for targeted attacks is formulated as

CLEVERðC; x; y;Nb;Ns; p;RÞ ¼ min
CðxÞ � CyðxÞ
MLEWeibullðSÞ

; ð6Þ

where CðxÞ is a K-class classifier, MLEWeibull is the maxi-

mum likelihood estimate and

S ¼
[Nb

i¼1

max
j¼1;...;Ns

krgðxði;jÞÞÞkq; ð7Þ

where xði;jÞ 2 Bpðx0;RÞ is randomly selected, Nb and Ns are

respectively the number of batches and samples per batch,

R is the maximum perturbation, y is the target class and

q ¼ p
p�1

where p is a perturbation norm. On the other hand,

the least CLEVER score for targeted attacks over all classes

y 2 Y with y 6¼ CðxÞ gives the CLEVER score for untar-

geted attacks.

8.3 Experimental outcome

For our experimental setup, we choose three AML Tools

ART, CleverHans, and Foolbox. We considered the number

of attacks supported by each tool as the criteria for eval-

uating the robustness of classifier models. From Fig. 2,

Foolbox tops in the list with 29 attacks followed by ART

and CleverHans with 19 and 16 attacks respectively.

Among them, ART supports a reasonable number of

defense strategies, libraries, and evaluation metrics as lis-

ted in Tables 3 and 4. The effectiveness of these three tools

in generating adversarial samples is evident in their usage

statistics as depicted in Fig. 3.

We analyzed the performance of common attacks on the

selected AML tools using popular datasets ImageNet, Ci-

far-10, and MNIST. For each experiment, three relevant

robustness tools: v1.0.0 of ART, v2.0.0 of Foolbox, and

v3.0.1 of CleverHans were selected. For each tool, the

system tested the following six attacks: FGSM, DeepFool,

C&W, PGD, JSMA, and BIM. The system performed only

untargeted attacks.

The experiment to perform the analysis of machine

learning tools on different datasets is structured as follows.

For each experiment,

– Select the data set, the attack, the model, and the AML

tool to be evaluated.

– Perturb the images from the selected dataset with the

selected attack for the selected tool.

– Classify the perturbed images using the selected model.

Fig. 2 Robustness evaluation of ML tools based on different metric

such as attacks,defenses,robustness evaluation metrics, and ML

libraries

Fig. 3 AML tools usage statistics
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The overall performance analysis is carried out for every

combination of tools, attacks, datasets, and models. On

each dataset, six attack strategies were applied to original

images and adversarial images to calculate the attack per-

turbation and attack effectiveness for each combination.

Table 6 details the attack perturbation and attack

effectiveness of each tool under adversarial and non-ad-

versarial training on various datasets for six attack strate-

gies. In particular, two Inception V3 models were chosen

for ImageNet dataset, two ResNet models selected for Ci-

far-10, and two Madry models for MNIST.

Table 5 aggregates the average value of attack pertur-

bation and attack effectiveness on ART, CleverHans and

Foolbox on both adversarial and non adversarial environ-

ment. For e.g. the ART on MNIST dataset under normal

training obtains an attack effectiveness of 0.62 as the

average of 0.86, 0.76, 0.27, 0.41, 0.86 and 0.55. The

table also highlights the number of samples taken and the

number of attacks implemented.

On Cifar-10 dataset, CleverHans gives the best attack

effectiveness on both normal and adversarial classification.

Similarly, for ImageNet CleverHans gives the best attack

effectiveness of 0.95 on normal classification and 0.75 on

adversarial classification. On the other hand, in the case of

MNIST dataset, CleverHans gives the best attack effec-

tiveness of 0.71 on normal classification whereas ART and

Foolbox outperform it in the adversarial setting by each

exhibiting attack effectiveness of 0.82 against 0.71

obtained by CleverHans. The attack accuracy of an AML

tool in a specific dataset is calculated by averaging the

attack effectiveness of the AML tool under both adversarial

and non-adversarial training in all the six attack scenarios

which are consolidated in Table 5. E.g., the attack accuracy

for ART in MNIST is calculated as the average of 0.62 and

0.82 and is 0.72.

Figure 4 shows the attack accuracy per dataset of all the

AML tools. It depicts that, for MNIST the attack accuracy

of all tools is similar. This congruity could be because the

MNIST dataset is relatively simpler than the others as it

constitutes only grayscale images. CleverHans tops in the

attack accuracy and exhibits consistent performance on all

three datasets. It performs the best on the ImageNet dataset.

Cifar-10 accuracy is the least observed attack effectiveness

on all machine learning tools. The performance across all

the datasets is aggregated to obtain the overall attack

accuracy of an AML tool. Figure 5 shows the aggregated

value of CleverHans, ART and Foolbox. From Fig. 5, it can

be observed that the average attack accuracy of Clev-

erHans is higher than ART and Foolbox.

One of the reasons for the higher attack effectiveness of

CleverHans is its higher attack perturbation rate. Figure 6

show the average attack perturbation rate of each AML

Tool. The ratio of the number of altered pixels to the total

number of pixels in the given image defines the perturba-

tion rate. On average, attacks performed by CleverHans

produce higher perturbation when compared to the attacks

Table 5 Adversarial ML robustness tool effectiveness

Dataset Model Adversarial model Tool #Attacks #Samples Attack effectiveness

CIFAR10 ResNet - ART 6 600 0.87

CIFAR10 ResNet - CleverHans 5 500 0.92

CIFAR10 ResNet - Foolbox 6 600 0.69

CIFAR10 ResNet 4 ART 6 600 0.15

CIFAR10 ResNet 4 CleverHans 5 500 0.46

CIFAR10 ResNet 4 Foolbox 6 600 0.13

ImageNet Inception V3 - ART 6 600 0.76

- CleverHans 4 400 0.95

ImageNet Inception V3 - Foolbox 6 600 0.85

ImageNet Inception V3 4 ART 6 600 0.23

ImageNet Inception V3 4 CleverHans 4 400 0.75

ImageNet Inception V3 4 Foolbox 6 600 0.09

MNIST Madry - ART 6 600 0.62

MNIST Madry - CleverHans 5 500 0.71

MNIST Madry - Foolbox 6 600 0.50

MNIST Madry 4 ART 6 600 0.82

MNIST Madry 4 CleverHans 5 500 0.71

MNIST Madry 4 Foolbox 6 600 0.82
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generated by the other tools. ART and Foolbox employ a

batch processing strategy for crafting the adversarial sam-

ple. Consequently, only a portion of the pixels in the

original input is modified, resulting in a low perturbation

rate. While in CleverHans, the obtained sign of the gradient

is applied to the entire image causing a higher perturbation

rate, which finally yields a higher attack accuracy.

Specifically, the average perturbation of CleverHans

attacks is two orders of magnitude higher than the average

perturbation of the other two tools.

We conducted a subjective assessment (manual analy-

sis) of the perturbated images generated by these three

Table 6 Adversarial ML robustness tool attack effectiveness

Attack Adversarial

model

Tool Resnet(CIFAR10) InceptionV3(ImageNet) Madry(MNIST)

Attack

perturbation

Attack

effectiveness

Attack

perturbation

Attack

effectiveness

Attack

perturbation

Attack

effectiveness

BIM - ART 1e-2 0.96 1e-2 0.98 1e-2 0.86

BIM - CleverHans 4e-2 0.96 5e-2 0.97 3e-1 0.68

BIM - Foolbox 2e-5 0.36 8e-6 0.91 2e-3 0.52

BIM 4 ART 1e-2 0.23 1e-2 0.47 1e-2 0.80

BIM 4 CleverHans 4e-2 0.45 5e-2 0.75 3e-1 0.94

BIM 4 Foolbox 2e-5 0.11 8e-6 0.08 2e-3 0.82

C&W - ART 2e-5 0.96 8e-6 0.94 4e-3 0.76

C&W - Foolbox 1e-5 0.83 8e-6 0.94 1e-3 0.30

C&W 4 ART 2e-5 0.11 8e-6 0.08 4e-3 0.83

C&W 4 Foolbox 1e-5 0.11 8e-6 0.06 1e-3 0.82

DeepFool - ART 2e-5 0.80 8e-6 12 2e-3 0.27

DeepFool - CleverHans 3e-2 0.83 5e-2 0.97 2e-1 0.70

DeepFool - Foolbox 2e-5 0.87 8e-6 0.94 2e-3 0.40

DeepFool 4 ART 2e-5 0.11 8e-6 0.07 2e-3 0.82

DeepFool 4 CleverHans 3e-2 0.29 5e-2 0.36 2e-1 0.03

DeepFool 4 Foolbox 2e-5 0.11 8e-6 0.08 2e-3 0.82

FGM - ART 2e-3 0.90 2e-3 0.73 1e-3 0.41

FGM - CleverHans 9e-2 0.90 1e-1 0.88 4e-1 0.79

FGM - Foolbox 3e-2 0.84 4e-3 0.91 4e-2 0.64

FGM 4 ART 2e-3 0.13 2e-3 0.23 1e-3 0.82

FGM 4 CleverHans 9e-2 0.84 1e-1 0.99 4e-1 0.93

FGM 4 Foolbox 3e-2 0.21 4e-3 0.18 4e-2 0.83

PGD - ART 1e-2 0.96 1e-2 0.98 1e-2 0.86

PGD - CleverHans 5e-2 0.98 7e-2 0.96 4e-1 0.73

PGD - Foolbox 2e-5 0.37 8e-6 0.90 2e-3 0.43

PGD 4 ART 1e-2 0.23 1e-2 0.46 1e-2 0.80

PGD 4 CleverHans 5e-2 0.52 7e-2 0.88 4e-1 0.85

PGD 4 Foolbox 2e-5 0.11 8e-6 0.07 2e-3 0.82

Saliency

Map

- ART 2e-4 0.66 1e-4 0.41 1e-2 0.55

Saliency

Map

- CleverHans 3e-3 0.94 - - 1e-2 0.66

Saliency

Map

- Foolbox 2e-4 0.89 1e-5 0.51 5e-3 0.71

Saliency

Map

4 ART 2e-4 0.11 1e-4 0.09 1e-2 0.85

Saliency

Map

4 CleverHans 3e-3 0.19 - - 1e-2 0.82

Saliency

Map

4 Foolbox 2e-4 0.11 1e-5 0.05 5e-3 0.83
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AML tools. It measures the effectiveness in performing the

attack keeping the perturbated image visually closer to the

original input. Subjective classification of the attacked

image is one of the qualities exhibited by an adversarial

attack. Figure 7 shows the perturbated images generated

using FGSM attack with an epsilon value of 0.1 in Clev-

erHans, ART, and Foolbox tools. For ImageNet and

MNIST, the perturbated images are perceptually similar to

the original image. In the Cifar-10 dataset, all the three

tools generated distorted images when compared to the

original image. Nevertheless, the image crafted by Clev-

erHans exhibits a better visual perception compared to

Foolbox and ART.

Several objective evaluation methods exist to assess the

visual quality of images. We compared the visual quality of

perturbed images with the original image using three

metrics: Peak Signal to Noise Ratio (PSNR), Mean

Squared Error (MSE), and Structural Similarity Index

Measure(SSIM). Figures 7 and 8 summarizes the average

MSE, PSNR, and SSIM value obtained by the adversarial

samples generated by CleverHans, Foolbox, and ART using

images from ImageNet, Cifar-10, and MNIST datasets.

Figures 7 and 8 depicts that CleverHans achieves a higher

PSNR value in both ImageNet and Cifar-10. In the MNIST

dataset, all the toolboxes produced images with comparable

PSNR rates, with ART having a value of 70.62dB. The

MSE value is almost null for CleverHans in ImageNet

dataset. From Figs. 7 and 8, the MSE values of Clev-

erHans is less compared to the MSE values of other two

tools. Taking the SSIM metric as in Fig. 8, CleverHans

outperform other tools with a higher similarity index of

0.703.

Table 7 summarizes all the three metrics of AML tools

across all the three datasets. From Table 7, it is clear that

CleverHans gives a higher PSNR value of 78.84dB, which

indicates the signal-to-noise ratio of perturbated images is

higher in CleverHans. The squared error value is also on

the lower side for CleverHans. The similarity of pertur-

bated image and original image has an overall average of

0.703 in CleverHans, which is reasonably higher than the

other two AML tools. From this study, we infer that even

though the attack perturbation is high in CleverHans, it

performs the best in subjective and objective evaluation.

CleverHans produce perturbated images that are visually

similar to the original input and at the same time give a

higher attack accuracy during classification.

9 Conclusion

This paper analyzes and compares three major AML tools

ART, CleverHans, and Foolbox from various perspectives.

We observe the attack effectiveness of these tools using

Fig. 4 Performance analysis of AML tools on Cifar-10, ImageNet,
and MNIST datasets

Fig. 5 Overall attack accuracy of AML tools

Fig. 6 Overall attack perturbation of AML tools
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multiple adversarial samples. Each of these tools is eval-

uated with six adversarial attacks under different datasets,

and different machine learning models were evaluated for

effectiveness under attack. The machine learning models

used are ResNet, InceptionV3 and Madry. For ResNet, the

Cifar-10 dataset is utilized. For InceptionV3, the ImageNet

dataset is employed, and for Madry, the MNIST dataset is

used. Foolbox provides the maximum attack

implementation by supporting 29 attack scenarios. ART

gives the highest defense strategy implementation, 15

defense mechanisms are supported in ART. The attack

effectiveness seems to be higher for CleverHans tool under

all attack conditions. CleverHans with InceptionV3 model

gives the highest efficiency of 0.95. The overall attack

accuracy and perturbation rate of CleverHans are 0.74 and

0.126 respectively. The perturbated image produced by

Original Image
PSNR = 100 dB
SSIM = 1.0
MSE = 0.0

Cleverhans Image
PSNR = 99.97 dB
SSIM = 0.99
MSE = 0.00

ART Image
PSNR = 68.37 dB
SSIM = 0.63
MSE = 0.028

Foolbox Image
PSNR = 67.13 dB
SSIM = 0.57
MSE = 0.035

Original Image
PSNR = 100 dB
SSIM = 1.0
MSE = 0.0

Cleverhans Image
PSNR = 68.13 dB
SSIM = 0.40
MSE = 0.01

ART Image
PSNR = 70.62 dB
SSIM = 0.71
MSE = 0.005

Foolbox Image
PSNR = 60.21 dB
SSIM = 0.32
MSE = 0.035

Foolbox Image
PSNR = 58.33 dB
SSIM = 0.59
MSE = 0.08 

ART Image
PSNR = 68.31 dB
SSIM = 0.69
MSE = 0.03

Cleverhans Image
PSNR = 68.41 dB
SSIM = 0.72
MSE = 0.009

Original Image
PSNR = 100 dB
SSIM = 1.0
MSE = 0.0

Fig. 7 Comparison of original

image from ImageNet(first row),
MNIST(middle row) and Cifar-
10(last row) against FGSM
attack on CleverHans, ART and

Foolbox Tools

(a) (b) (c)

Fig. 8 Comparison of AML tools using MSE, PSNR and SSIM metrics across different datasets
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CleverHans gives a better subjective perception when

compared to the ones from the other tools. The perturbated

output by CleverHans gives an average PSNR rate of 78.84

dB, average MSE rate of 0.007, and average SSIM value of

0.703.

Through this work, we feel that ML security researchers/

practitioners will be benefited, as this paper is complete by

comprehensively discussing the diversity of adversarial

attacks, defenses, and metrics, which will help the target

group to build security-aware ML models. The paper also

gives a detailed taxonomy of different types of tools. We

feel that this work can be extended in the future by

examining other AML tools also discussing attacks and

strategies incorporated in diverse domains such as text,

audio, and network traffic.

Appendix

List of notations used in the paper

Symbol Meaning

X Training set ½x1; x2; :::xn� of images

xi Input image

Y The set of output labels ½y1; y2; :::yn�
yi Target class label

X� Adversarial set

C(X) The classifier takes input X and output Y

x�i Perturbated image

gðxÞ ¼ rx Gradient w.r.t x

L Loss function

� Scaling factor

‘2 Euclidean norm

|I| Absolute value

p Norm used to create adversarial samples

q A perturbation function

c Minimum perturbation value

Nb Number of batches

Ns Number of samples per batch

R Maximum perturbation

kxk Normalisation

a Stepsize
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Abstract: With the explosive advancements in wireless communications and digital electronics, some
tiny devices, sensors, became a part of our daily life in numerous fields. Wireless sensor networks
(WSNs) is composed of tiny sensor devices. WSNs have emerged as a key technology enabling the
realization of the Internet of Things (IoT). In particular, the sensor-based revolution of WSN-based
IoT has led to considerable technological growth in nearly all circles of our life such as smart cities,
smart homes, smart healthcare, security applications, environmental monitoring, etc. However, the
limitations of energy, communication range, and computational resources are bottlenecks to the
widespread applications of this technology. In order to tackle these issues, in this paper, we propose an
Energy-efficient Transmission Range Optimized Model for IoT (ETROMI), which can optimize the
transmission range of the sensor nodes to curb the hot-spot problem occurring in multi-hop
communication. In particular, we maximize the transmission range by employing linear programming
to alleviate the sensor nodes’ energy consumption and considerably enhance the network longevity
compared to that achievable using state-of-the-art algorithms. Through extensive simulation results,
we demonstrate the superiority of the proposed model. ETROMI is expected to be extensively used for
various smart city, smart home, and smart healthcare applications in which the transmission range of
the sensor nodes is a key concern.

Keywords: Internet of Things; wireless sensor networks; routing; transmission range optimization;
energy-efficiency; hot-spot problem; linear programming

1  Introduction
1.1 Background and Problem Statement

Data-driven wireless sensor networks (WSNs) are widely applied to enhance the Internet of Things
(IoT) in terms of the data throughput, energy efficiency, and self-management [1]. WSN-based IoTs are
composed of wireless sensor nodes, which realize data collection and communication [2,3]. In this
framework, the sensor nodes are deployed in the physical environment to sense the phenomena and
report their readings in a distributed manner to the sinks [4]. However, the sensor nodes exhibit certain
limitations in terms of energy, computation resources, and communication range [5,6].

When a WSN-based IoT is deployed over a large application area, the nodes perform multihop
communication due to the limited transmission range, and direct data transmission cannot be realized.
Furthermore, it has been reported that a larger number of relay nodes on the path of data delivery to the
sink corresponds to a higher probability of these nodes closer to the sink suffering from hot-spot
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problem [7]. In such a scenario, the number of intermediate nodes should be reduced to decrease the
emergence of a no-connection zone for distantly located nodes.

Moreover, the battery of the sensor nodes may not be able to be changed or recharged. Therefore, it is
necessary to ensure efficient power consumption in a WSN-based IoT [8]. Furthermore, transmitting one
kilobyte of data corresponds to the processing of three million instructions [9]. Therefore, data
transmission in the WSNs should be minimized with regard to the distance between any two entities
among sensor nodes, cluster heads (CHs), or sinks [10].

One solution is to maximize the transmission range between nodes. The key concept of transmission
range maximization is that if a sensor initiates a data packet transmission to a sink located 1000 m away,
the least number of relay sensors should be selected to forward the packet. The communication range of
sensor nodes depends on their transmission power and the volume of the packet to be transmitted.
Transmission over long distances requires a higher energy [11,12]. Therefore, it is necessary to
determine the maximum possible distance (transmission range) to which the sensor nodes can transmit
the data packets.

Many researchers have attempted to reduce the energy consumption by avoiding the hot-spot problem
[13]. In particular, Verma et al. [14] proposed the multiple sink-based genetic algorithm-based optimized
clustering (MS-GAOC) approach, in which four data collection sinks were incorporated outside the
network. However, the cost of using four sinks may be prohibitive in various applications.

Moreover, researchers generally apply the corona-based model to avoid hot-spot problems. A survey
of the various corona-based approaches has been presented in an existing study [15]. Nevertheless, even
corona-based methods are not sufficiently reliable in mitigating the hot-spot problem. In fact, the
literature review indicates that the concept of transmission range adjustment for the sensor nodes, to
realize direct data transfer to the sink or transfer with the least possible number of intermediate nodes,
has not been extensively investigated.

1.2 Motivation
The review pertaining to the mitigation of hot-spot problems indicated that the optimization-based

approach can provide a balanced solution to specific problems. Therefore, in this work, we used linear
programming (LP) to compute the maximum data transmission range [16,17]. In particular, LP exhibits
remarkable exploration and exploitation capabilities, enabling fast convergence to the optimal solution.
Moreover, LP is highly computationally efficient [16].

1.3 Our Contributions
In the context of the aforementioned problems, the key contributions of this work are as follow:
a)    We propose an energy-efficient transmission range optimized model for IoT (ETROMI) to

optimize the transmission range of the sensor nodes to reduce the hot-spot problem in WSN-
based IoT.

b)    The mathematical model and formulation using LP is presented.
c)    The simplex method is used to solve the defined problem.
d)    The proposed model’s performance of the proposed model is analyzed in terms of various

aspects, and the optimal solution is identified.

1.4 Paper Organization
The remaining paper is structured as follows. Section 2 presents the background of transmission range

adjustment algorithms and describes the existing work pertaining to the hot-spot problem in WSNs.
Section 3 describes the system model and explains the LP formulation. Section 4 describes the
performance evaluation of ETROMI, which is used to compute the maximized distance corresponding to
the transmission range of a node. The concluding remarks, along with the limitations and scope for
future work, are presented in Section 5.

2  Related Work
In this section, we discuss the existing work focused on addressing the hot-spot problem through

various state-of-the-art techniques and on realizing the transmission range adjustment of a sensor node.

2.1 Approaches to Solve the Hot-Spot Problem
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In applications involving an extremely large network area, the sensor nodes inevitably perform multi-
hop communication [18]. In this process, a hot-spot is created at the nodes located nearest to the sink.
Several researchers have addressed this concern through various topology-based methods. Moreover, the
many-to-one approach (many sensor nodes corresponding to one sink) has been widely implemented
through corona-based structures [13]. Many researchers use the term “energy-hole,” which is equivalent
in meaning to a hot-spot.

Elkamel et al. [19] proposed an unequal clustering method to overcome the hot-spot problem by
placing the small and large clusters nearer to and farther from the sink, respectively. However, the
proposed technique failed to eliminate the hot-spot problem, and the network’s energy consumption was
high. Verma et al. [7,14] implemented multiple data sinks in a given network to mitigate the hot-spot
problem. In their former and latter studies, the authors used the conventional approach and the genetic
algorithm, respectively. However, the network incurred a higher financial cost owing to the use of
multiple data sinks. The authors in [20] proposed a virtual-force-based energy-hole mitigation strategy to
ensure sensor nodes’ uniform distribution. Moreover, the network was composed of various annuli, and
virtual gravity was used to optimize the sensor node positions in each annulus. However, due to the
multi-hop communication, the number of overheads in each annulus was extremely high, which
increased the energy consumption in the network. Sharmin et al. [21] proposed a strategy in which the
network was partitioned into several wedges, and residual energy was considered to combine the various
wedges. The head node was selected based on the distance between the innermost corona and node.
However, the inefficient selection of the head node led to the mediocre performance of this strategy.

In addition to the static network scenario, certain researchers introduced sink mobility to curb the hot-
spot problem. Sahoo et al. [22] proposed a particle-swarm-optimization-based energy-efficient clustering
and sink mobility (PSO-ECSM) technique, in which the sink mobility was used to alleviate the hot-spot
problem. However, the mobility scenario was not efficiently utilized, and the slow convergence of the
PSO degraded the performance of the proposed scheme. Furthermore, Kaur et al. [23] introduced dual
sink mobility outside the network to target unattended applications. Although the authors implemented
the PSO-based sink mobility, the use of the dual sink introduced overheads in the network, which
increased the energy consumption. In addition, the data delivery was required to be synchronized when
using the two sinks in the network. Certain other researchers also employed the sink mobility scenario to
alleviate the hot-spot problem. However, it was observed that the use of sink mobility limited the
applicability of the approaches in various real-time scenarios.

2.2 Transmission Range Adjustment Algorithms
In addition to the network topological changes associated with the introduction of the corona-based

model, the characteristics of sensor nodes have been examined. The focus of the present study is to
optimize the transmission range. Although certain researchers have attempted to adjust the transmission
range to alleviate the hot-spot problem, the proposed approaches suffer from the inherent problems,
which limit their relevance.

In an existing strategy [24] pertaining to the transmission range adjustment, the network was divided
into various concentric sets termed as coronas. Every corona was assigned a transmission range level.
Furthermore, the authors presented an ant colony optimization (ACO)-based transmission range
adjustment strategy [24] to prolong the network lifetime. Liu [25] considered the energy consumption
balancing (ECB) and energy consumption minimization (ECM) techniques to avoid the occurrence of
energy holes. The authors exploited the short-trip moving scheme for the ACO, which helped in
decreasing the complexity and in the amelioration of convergence speed. Furthermore, the authors
considered a reference transmission distance to implement the ECB and ECM techniques. Xin et al. [26]
were the first to attempt to solve the many-to-one data transmission problem, particularly in strip-based
WSNs. The authors adjusted the transmission range based on the computation of the accurate distance.
The objective was to prolong the network lifetime. However, the proposed algorithm was applicable
only for strip-based WSNs, for example, railway track, bridge, and tunnel systems.

In summary, only a few studies have been focused on addressing the hot-spot problem through
transmission range adjustment, and this approach exhibits considerable scope for improvement.
Furthermore, the use of LP for energy-hole mitigation in the transmission range adjustment context is
yet to be explored. Therefore, we implement these aspects in our proposed strategy.

3  System Model
In this section, we describe the network assumptions and the system model.
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3.1 Network Assumptions
The following network assumptions are considered to implement ETROMI.
a)    The WSN is composed of one sink and several sensor nodes that collect data and transfer them to

the sink.
b)    Each sensor has a unique ID.
c)    There is no dispute for medium access, and thus, proportional fair channel access is available to

all the sensors.
d)    The minimum cost forwarding approach is employed as the multi-hop-routing protocol.
e)    The sensor nodes are homogeneous, i.e., all the nodes have the same configuration in terms of

energy, computational resources, transmission range, etc.
f)    The entire network is static, including the CHs and the sink.
g)    The entire network has ideal conditions in terms of security, physical medium factors, reflection,

refraction, splitting of signals, and presence of other obstacles.

3.2 Fundamental Principle of ETROMI
Assume a WSN with N sensor nodes, in which one of the sensor nodes initiates a data packet with the

intent to transmit it to the sink (final receiver base station). In the conventional clustering method, a CH
collects the data from the sensors node in the corresponding cluster and forwards the data toward the
sink via the other CHs. However, this approach is not efficient because the CHs suffer from battery
limitations, even more than the other data collecting elements, but must be involved in all transmissions.

In contrast, the lifetime of the WSNs depends on the remaining energy of the members, i.e., the sensor
nodes. Therefore, the number of forwarding nodes must be minimized. In this study, we assume that
instead of always selecting the CHs to receive and forward the data packets, the sensors select the
farthest sensor node in their transmission range. In other words, the sensor nodes increase their
transmission power to transmit a data packet over a longer distance. In this configuration, the number of
nodes that are involved in a transmission are minimized, which can considerably improve the energy
efficiency. In Fig. 1, the red dotted line represents the routing procedure in a clustering-based method.

Figure 1: Routing procedure in WSNs
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In this approach, the nodes send their packets to their corresponding CH, which then forwards the
packet to the next CH and so on. Finally, the closest CH delivers the packet to the sink. In contrast, in
the approach represented by the green dashed line, the node that initiates the packet sends the packet to
the farthest node, and the receiver node follows the same principle and send the packet to the farthest
node in its transmission range. Consequently, the number of nodes involved in the transmission
procedure is less than that in the clustering-based method.

Consider a network involving 100 sensor nodes. Sensor 1 initiates a data packet and wants to send it
to node 100. As mentioned earlier, in the WSNs, the topology is multi-hop. In other words, node 1 sends
its packet to its neighbor, which receives the packet and forwards it to the neighboring nodes, excluding
the node that the packet was received from. This process continues until node 100 receives the packet.
The problem then is to determine the number of nodes in the transmission process that receive and
forward the packet. This number of the relay nodes should be minimized to abate the energy
consumption and, in turn, prolongs the network lifetime.

One solution is to increase the transmission range of the nodes involved in the transmission process
from the source to the destination. In this case, a node selects a neighboring node, which is far from it,
but in its range, i.e., on the edge of its transmission range, and the number of intermediate nodes is
decreased. To this end, we consider the energy consumption accounted to transmission and reception of
data packets and also the magnitude of data packets. The total required energy can be expressed as

The list of main symbols used in this paper are listed in Tab. 1.

Table 1: List of symbols

3.3 LP in ETROMI
Consider a WSN-based IoT represented by graph , in which 

is the set of sensor nodes, and  is the set of direct wireless links between the
nodes, such that . Link  exists if and only if , where Li is the set of all nodes
that can be reached by sensor i directly with a certain transmission power level. Furthermore, each
sensor i has the initial power EI. The transmission energy consumed by node i to send a data packet to
the neighboring sensor j is ;  is

the energy required for a node to receive a packet from node i; and  is the
set of the packet volumes.

The objective function is to maximize the transmission distance with respect to the packet volume and
the transmission and receiving energies, that is
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Constraint (3) specifies that the total number of packets received or transmitted to/from node i must be
less than a threshold for a specific time slot. Constraints (4) and (5) control the maximum transmission
and receiving energy consumptions, respectively. Constraint (6) ensures that the total consumed energy
for transmission and receiving by node i, is not less than the initial energy of the node.

4  Performance Evaluation
To evaluate the performance of the technique, we consider that a data packet is to be sent from a

sensor node to the sink via two intermediate sensor nodes. Therefore, four sensor nodes are involved in
the process: one sender, one sink, and two relay nodes. The size of each packet is 50 bits, and the
transmission and receiving power are 100 and 70 W, respectively.

4.1 Linear Problem
The linear problem can be expressed as

By adding slack variables to constraints, the primal problem in standard format is represented as
follows:

4.2 Simplex Method
We use the simplex method to solve the problem. The simplex method is used to solve LP models by

using slack variables, tableaus, and pivot variables to determine the optimal solution of an optimization
problem [27]. To solve the optimization problem, the following steps are performed:

a)    Obtain the standard form,
b)    Introduce slack variables,
c)    Create the tableau,
d)    Identify the pivot variables,
e)    Create a new tableau,
f)    Check for optimality,
g)    Identify the optimal values.
The procedure starts with an initialization phase, followed by several iterations to determine the

optimal solution.
The initialization step for our optimization problem is presented in Tab. 2. After the first step, x6 is the

leaving variable, x1 is the entering variable, and 4 is the pivot element.

Table 2: Stating section
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Subsequently, we apply the first iteration, as indicated in Tab. 3. Upon completing this iteration, the
leaving variable is x5, the entering variable is x2, and the pivot element is 4.

Table 3: Iteration I

We continue by applying the second iteration as indicated in Tab. 4, which results in a leaving variable
x4, an entering variable x3, and a pivot element, 35/16.

Table 4: Iteration II

We proceed to the third iteration, in which all Cj − Zj values are zero or negative; therefore, the
simplex method is terminated at this step, as indicated in Tab. 5. The optimal solution for the defined
problem is presented in Tab. 6.

Table 5: Iteration III

Table 6: The optimal solution

4.3 Duality
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The duality refers to a specific relationship between an LP problem and another problem, both of
which involve the same original data, albeit located differently [28]. The former and latter problems are
referred to as the primal and dual problems, respectively. The feasible regions, optimal solutions, and
optimal values of these problems must be strongly correlated. The duality and optimality conditions
obtained from these aspects are a basis for the LP theory. Once either of the primal or dual problems is
solved, both the problems can be solved owing to duality. To convert the primal problem to a dual
problem, the following steps are performed:

a)    If the primal problem corresponds to “Maximize,” the dual problem corresponds to “Minimize.”
b)    The number of variables in the dual problem is equal to the number of constraints in the primal

problem.
c)    The number of constraints in the dual problem, is equal to the number of variables in the primal

problem.
d)    The coefficients of the objective function in the dual problem, are equal to the right-hand side

(RHS) values in the primal problem.
e)    The RHS values in the dual problem are equal to the coefficients of the objective function in the

primal problem.
f)    The coefficient variables in the constraints of the dual problem correspond to the transpose matrix

of the coefficient variables in the primal problem.
g)    “ ” constraints in the primal problem are “ ” constraints in the dual problem, and vice versa.
h)    The variables in the dual problem are denoted as “y”.
i)    The objective function is denoted as “w”. The primal problem is as follows:
Our primal problem is as below:

Coefficient matrix of basic variables in objective function is , Coefficient matrix of

basic variables in constraints is , and RHS matrix is . Based on

the aforementioned steps, our dual problem will be as bellow:

By adding surplus variables, the dual problem is as follows:
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As indicated in the dual problem, no identity matrix exists for the coefficients of the variables in the
constraints; therefore, artificial variables must be introduced. In this case, the dual problem in the
standard format is:

By adding artificial variables, an identity matrix can be generated, and the simplex method can be
implemented.

As indicated in Tab. 7, after completing the initialization section, the leaving variable is a3, the
entering variable is x1, and the pivot element is 4. Subsequently, we implement the first iteration, as
indicated in Tab. 8. Upon completing iteration I, the leaving variable is a2, the entering variable is x2, and
our pivot element is 4. We then proceed to the second iteration, as indicated in Tab. 9. After the second
iteration, the leaving variable is a1, the entering variable is x3, and the pivot element is 35/16. We attempt
to determine the optimal solution by using the two-phase simplex method. All the artificial variables are
removed, and the problem can be solved through the other variables. We then apply the third iteration in
two phases, as indicated in Tabs. 10 and 11.

Table 7: Starting section

Table 8: Iteration I

Table 9: Iteration II

Table 10: Phase I, Iteration III

Table 11: Phase II, Iteration III
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Finally, it is observed that the primal solution, presented in Tab. 12, is equal to the dual solution,
presented in Tab. 13, that is Z* = W*.

Table 12: Primal optimal Solution

Table 13: Dual optimal solution

4.4 Sensitivity Analysis
Sensitivity analysis is aimed at examining the influence of changes in the variables, such as the RHS,

coefficients of the objective function, and constraints, on the solution. We start with Tab. 14 and make
the some changes as explained in the next subsection.

Table 14: Simplex optimum tableau

4.4.1 Change in the Objective Function Coefficient for Non-Basic Variables
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In the last iteration, no non-basic variables of the objective function exist. Therefore, if one of the
coefficients is changed, the optimal solution is not influenced.

4.4.2 Change in the RHS Value

Suppose the intention is to change the first RHS to b1; then we have . To calculate new RHS;

Because, 8. We suppose a b1 value beyond the specified range; as an example −110.

Now, we continue the tableau with new RHS values;
As indicated in Tab. 15, the primal solution is not feasible; therefore, we attempt to find the optimal

solution through the dual problem.

Table 15: New RHS values

The initialization step, as the first iteration, is presented in Tab. 16. After completing the initialization
step, the leaving variable is x1, the entering variable is x5, and the pivot element is 3/7.

Table 16: Initialization step

Subsequently, we implement the second iteration, as indicated in Tab. 17. After finishing the second
iteration, it is noted that the primal is feasible; the leaving variable is x5, the entering variable is x2, and
the pivot element is 7/3.

Table 17: Iteration II
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We then implement the third iteration as indicated in Tab. 18. All the values for Cj − Zj are zero or
negative; therefore, the process is terminated at this step. The optimal solution is as presented in Tab. 19.

Table 18: Iteration III

Table 19: Optimal solution

4.4.3 Change in the Objective Function Coefficient for the Basic Variable
We consider the case in which the coefficient of x1 changes. Suppose the coefficient of x1 is c1.
Any change in the coefficient of the basic variables of the objective function affects the value of Cj −

Zj.

If  then the present solution remains optimal solution;

In this case, the range of c1 is greater than −26/9. Thus, we assign c1 beyond this range, for example c1 =
−4, and implement the first iteration, as indicated in Tab. 20.

Table 20: Iteration I

Upon completing the first iteration, the leaving variable is x3, the entering variable is x6, and the pivot
element is 9/35.
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The second iteration is presented in Tab. 21. All the values for Cj − Zj are zero or negative; therefore,
the process is terminated at this step. We conclude that the optimal solution is as follows: x1 = −50, x2 =
0, x3 = 270 and z = 470.

Table 21: Iteration II

4.4.4 Change in the Constraint Coefficient Corresponding to Non-basic Variables
In the last iteration, no non-basic variable of the objective function exists. Therefore, if one of the

coefficients is changed, the optimal solution is not influenced.

4.4.5 Addition of a New Variable

Consider a new variable x7 with coefficient c7 = 12 and , then;

In this case, we perform three iterations as indicated in Tabs. 22–24.

Table 22: Iteration I

Table 23: Iteration II

Table 24: Iteration III

Upon completing the first iteration, the leaving variable is x3, the entering variable is x7, and the pivot
element is 212/35.
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The third iteration is presented in Tab. 12, in which all the values for Cj − Zj are zero or negative and;
therefore, the program is terminated at this step, and the optimal solution is as indicated in Tab. 25.

Table 25: Optimal solution

4.4.6 Addition of a New Constraint
To examine the influence of the addition of a new constraint to the problem, we consider :
As indicated in Tab. 26, the optimal solution is as follows: x1 = 514/7, x2 = 540/7, x3 = 486/7, and Z =

20.

Table 26: Additional constraint

5  Conclusion and Future Direction
The transmission range of a sensor node defines whether the communication mode is single-hop or

multi-hop. In this paper, we proposed the use of ETROMI, which can determine the maximum distance
to which a sensor node can transmit data with the least possible number of relay nodes. We presented an
LP-based analytical model to determine the transmission range of the sensor node. Moreover, we
explained the mathematical model associated with the ETROMI to reduce the energy consumption of
WSN-based IoT. A key concern about the ETROMI is that it considers the ideal conditions involving no
obstacles between the sensor nodes and the sink. Therefore, the model performance is specific to the
circumstances. Furthermore, the network is assumed to be homogeneous, whereas homogeneity does not
exist in an actual network due to the different factors associated with network deployment. In future
work, we aim to extend our work to address the aforementioned scenarios.
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Abstract—With the exponential growth of the Internet of
Things (IoT) devices in Maritime Transportation Systems (MTS),
the centralized cloud-centric framework can hardly meet the
requirements of the applications in terms of low latency and
power consumption. By inventing the distributed edge-centric
framework, real-time IoT applications can meet the requirements
of the MTS by analyzing the tasks at the edge of the networks.
However, one of the critical challenges of the edge-centric MTS
is to provide security and privacy between local IoT devices and
distributed edge nodes. Motivated by that, in this paper, we design
a blockchain-enabled edge-centric framework for analyzing the
real-time data at the edge of the networks with minimum latency
and power consumption while meeting the security and privacy
issue of MTS. The introduction of blockchain and smart contract
in the edge-centric MTS frameworks help to validate the trans-
actions of each block at edge nodes by estimating the lifetime,
belief, and trustfulness, and mitigate various types of security
threats. Further, we introduce different classification models to
predict the malicious vessels over the real-time maritime dataset
at a secured edge-centric MTS framework. Extensive simulation
results demonstrate that the superiority of the proposed strategy
with baseline approaches under various performance metrics.
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I. INTRODUCTION

T HE rapid emergence of digitalization and data explosion
from the Internet of Things (IoT) devices has deeply

promoted and altered the threat dynamics in maritime net-
works [1]. With the integration of IoT and edge computing,
the Maritime Transport Systems (MTS) can improve the real-
time tracking, safety operations of vessels, cargo handling, and
cyber risk assessments [2], [3]. However, it is highly attracted
by the threat actors and cyber attackers or cyber-criminals in
recent times [4]. For instance, the maritime industry was hit
by various cyber-attacks [5]. In the year 2017, Maersk was hit
by NotPetya ransomware and affected the overall operational
capacity and cost up to $300 million.1 Besides that, in the year
2018, MTS was hit by two major cyber-attacks including Port
of Barcelona and Port of San Diego, respectively.

Recently, in the year 2020, the Mediterranean Shipping
Company2 was hit by a cyber-attack, which disrupted the
services of the company across the world. Therefore, the trans-
mission of real-time data to the distributed local edge devices
instead of the centralized cloud server is less vulnerable, which
can reduce the chance to tamper the tasks by the attackers
[6], [7]. Besides that, analyzing the real-time tasks at the edge
of the networks with minimum latency and power consumption
is another critical challenge of the MTS [4].

A. Related Works

This section inspects various existing service deployment
strategies, security mechanisms, predictive analysis models in
the MTS, and edge networks [8]–[11]. The mobility-aware
blockchain-enabled resource provisioning strategy has been
designed to offload the tasks under edge-enabled secure vehic-
ular network [12]. A blockchain-enabled federated learning
model has been introduced to securely upload the tasks to
the fog server and the global updates are stored and com-
puted in the end devices [13]. In [14], a scalable mechanism

1https://digitalguardian.com/blog/cost-malware-infection-maersk-
300-million

2https://www.cybersecurity-insiders.com/mediterranean-shipping-company-
msc-hit-by-a-cyber-attack/
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called LiTiChain has been proposed to manage the outdated
transactions in each block and remove them based on the
end time of the blocks. A multi-vessel offloading strategy has
been proposed for maritime edge networks [15]. Based on the
task offloading decisions, the local device offloads the tasks
to the computing servers without any security mechanism for
handling the tasks from the vessel terminals.

A two-stage offloading scheme has been developed for
a maritime network using mobile edge computing in [16].
To increase the processing ability of the edge server, the com-
puting tasks requested by the IoT devices are offloaded to
the local edge devices. The transmission of delay-sensitive
tasks during offloading is more vulnerable. For this rea-
son, blockchain has been considered to ensure the data
integrity [17]. The blockchain-enabled and learning-based
secure intelligent task offloading strategy has been designed
for vehicular networks in [18]. This strategy mitigates various
types of attacks and increases the trustfulness of network
entities by quantifying the task offloading success events.
To minimize the issues of data imbalance, authors in [19]–[21]
have analyzed difficulties of the maritime datasets to identify
better similarities and enhance the accuracy. Thus, one of the
critical and yet unsolved challenges on the MTS is to design
a secured edge-centric framework for analyzing the real-time
MTS data at the edge of the networks with minimum latency
and power consumption while meeting security and privacy
issues.

B. Motivations

In recent times, many research efforts have been conducted
to solve the data breach issues and detect the security threats
and cyber-attacks in maritime networks. Similarly, a lot of
service provisioning strategies have been proposed to offload
the real-time vessel tasks to the remote computing servers
for further processing and analysis [22], [23]. However, mod-
ern maritime networks should require an efficient service
provisioning strategy that can reduce the latency and power
consumption of real-time tasks. The huge volume of sensitive
tasks from multiple vessels should be validated and verified
at the edge of the networks. Further, all the secured tasks
stored at the local edge devices should be managed according
to the expiry time of the blocks to reduce the processing
overhead. From the above perceptions, the following three
major research questions come out: 1. how to classify and
securely offload the large volume of vessel’s IoT data using
an efficient service deployment strategy?, 2. how to manage the
outdated blocks according to the lifetime and arrival of data?,
3. how to instantly detect malicious entities using a suitable
predictive analysis model with higher accuracy?. To the best of
our knowledge, none of the existing research works have been
focused to jointly design secure service provisioning using
smart contracts and blockchain along with a predictive analysis
model for edge-centric MTS. Thus, we require an edge-centric
secure service provisioning strategy to enhance the network
performance of the MTS while meeting security and privacy
requirements.

C. Contributions

Motivated by the above-mentioned challenges, in this paper,
we design a new secure edge-centric framework for the MTS
with an efficient service provisioning strategy and blockchain
technique. Extensive simulation results demonstrate the effi-
ciency of the proposed strategy over the baseline algorithms in
terms of various performance metrics. The main contributions
of the proposed strategy are summarized as follows.

• Design a Task Queuing Priority (TQP) based algorithm
for classifying the incoming IoT-enabled tasks from mar-
itime vessels based on the degree of importance and
deadlines. In this approach, the incoming vessel’s tasks
are classified into three types including secured, trusted,
and general tasks, respectively and analyzed the tasks
at remote edge devices or cloud servers as per their
importance.

• Introduce smart contract at the edge-centric framework
to store all the blockchain ledger, verify the validation of
blocks, and identify the malicious behaviors of vessels
in maritime networks. This technique greatly reduces
various security threats of the network based on the belief
estimation and trust assessment.

• Device a task handling strategy using blockchain to
efficiently record all the secured transactions based on the
lifetime and expiration time of blocks. This is achieved by
introducing a scalable MiTiChain to manage the outdated
blocks and reduce the processing overhead of the local
edge devices.

• Jointly considering the SVM and CNN learning model in
the edge-centric framework for identifying the number of
malicious entities in the network. Further, the learning
models have been validated with a real-time maritime
vessel dataset to improve the prediction accuracy and
safety operations of maritime vessels.

The rest of this paper is organized as follows. Section II
presents the system model and problem formulation. The
proposed secure edge-centric service provisioning strategy for
MTS is described in section III. Section IV demonstrates the
various numerical and predictive analyses of the proposed
strategy. Finally, section V concludes the work.

II. SYSTEM MODEL AND PROBLEM FORMULATION

This section presents the system model for an edge-centric
IoT-enabled MTS followed by the problem formulation.

A. System Model

An edge-centric MTS framework for analyzing real-time
IoT data is shown in Fig.1. This network consists of a
set of vessels with IoT devices V = {v1, v2, v3, . . . , vm}.
Let D be the set of maritime edge servers, expressed as
D = {d1, d2, . . . , dn} and C be the set of centralized cloud
servers, denoted as C = {c1, c2, c3, . . . , co}. During the
voyage of a vessel, each monitoring IoT device transmits a
set of tasks T = {t1, t2, . . . , tk} for further analysis. The
incoming tasks, generated from different vm , are processed
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Fig. 1. A hierarchical view of edge-centric maritime transport network.

at local IoT device or offloaded to the remote computing
devices dn or co through a set of maritime gateway devices
G = {g1, g2, . . . , gl}. Further, the set of wireless channels
for offloading the vessel’s tasks can be represented as H =
{h1, h2, . . . , hg}. The total workload of a particular vessel,
input size of task, and required CPU cycles of the task are
expressed as Um = {ψm , Im , σm}. The offloading decision
τvm of an incoming task for further processing is expressed
as follows.

τvm =
�

1 Offload the vessel’s tasks to maritime dn or co

0 Otherwise

(1)

1) Local Computing Offloading Model: The small-scale
real-time tasks, generated from vessel IoT device vm with
limited resource requirement can be processed locally. Let σm

and Plocal
vm

be the required CPU cycles to process the tasks
and local computing power of the vessel IoT device vm . Thus,
the total processing time of the task is formulated as follows.

T local
vm
= σm × (Plocal

vm
)−1 (2)

The vessel IoT device can dynamically adjust the frequency
and voltage of the vessel based on the various service require-
ments and applications running on the same vessel. Thus,
the power consumed by the vessel IoT device vm while
processing the task is given as follows.

Plocal
vm
= Sm × (Plocal

vm
)2 × σm (3)

where Sm denotes the structure of the vessel monitoring unit.
The total processing cost Qlocal

vm
of the tasks in the local vessel

IoT device vm is expressed as follows.

Qlocal
vm
= μlocal

vm
× T local

vm
+ ωlocal

vm
× Plocal

vm
(4)

where μlocal
vm

and ωlocal
vm

indicate the time and power weight
coefficients for processing the tasks Um locally on the vessel.
The correlation between these coefficients is defined as
follows.

μlocal
vm
+ ωlocal

vm
= 1

0 ≤ μlocal
vm
≤ 1

0 ≤ ωlocal
vm
≤ 1 (5)

Therefore, both μlocal
vm

and ωlocal
vm

can directly impact to
process the task Um in vessel IoT device vm . For instance,
if the value of μlocal

vm
is larger, then the vm needs to pay more

attention to the delay. In contrast, if the value of ωlocal
vm

is
larger, it has to pay more attention to the power consump-
tion. Thus, balancing these two coefficients can minimize the
overall delay and power consumption of the tasks.

2) Edge Computing Offloading Model: Due to the limited
resource capacity of the local vm , most of the real-time tasks
should be offloaded to the distributed edge devices D in the
network. The large number of tasks received from vm are
highly sensitive and must require instant decisions along with
secure service provisioning to perform the safety operations.
Besides that, it is assumed that there are different interfer-
ences between different vessel IoT devices and edge devices
during the communication. Therefore, a set of channels H is
considered, where the channel bandwidth B is divided into
several subchannels hg . The bandwidth of each subchannel is
denoted as B

hg
. By using Shannon’s theorem, the uploading rate

rch
dn

of vessel tasks via specific channel ch can be expressed
as follows.

rch
dn
= φch

dn
× B

hg
log(1+ SN Rch

dn
) (6)

where φch
dn

and SN Rch
dn

present the channel assignment deci-
sion and the signal-to-noise ratio (SNR), respectively. N0 rep-
resents the background noise of the channel. The transmission
power of vessels vm and edge device dn on the same channel
is considered as Pch

vm
and Pch

dn
, respectively. Gch

dn
is the channel

gain between vessels and maritime edge device dn . Gch
vm ,dn

is
the channel gain of vm and dn , respectively. Thus, the SNR of
data transmission is calculated as follows.

SN Rch
dn
= Pch

vm
× Gch

dn

N0 +�S
dn=1,dn �=dn

Pch
dn
Gch
vm ,dn

(7)

The channel assignment decision φch
dn

indicates whether the
channel hg is allocated to edge device dn or not and it can be
written as follows.

φch
dn
=

�
1 Subchannel is allocated to edge device dn

0 Otherwise
(8)

The total transmission rate of uploading the tasks from vm

is obtained as follows.

Rch
dn
=

H�
hm

rch
dv (9)
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Likewise, the total time required to offload the task from
vm to the edge device is expressed as follows.

T edge
dn
= Im

Rch
dn

+ Twait
dn
+ σ edge

Pedge (10)

The total power consumed by the local gateway device while
offloading the vessel’s task to the maritime edge device is
defined as follows.

Pedge
dn
= Pch

dn

�
Im

Rch
dn

+Twait
dn

�
+Paddl

dn
+ Sedge(Pedge)2σ edge

(11)

where Twait
dn

and Paddl
dn

signify the waiting time and tail energy
of the edge device dn . The total processing cost of the task in
the maritime edge device is computed as follows.

Qedge
dn
= μedge

dn
× T edge

dn
+ ωedge

dn
× Pedge

dn
(12)

where μedge
dn

and ωedge
dn

indicate the time and power weight
coefficients for processing the vessel’s tasks in distributed edge
devices.

3) Cloud Computing Offloading Model: The remaining
computation-intensive tasks, generated by vm are offloaded
to the centralized cloud server co through wireless networks.
Thus, the total time required to offload the tasks from gl to
the cloud server can be obtained as follows.

T cloud
c0

= Im

Rch
co

+ Twait
co
+ σ cloud

Pcloud
(13)

The total power consumed by the gl to offload the vessel’s
tasks to the remote cloud server is formulated as follows.

Pcloud
co

= Pch
co

�
Im

Rch
co

+ Twait
co

�
+ Paddl

co
(14)

The total processing cost of the computation-intensive ves-
sel tasks can be formulated as follows.

Qcloud
co
= μcloud

co
× T cloud

co
+ ωcloud

co
× Pcloud

co
(15)

B. Problem Formulation and Design Goals

Here, we consider an incoming task to the gateway device
gl can be processed by a local edge device dn or centralized
cloud server co. Then, the total power consumption of the edge
device and centralized cloud server is formulated as follows.

Qec = δvmQ
edge
dn
+ (1− δvm )Qcloud

co
(16)

where δvm represents whether the task is processed either on
the edge device or remote cloud server. Thus, the offloading
decision δvm is given as follows.

δvm =
�

1 Maritime edge server

0 Maritime remote cloud server
(17)

Similarly, the total power consumption of local vessel IoT
device vm is measured as follows.

Qtotal = τvmQec + (1− τvm )Qlocal
vm

(18)

where τvm denote the offloading decision-making parameter
at the local vessel IoT device. Let 0 and 1 be the condition
of offloading and local processing of the tasks. The offloading
decision matrix Mo f f is represented as follows.

Mof f =
�

0 1
1 0

�
(19)

The main objective of this work is to minimize the over-
all power consumption of the incoming vessel tasks while
processing in the local IoT devices or remote edge or cloud
servers. Thus, the optimization problem with necessary con-
straints can be formulated as follows.

minimize Qtotal (20a)

subject to τvm (Nvm )+ (1− τvm )T
local
vm
≤ Tmax

(20b)

τvm (Zvm )+ (1− τvm )P
local
vm
≤ Pmax (20c)

0 ≤
C�

cm=1

φch
vm

Pch
vm
≤ Pmax (20d)

τvm ∈ 0, 1, δvm ∈ 0, 1, φch
vm
∈ 0, 1, ∀vm ∈ S

(20e)

The constraint (20b) presents the maximum delay Tmax

that the vm can tolerate from the actual delay. Constraint
(20c) defines the power consumption should not exceed the
maximum value of Pmax and constraint (20d) specifies the
power limitations. The constraint (20e) denotes the offloading
decision of vm to the maritime edge or cloud server. Thus,
the total power consumption during offloading the vessel tasks
to the remote computing servers should always be less than
the total consumption of processing the tasks at vm .

III. EDGE-CENTRIC SECURE SERVICE PROVISIONING

In this section, we discuss the proposed secure service pro-
visioning strategy in the edge-centric MTS. Here, we propose
a secure task handling strategy using smart contracts and
blockchain technology to ensure data integrity, fairness, and
security in the network. Finally, we apply predictive models
to assess the malicious entities in the edge-centric maritime
network.

A. Task Queuing Priority (TQP)-Based Algorithm

Initially, the vessel’s tasks are prioritized and sorted accord-
ing to non-decreasing order. If a task Tk is considered as a
secured task then it’s utilization factor F (Tk) should always
be greater than equal to the value of 1

2 . Alternatively, if a task
Tk is called a trusted or general task then its utilization factor
should always be less than the value of 1

2 . Based on the task
ordering, the tasks are placed either into secured task queue
τ Sr

k , where Tk ∈ T Sr
k or trusted task buffer τGr

k . Let f (t) =
λe

k − λt
k be the arrival rate of maritime vessel’s tasks using

Poisson process with density function. Then, the arrival rate
of the task tk from vm for processing locally is derived as
follows.

λlocal
tk = (1− τvm )× λtk (21)
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where λtk and τvm represent the vessel’s task arrival rate and
the uploading decision. The set of vessel’s tasks (βvm ) that
arrive under a secured queue (λSr

tk ) of a gateway device is
defined as follows.

λSr
tk = βvm × λrem

tk (22)

Similarly, the rest of the vessel’s tasks (λrem
tk ) that arrive

under a normal task queue of a gateway device is calculated
as follows.

λSr
tk = (1− βvm )× λrem

tk (23)

Let γ Sr
tk and γ Gr

tk be the secured-tasks and general or trusted
tasks, respectively. Thus, the arrival rate of the tasks that are
offloaded to the edge device dn , can be expressed as follows.

λ
edge
tk = γt Sr

k
× λSr

tk + γt Gr
k
× λGr

tk

= γt Sr
k
× βvm ×+γt Gr

k
× (1− βvm )× λrem

tk (24)

Likewise, the tasks that are offloaded to the remote cloud
server co can be formulated as follows.

λcloud
tk = (1− γt Sr

k
)× λSr

tk + (1− γt Gr
k
)× λGr

tk

= (1− γt Sr
k
)× βvm ×+(1− γt Gr

k
)× (1− βvm )× λrem

tk

(25)

Besides that, the conditional probability of processing the
incoming task tk at local vessel IoT device vm can be expressed
as follows. �

Qec ≤ Qlocal
vm

, τvm = 1

Qec ≥ Qlocal
vm

, τvm = 0
(26)

The total power consumption of the task tk while processing
in the local vessel IoT device vm can be obtained as follows.

min
S�

vm=1

μlocal
vm

	
σm Plocal−1

vm



+ ωlocal

vm

	
Sm Plocal2

vm
σm



(27)

where σm

	
Plocal−1

vm



and Sm

�
Plocal
vm

�2
σm denote the number

of CPU cycles required to process the task and structure
of the vessel monitoring unit, respectively. Then, Plocal

vm
is

the computing power of vm IoT device. Based on the above
conditions, constraints (20b), (20c), and (20d) can be achieved.
During task offloading to the remote computing device, i.e., if
τvm = 1, then vessel IoT device vm selects a suitable chan-
nel to offload the tasks to the computing servers. However,
the channel capacity utilized by the gl should not exceed the
maximum channel capacity H. Thus, vm choose a suitable
subchannel hg to efficiently offload the tasks, which satisfies
the constraint (20e). The conditional task offloading decisions
of gl can be expressed as follows.�

Qedge
vm ≤ Qcloud

vm
, Maritime edge server

Q
v

edge
m
≥ Qcloud

vm
, Maritime remote cloud server

(28)

The first case is applicable when gl decides to offload the
γ Sr

tk to the maritime edge server. The second case is used
when gl decides to offload the γ Gr

tk to the remote cloud
server. Therefore, Q

dedge
n

�
Pch
vm

�
is fully related to the Pch

vm
.

Further, the time interval of Pch
vm

is defined as [Px , Py]. Let
P∗x = max Pmin, Px and P∗y = min Pmax , Py be the optimal

intervals. Then, the total power consumption (Qedge
dn

)∗(Pch
vm
)

of the tasks while offloading to the local edge devices can be
formulated as follows.

(Q
dedge

n
)∗

	
Pch
vm



=

⎧⎪⎪⎨
⎪⎪⎩
Q

dedge
n
(Px)

∗, (Pch
vm
)∗ ≤ (Px )

∗

Q
dedge

n
(Pch
vm
)∗, (Px )

∗<(Py)
∗

Q
dedge

n
(Py)

∗, (Pch
vm
)∗ ≥ (Py)

∗
(29)

From the above formulation, (Pch
vm
)∗ implies the optimal

transmission power of gl by making �Qedge
dn

(Pvch
m
)|Pvch

m
=

(Pvch
m
)∗ = 0. Similar to the previous formulation, it can be

concluded that the interval range of Pch
vm

is [Pn , Po]. Let P∗n =
max Pmin, Pn and P∗o = min Pmax , Po be the optimal intervals
while offloading the tasks to the centralized cloud servers.
Then, the total consumption (Qcloud

co
)∗(Pch

vm
) of the tasks while

offloading to the cloud servers is formulated as follows.

(Qccloud
o

)∗
	

Pch
vm



=

⎧⎪⎨
⎪⎩
Qccloud

o
(Pn)

∗, (Pch
vm
)∗ ≤ (Px )

∗

Q
cedge

o
(Pch
vm
)∗, (Px )

∗<(Py)
∗

Q
cedge

o
(Py)

∗, (Pch
vm
)∗ ≥ (Py)

∗
(30)

Based on the above formulations, the proposed strategy
satisfies the delay, power consumption, and total consumption
constraints of the tasks, refer to (20b)-(20e). The pseudocode
of the proposed TQP is depicted in Algorithm 1. However,
the vessels remain anonymous during the task offloading,
cyber attackers may infer or alter information from anywhere,
at any time. Therefore, it is necessary to protect sensitive
information at different levels of transmissions, so the privacy
information of vm cannot be inferred by any cyber attacker.

Algorithm 1 TQP Algorithm

INPUT : T : Set of vessel’s tasks, γ Sr
vm : Secured tasks, γGr

vm : General
tasks, δvm : Offloading decision

OUTPUT : Prioritized vessel tasks (γ Sr
vm , γGr

vm )
1 begin
2 for i ← 1 to tm do
3 Compute priority utilization factor F(Tm) = Sr

Gr
4 Assign priority to each incoming task Tm
5 if F(Tm > 1

2 ) then

6 Classify the task Tm as secured-task γ Sr
vm

7 end
8 if F(Tm ≤ 1

2 ) then

9 Classify the task Tm as general task γGr
vm

10 end
11 Determine the offloading decisions at gl
12 if (δvm == 1) then
13 Offload the secured-task γ Sr

vm to dn
14 end
15 if (δvm == 0) then
16 Offload the general-task γGr

vm to co
17 end
18 end
19 end

B. Task Offloading Using Blockchain and Smart Contract

Fig.2 shows the proposed secure task offloading strategy
using the smart contract. We consider a scenario with a set
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Fig. 2. Smart contract based secure task offloading in maritime network.

of local vessel IoT devices V continuously offload their
tasks to the local edge devices. If the number of incoming
tasks is overloaded, then the edge server needs to maintain
the transactions through the blockchain. To achieve this,
we include three essential components at dn such as register
authority (Aauth), computing component (Pcomp), and storage
component (Scomp). Here, Aauth is responsible to provide
registration and assign authority to each vm in the form of
the digital certificate. Then, Pcomp is used to implement the
smart contract, and Scomp is used to store all the transactions
in the blockchain and verify the validation of blocks. Let K pri

dm

and K pub
dm

be the public and private key generated by the
edge server dn . This key is mainly used to encrypt and verify
the digital signature of the received tasks using asymmetric
cryptography. Similarly, vm and dn generate their public and
private key pairs (K pri

vm , K pub
vm ) and (K pri

dm
, K pub

dm
), respectively.

Similarly, vm uses its public key for encryption and private key
for decryption, respectively. Both vm and dn exchange their
public keys to Aauth on the dn . Subsequently, Aauth uses its
private key K pri

dm
to encrypt the information from vm and dn

and generate unique signature Sigvm and Sigdm , respectively.
This unique signature is required when vm decides to offload
the γ

v
Sr
m

to the edge server. Finally, Aauth merges the public

key K pub
vm of vm with its Sigvm , expressed as follows.

Cvm = K pub
vm
||Sigvm

Cdm = K pub
dm
||Sigdm (31)

Further, the certificates of both vm and dn are stored
in Scomp . The detailed step-by-step execution procedures of
the smart contract are described as follows.

1) Task Offloading Request From vm: Initially, each vm

chooses nearby dn for task offloading, so it transmits the
offloading request with the maximum delay requirement Tmax

to Pcomp, which can be expressed as follows.

vm → Pcomp : content = Sigvm ||Sigdm ||Tmax (32)

Once Pcomp receives a request, it retains the delay
requirement Tmax while executing the smart contract in the
blockchain. Pcomp sends the certificate of dn to the vm and

vm to the dn , respectively. In this way, both entities can verify
the validity of each other, which is formulated as follows.

Aauth → vm : content = Cdm

Aauth → dn : content = Cvm (33)

2) Task Offloading to dm: Once receiving a response from
dn , the local gateway device offloads the tasks γ Sr

vm to the
edge server and the offloaded tasks are further constructed
as a Merkle hash tree at the edge server as leaf nodes. Then,
vm adds the public key of dn in its certificate for encryption
and sends them back to the dn , which is given as follows.

vm → dn : content = E
K pub

dm
(tk) (34)

Next, vm generates the root value of Merkle hash root as
Rm1 and sends to the Pcomp , depicted as follows.

vm → Pcomp : content = Sigvm ||Rm1. (35)

3) Task Processing in dn: In this step, dn uses the private
key for decryption and starts to process the received task γ Sr

vm .
Further, dn creates a new hash root value Rm2 based on the
processed result.

4) Feedback of Processed Results: In this step, vm sends
Rm2 value to the Pcomp to verify the results, which is
expressed as follows.

dn → Pcomp : content = Sig||Rm2 (36)

Further, Pcomp compares the value of Rm1 and Rm1 from
vm and dn , respectively. Thus, dn reduces the threats in data
computation instead of directly using the offloaded task to
generate Rm2. Thus, if the values are equal, then dn cannot
submit Rm2 value to the Pcomp within the delay requirement.
The task offloading failure events are recorded in the block.
Otherwise, Pcomp assumes that dn has completed executing
its task. Similarly, dn includes the public key of vm in its
certificate for encrypting the processed result and sends it back
to the vm , which is defined as follows.

dn → vm : content = E
K pub
vm
(results) (37)

5) Transaction Settlement: Once the feedback is received,
vm includes its private key K pri

vm for decrypting the processed
results and creates a hash root value Rm3 to construct a Merkle
tree using the value of Rm1 and processed results. Further,
it sends the Rm3 to the Pcomp, which is given as follows.

vm → Pcomp : content = Sigvm ||Rm3 (38)

After comparing the value of Rm2 and Rm3, the transaction
is settled by the Pcomp . If both values are equal, then it
is assumed that vm has received the processed results while
meeting the delay and security requirements. Further, the task
offloading success events are recorded in the block.

6) Trust Assessment of dn: The trustfulness of dn is mea-
sured based on the belief and channel uploading rate prob-
ability rch

vm
. Let ηvm,r , ´ηvm ,r , and U, represent the belief,

disbelief, and uncertainty, respectively. The opinion vector can
be represented by θvm,r = {ηvm ,r , ´ηvm ,r ,Uvm ,r }. Thus, the trust
assessment of dn is measured as follows.

trust(m,r) = ηvm ,rr ch
vm

(39)
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Fig. 3. Blockchain-based task handling (a) Block insertion (b) Block
expiration.

7) Belief Estimation of dn: The assessment of trust is a time-
varying process at dn , where the recent γ Sr

vm offloading events
from gl creates a larger impact than the past offloading events.
Similarly, the failure events of offloading tasks can create high
impact than the success events. Therefore, in the proposed
strategy, the weights are assigned to recent and past offloading
events, which is expressed as E and (1 − E ), respectively,
where E ∈ (0.5, 1). Similarly, the assigned weights for task
failure and success events are defined as ϑ̄ and (1 − ϑ̄),
respectively, where ϑ̄ ∈ (0.5, 1). Let xn and yn be the number
of success and failure events, respectively. Then, the belief
estimation error is computed as follows.

xn = E (1− ϑ̄)xrecent
n + (1− E )(1− ϑ̄)x past

n

yn = E ϑ̄ yrecent
n + (1− E )ϑ̄ y past

n (40)

where xrecent
n and yrecent

n indicate the number of recent success
and failure events, respectively. Further, it will be recorded in
the blockchain while x past

n and y past
n denote the number of

success and failure events, respectively.

C. Task Handling Using Blockchain

Blockchain is a type of distributed or decentralized ledger
that stores all the encrypted blocks of data across a peer-to-
peer network. In this process, the local edge server dn uses
blockchain to record the information about the tasks in the
form of transactions, received from V . However, it has limited
storage compared to the remote cloud server. Therefore, it can-
not permanently store the full history of frequently generated
tasks from V . Moreover, in the MTS, the IoT data collected
by the vm can change over time. To overcome this issue,
a scalable MiTiChain is introduced to manage the outdated and
lifetime of the blocks at dn . The MiTiChain process contains
the following steps:

1) Block Lifetime: Each block consists of different trans-
actions with different end times. If the lifetime of any block
is expired, it will be deleted from the blockchain. In another

case, if any block is deleted before its end time, it will be
recreated again. Otherwise, the block is disconnected from
the blockchain. Based on the end time ordering, MiTiChain
constructs a graph by merging the hash root value of a new
block with an existing block.

2) Block Insertion: Let bi , ti , and ei be the block, timestamp
at which the block is created, and the end time of a block. The
new block is inserted with the existing blocks b∗i . If the end
time of genesis blocks is later than the new block bi , it will
be connected to the block with the earliest end time. In this
case, the end time of all genesis blocks is earlier than the new
block and it will be connected to the previous block b̄i with an
infinite lifetime. A sample block insertion procedure is shown
in Fig.3(a).

3) Block Height: Sometimes, the height of bi can be
short or shallow. The height of the chain increases due to
the deletion of blocks. In MiTiChain, the height of a chain
is increased by merging two sets of edges from end-time
ordering (EO) and arrival ordering of blocks. Block bi contains
two directed edges from bi to b∗i and b̄i . Further, if the
chain is longer, it is difficult to undo and the blockchain is
always considered to be more secure and valid. For instance,
as depicted in Fig.3(a), the height of b4 is 2 using only EO.

4) Bock Expiration: If the endtime of a block bi is expired,
then it is deleted from the blockchain. However, when there is
a block called bi+1, it has arrived before bi and it’s end time
ei+1 is later than ei . Moreover, if the endtime of bi+1 is not
yet expired, so bi can be deleted from the chain and it remains
in the chain until ei+1 of a block bi+1 is expired. As shown
in Fig.3(b), the endtime of b2 is e3 = 20. However, b2 cannot
be deleted at e2 but it remains in the chain until t = 30. Thus,
the expiry time of b2 is extended by 10 time units.

5) Block Renewal: The block is renewed by creating a new
copy and deleting the old block. If any block needs to be
deleted at t , then it immediately checks whether the block
contains the indefinite transactions or not. If it is present,
a new block is created with lifetime l and inserted into a
blockchain. Otherwise, the old block is deleted based on the
previous request. The pseudocode of the overall task handling
using the MiTiChain strategy is depicted in Algorithm 2.

D. Maritime Data Analysis at Edge Server

Rapid digitalization and the proliferation of IoT devices
introduce new types of threats and cyber incidents in the
maritime network. With the inclusion of an intelligent predic-
tive model at the edge server, the delay-sensitive information
collected from V can enhance the security and safety operation
of maritime vessels that can predict attacks earlier, detect and
prevent cyber incidents, prioritize the operations, and provide
instant response to the vessel control unit. Many research
efforts have been conducted using machine learning classifica-
tion models in the literature. However, the proposed strategy
uses both Support Vector Machine (SVM) and Convolution
Neural Network (CNN) as the base model to constructively
analyze and detect the malicious vessels and identify the
trusted vessels to perform safety operations with higher accu-
racy. The key idea to select the SVM and CNN classification
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Algorithm 2 Task Handling using MiTiChain

INPUT : bi : Block, b̄i : Previous block, b∗i : Parent block, τ :
Indefinite lifetime, ei : Endtime, er : Expirytime, l: Lifetime

OUTPUT : Create a block bi with endtime ei
1 begin
2 if (ei (bi ) ≥ bi ) then
3 Connect bi to the b̄i with earliest ei
4 end
5 if (ei (bi ) ≤ bi ) then
6 Connect bi to the b̄i with infinite l
7 end
8 Increase the height of the chain by merging bi → b̄i and bi → b∗i

if (ei (bi ) == er ) then
9 Delete bi from the blockchain

10 end
11 if (ei (bi ) �= er ) then
12 Extend the er of bi by 10 time units
13 end
14 if bi == τ ) then
15 Check the block bi contains the transactions with τ and not

requested to be deleted
16 end
17 if bi �= τ ) then
18 Delete the old block which are already requested
19 end
20 end

model is to handle high-dimensional vessel IoT data in the
maritime network and increase the prediction accuracy with
minimum power consumption.

IV. NUMERICAL ANALYSIS

This section describes the numerical evaluation of the pro-
posed strategy and predictive analysis model for IoT-enabled
maritime networks. Here, we first evaluate the proposed strat-
egy according to the delay and power consumption of the
edge-centric framework of the MTS. The quantitative results
are compared with two baseline schemes [15], [16] to show
the efficiency of the proposed strategy. Further, we apply SVM
and CNN models over maritime vessel dataset at both edge
and cloud servers to study the various effect of the predic-
tive analysis model. Besides that, the prediction results are
compared with the individual model under different validation
metrics such as accuracy, precision, recall, and F1.

A. Simulation Setup and Dataset

The simulation parameters for the maritime network are
listed in Table.I. The proposed maritime network consists of
100 vessel IoT devices and each vessel generates 100 tasks/sec
at each time interval. The maximum data rate is set to
7600 kbps and the total communication range is 120 km. The
total size of vessel input tasks Tm is [200 kb-1000 kb]. The
vessel’s task arrival rate to the edge server λedge

vm is 0.120 ms.
For predictive analysis, we consider the visible maritime
image (VMI) dataset [19] for classification, which consists
of 3750 images and 25 fine-grained categories of maritime
vessels. Additionally, we include 20 malicious vessels to effec-
tively identify and validate the secure edge-centric predictive
model. Each category of the vessel contains 150 navigation
images and we split the dataset into the ratio of 80% for the
training set and 20% for the test set, respectively.

TABLE I

SIMULATION PARAMETERS

Fig. 4. Comparative results of power consumption (a) Different vessel tasks
(b) Analysis with baseline schemes.

B. Simulation Results

This section examines the simulation results of the proposed
service provisioning strategy and predictive analysis model in
terms of various performance metrics.

1) Analysis of Power Consumption: Fig.4 shows the com-
parative results of Plocal

vm
with different types of vessel tasks

T and baseline schemes. As shown in Fig.4(a), it is noticed
that the total power consumption Plocal

vm
while offloading and

processing the secured tasks Sr to edge server is less as
compared to the trusted trust(m,r) and general tasks Gr ,
respectively. The main reason behind that the proposed service
provisioning strategy distributes the incoming tasks on the
local edge servers with minimum power consumption. Simi-
larly, Fig.4(b) depicts the comparative results of average Plocal

vm
of the proposed strategy with existing baseline schemes. From
the simulation results, it can be observed that the total power
consumption of the proposed strategy is minimum (28.03
mW as compared to the existing two-stage (35.64 mW ) and
multi-vessel (45.18 mW ) offloading schemes. The quantitative
results show that the proposed strategy reduces the average
power consumption by 7.61% and 17.15 %, respectively over
the baseline schemes.

2) Analysis of Delay: Fig.5 depicts the comparative analysis
results of delay T local

vm
with different vessel tasks T and
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TABLE II

ACCURACY OF VARIOUS LEARNING MODELS IN EDGE SERVER

Fig. 5. Comparative results of delay (a) Different vessel tasks (b) Analysis
with baseline schemes.

baseline schemes. In Fig.5(a), it is observed that the secured
tasks require less time (19.45 ms) than the trusted and general
tasks, respectively. The reason behind that proposed service
provision strategy distributes the tasks as per their priorities.
The average delay of the proposed strategy over the existing
baseline schemes is shown in Fig.5(b). From the figure, it is
observed that the average delay of two-stage (29.53 ms) and
multi-vessel (42.61 ms) strategy increases with the arrival of
incoming vessel tasks. However, the average delay of the pro-
posed strategy reduces (19.76 ms) as compared with existing
baseline strategies. The proposed strategy has minimized the
average delay by 9.77% and 22.85% over two-stage and multi-
vessel strategies, respectively.

3) Analysis of Offloading Delay Under Belief Estimation:
Fig.6 shows the impact of offloading delay based on the belief
estimation and the number of incoming vessel tasks. As shown
in Fig.6(a), the processing delay of various tasks in vm is
lower than the offloading tasks to the remote computing device
dn and co. The multiple successive events ϑ̄ or beliefs are
estimated based on the recent offloading secured tasks, which
reduces the average offloading delay of the vm . In Fig.6(b),
the comparative analysis of average offloading delay is eval-
uated with different tasks T . It is noted that the average
offloading of the proposed strategy (13.92 ms) is lower than
the existing baseline schemes. The average delay of both

Fig. 6. Comparative results of offloading delay under belief estimation error
(a) Various maritime devices (b) Analysis with baseline schemes.

existing schemes (32.73 ms and 39.25 ms) increases while
increasing the task offloading failure. The proposed strategy
outperforms the existing offloading schemes by 18.81% and
25.33%, respectively.

4) Predictive Analysis at Edge Server: The prediction result
of the standard learning model is shown in Table.II. Upon
offloading the secured tasks to the edge server, the tasks are
placed in the form of transactions to create a blockchain. The
group of secured transactions in a block is analyzed based
on the end time and lifetime. In Fig.7(a), it is observed that
the lifetime of secured tasks is higher than the trusted and
general tasks, respectively. However, it may vary according to
the end time. The remaining tasks are placed into the remote
cloud server co for further analysis. As shown in Fig.7(b),
the combination of both the SVM and CNN model identifies
the number of malicious dn and provides better accuracy
than the other two models, which enhances the accuracy by
82.31% and 72.54 %, respectively. Thus, the proposed model
improves 95.67% prediction accuracy, which is higher than
the existing models. Hence, the proposed strategy along with
the combined learning models at the edge network improves
the detection rate of malicious servers and cyber incidents,
prevention of various attacks, and enhances the prediction
accuracy of the vessel’s monitoring operations and services in
a secured manner. All these constraints are effectively satisfied
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Fig. 7. Edge-level prediction results (a) Lifetime under different vessel tasks
(b) Analysis with baseline models.

by considering the secured-tasks offloading, tasks handling
using both smart-contract and blockchain, and fine-grained
maritime vessel dataset.

V. CONCLUSION AND FUTURE SCOPE

In this paper, we have introduced a secure edge-centric
service provisioning strategy for IoT-enabled MTS and a
collaborative predictive analysis model at the edge networks.
This work is mainly focused on service provisioning of the
secured tasks based on the degree of importance from the
local gateway device to the maritime edge servers while
reducing the delay and power consumption. To achieve this,
a task queuing priority-based algorithm is designed to classify
the various incoming tasks from the maritime vessels. The
secured tasks are efficiently stored, validated, and handled in
various blocks by jointly considering the smart contract and
blockchain technique. Further, the combined SVM and CNN
model is applied to instantly predict the number of malicious
entities and improve the prediction accuracy of vessel monitor-
ing units in edge networks. The numerical results show that
the average delay and power consumption of the proposed
strategy is minimized by 7.61%-17.15% and 9.77%-22.15%
over existing baseline schemes. Further, the lifetime of each
block is efficiently utilized based on the expiration time and
the predictive model enhances the accuracy by 95.67%. In the
future, we will extend this work by incorporating blockchain
with graph theory to study the various effect of blocks,
increase the security of transactions, and predict the cyber risks
with higher accuracy at the edge server.
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Abstract
Android malware attacks are tremendously increasing, and evasion techniques become more and more effective. For this
reason, it is necessary to continuously improve the detection performances. With this paper, we wish to pursue this purpose
with two contributions. On one hand, we aim at evaluating how improving machine learning-based malware detectors, and on
the other hand, we investigate to which extent adversarial attacks can deteriorate the performances of the classifiers. Analysis
of malware samples is performed using static and dynamic analysis. This paper proposes a framework for integrating both
static and dynamic features trained on machine learning methods and deep neural network. On employing machine learning
algorithms, we obtain an accuracy of 97.59% with static features using SVM, and 95.64% is reached with dynamic features
using Random forest. Additionally, a 100% accuracy was obtained with CART and SVM using hybrid attributes (on combining
relevant static and dynamic features). Further, using deep neural network models, experimental results showed an accuracy of
99.28% using static features, 94.61% using dynamic attributes, and 99.59% by combining both static and dynamic features
(also known as multi-modal attributes). Besides, we evaluated the robustness of classifiers against evasion and poisoning attack.
In particular comprehensive analysis was performed using permission, APIs, app components and system calls (especially
n-grams of system calls). We noticed that the performances of the classifiers significantly dropped while simulating evasion
attack using static features, and in some cases 100% of adversarial examples were wrongly labelled by the classification
models. Additionally, we show that models trained using dynamic features are also vulnerable to attack, however they exhibit
more resilience than a classifier built on static features.
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1 Introduction

Malicious code is a software intentionally written for bypass-
ing security controls and performing unauthorized actions
that are not allowed to the attacker and can cause a damage to
the victim. The techniques for analyzing malicious code can
be divided into static analysis and dynamic analysis. Static
analysis techniques scan the source code and don’t require
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the execution of the programs to be examined. Thus, the study
can be conducted without compromising the systems. Static
analysis gained wider acceptance amongst the analysts as it
is quick and harmless, event though encryption, obfuscation
and the use of runtime libraries obstruct the static analysis.
Dynamic analysis, on the contrary, aims to uncover the run-
time behaviour of the application by executing the application
on the real device or in a sandbox environment [8]. Dynamic
analysis is not limited by code obfuscation and can provide
details about the malware behavior.

By combining both static and dynamic analysis, it is possi-
ble to leverage the advantages of both approaches: malware
scanners that use both the types of analysis are generally
known as hybrid malware detectors. Static analysis is con-
ducted by extracting structural features from the file, while
dynamic analysis uses features that require the execution of
the app, like system calls, network traces, and control flow
graphs.

Despite the large literature investigating the advantages
and limitations of using machine learning for detecting mal-
ware, further studies are necessary for consolidating the body
of knowledge on this topic and removing all the uncertain-
ties research pointed out so far, for different reasons. Recent
works collect evidence that anti-malware tools are dimin-
ishing their ability to recognize malware, due mainly to the
rapid increment of variants [20,40,50]. Spatial and temporal
bias can make untrustworthy some results, since training or
testing sets are not completely representative of the malware
(and goodware) population [34]. Adversarial attacks could
easily deteriorate the robustness of machine and deep learn-
ing based classifiers [10,19], while there is not a complete
convergence about which are the best machine learning algo-
rithms for malware detection [16,44]. For this reason with this
paper we aim at providing a two-fold contribution to the state
of the art: adding further evidence about the performance of
machine and deep learning algorithms in detecting malware,
and studying to which extent adversarial samples may alter
the effectiveness of classifiers.

More in detail, in this work we explore the usage of
the Fisher score [52] to select the most relevant attributes
for the classifiers. The features obtained are used to build
diverse classifiers using Logistic Regression, Classification
and Regression Trees, Random Forest and Support Vec-
tor Machine algorithms. A comprehensive analysis of the
machine learning models is conducted to identify the opti-
mal classification model that can be deployed for detecting
unseen or future samples. Finally, we realized three attack
models which leverage adversarial examples and evalu-
ate how the classifiers performances degrade. We observed
that a minor perturbation of attributes significantly dropped
the detection rate, and all the modified malware sam-
ples (tainted/adversarial examples) bypassed the detection.

Finally, the main contributions of this research work are as
follows:

– We implement a feature selection algorithm based on
Fisher score for ranking attributes, and show that clas-
sifiers trained on the relevant attributes selected in this
way can improve the detection rate.

– We create multi-modal features (hybrid features) classi-
fiers and obtain an accuracy of 100% with CART, SVM,
and an accuracy of 99.59% with deep neural network.

– We realize three attack models based on hamming
distance, k-means and app’s components for creating
adversarial samples. These specimens are created by
inserting permissions and app’s components into mali-
cious apps. We observed that classifiers’ performance
dropped drastically. In particular, Hamming distance
based attack increases the average False Positive Rate
of machine learning classifiers and deep neural network
by 55.86% and 45.94% respectively. All the adversarial
samples developed using k-means clustering are suc-
cessfully evaded (F N R = 100%). Finally, 90.13% and
100% tainted applications created by injecting especially
crafted app’s components deceived classifiers based on
machine learning approaches and deep neural network.

The paper is organized as follows. Section2 discusses
the related work. In Sect.3, proposed methodology is pre-
sented. The adversarial attacks are introduced in Sect.4while
the attacks are elaborated in Sect.5. The experiments and
obtained results are given in Sect.6. Evaluation on obfus-
cated samples are discussed in Sect.7. Finally, the concluding
remarks and direction for future work is given in Sect.8.

2 Related work

This section discusses existing malware detection and clas-
sification models based on both machine learning and deep
learning. Patelet al. [33] proposed a hybrid android malware
detection system. It extracts both permission and behaviour-
based features. Then, performed feature selection using
information gain. Finally, rule generation module classifies
applications as benign or malicious. In [46], authors have
mentioned another hybrid malware detector that uses SVM
classifier to classify app as benign or malware. It detects zero-
day malware with a true positive rate of 98.76%. Damodaran
et al. [16] conducted a comparative analysis on malware
detection system employing static, dynamic, and hybrid anal-
ysis. They found that behavioural data produce an highest
AUC of 0.98 using Hidden Markov Models (HMMs) trained
on 785 samples. In [47], authors initially utilize APIMoni-
tor to obtain static features from apps. Then, it involves the
usage of APE_BOX to obtain dynamic features. Finally, they
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apply SVM for classification. MADAM [38] demonstrated
how KNN classifier can achieve 96.9% detection rate.

Significant Permission Identification, SigPID [27] is
another malware detection system that uses a three-layered
pruning by mining the permission data to identify the most
significant permissions that result in differentiating benign
and malicious apps. It then uses machine-learning classi-
fiers (SVM and decision tree) for classification and achieved
over 90% of detection accuracy. In [15], authors initially dis-
assemble applications by using Androguard to obtain the
frequency of API calls used by the application. Finally, it
is observed that a particular set of APIs is more frequent in
malicious apps. It can detect malicious apps with 96.69%
accuracy and 95.25% detection rate, by using SVM.

Crowdroid [11] is an Android malware detector which
uses dynamic analysis and then employs two-means clus-
tering algorithm for classifying benign and malicious apps.
In [18], authors have presented an Android Malware Detec-
tion system which extracts system calls by executing the
applications in a sandbox environment. They implemented
their approach in MALINE tool and can detect malware with
low rates of false positives by employing machine learning
algorithms. Afonsoet al. [2] propose another android mal-
ware detection system that uses dynamic features such as
API calls and system call traces along with machine learning
to identify malware with high detection rate.

Authors in [21] present a machine-learning-based Android
malware detection and family identification approach, Reveal-
Droid, that aims at reducing the sets of features used in the
classifiers. This approach leverages categorized Android API
usage, reflection-based features, and features from native
binaries of apps. Besides accuracy and efficiency, authors
evaluate also obfuscation resilience using a large dataset of
more than 54,000 malicious and benign apps. The experi-
mental results show an accuracy of 98.

Tam et al. [43] propose a mechanism for reconstructing
behaviors of Android malware by observing and dissect-
ing system calls. This mechanism allows CopperDroid to
obtain events of interest, especially intra- and inter- process
communications. This makes CopperDroid agnostic to the
underlying invocation methods. Experimental results showed
that CopperDroid discloses additional behaviors on more
than 60% of the analyzed dataset.

In [4] authors analyze the permissions used by an appli-
cation that requires during installation. It uses clustering
and classification techniques and also allows user to iden-
tify malicious applications installed on the phone and also
provides a provision to remove them. The drawback of this
system is that if a new unknown family of a malware is sup-
posed to be detected then a new cluster has to be created
considering the same family’s permission. CSCdroid [51]
builds a Markov chain by using system calls. Then, it con-
structs the target feature vector from the probability matrix.

Finally, it uses the Support Vector Machine classifier to detect
malware, achieving an F1-score of 98.11% and a true positive
rate of 97.23%.

Kimet al. [25] propose an Android malware detection
method, that uses opcode features, API features, strings,
permissions, app’s components, and environmental features,
to generate a multimodal malware detection model. With
these static features, they trained their initial networks.
Later, they trained the final network, with initial network
results. The model produces an accuracy of 98%. Paper [41]
proposes a malware detection model-based on RNN and
CNN. It involves the usage of the static feature opcode.
Finally authors conclude that their accuracy exceeds 92%, for
even small training datasets. Malware Classification using
SimHash and CNN, MCSC [32] is a model leveraging
opcode sequences as static features, that combine malware
visualization, and deep learning techniques, resulting in a
classification accuracy of 99.26%.

In [39] authors propose a deep neural network-based
malware detector using static features. It consists of three
components, the first component extracts features, the second
component is a DNN classifier, and the final component is a
score calibrator which translates the output of a NN to a score.
Achieved 95% detection rate, at 0.1% false-positive rate
(FPR). MalDozer [24] is another highly accurate malware
detection model that relies on deep learning techniques and
raw sequences of API method calls. Deep android malware
detection [29] is another model developed based on the static
analysis of the raw opcode sequence from a disassembled
program. Features indicative of malware are automatically
learned by the network from the raw opcode sequence thus
removing the need for hand-engineered malware features.
This model has proposed a much simpler training pipeline.

A comprehensive analysis and comparison of deep neu-
ral networks(DNNs) and various classical machine learning
algorithms for static malware detection are discussed in [45].
The authors have concluded that DNNs perform comparably
well and are well suited to address the problem of malware
detection using static PE features. A malware classification
method using Visualization and deep learning is mentioned
in [26]. It requires no expert domain knowledge. Initially, the
files are visualized as grayscale images then experimented
on deep learning architectures involving different combina-
tions of Convolutional Neural Network (CNN) and Long
Short Term Memory (LSTM). A deep learning approach that
amends the convolutional deep learning models to use the
support vector machine is presented in [3]. The authors have
finally concluded that, among their three models, the model
with 5 layers has the best accuracy compared to those with 2
and 3 layers.

A CNN based windows malware detector that uses API
calls and their corresponding category as dynamic features
that finally resulted in the achievement of 97.97% accuracy
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for the N-grams counselled by the Relief Feature Selection
Technique is described in [36]. In [28], the authors have
designed a method based on a convolutional neural network
applied to the system calls occurrences through dynamic
analysis. They obtained an accuracy ranging between 0.85
and 0.95.

In [48], authors have presented a method based on back-
propagation neural network to detect malware. It builds
Markov chains from system call sequences and then applies
the back-propagation neural network to detect malware. They
experimented on a dataset of 1,189 benign ones, and 1,227
malicious applications and obtained an F1-score of 0.983.

KuafuDet [14] is a two-phase detection system, where fea-
tures are extracted in the first phase and the second phase is an
online detection phase. Camouflaged malicious applications
which is a form of adversarial examples are developed, and
similarity-based filtering is used to identify false negatives.

Xu et al. [49] applied genetic programming for evading
PDF malware classifiers. It uses the probabilities assigned
by the classifiers to estimate the fitness of variants. PDFrate
and Hidost were the two PDF classifiers used for the evalua-
tion. Authors reported 500 evasive variants created in 6 days.
The evaluation of adversarial attacks were performed on
Android malware detectors. Authors in [13] proposed a sys-
tem called DroidEye which extracts features from Android
apps and represents each observation as a binary vector. Fur-
ther, they evaluated the attack on standard classifiers used
for identifying malware. To improve the robustness of these
classifiers, they transformed the binary vectors as continuous
probabilities. Experiments were performed on samples col-
lected from Comodo Cloud Security Center, and reported that
DroidEye improved the security of system without effect-
ing the detection performance. Adversarial crafting attacks
on neural network were experimented in [23]. The attack
was demonstrated on malware detection system trained on
DREBIN dataset, where each application was represented
as a binary vector. They reported a classification accuracy
of 97% with FNR value of 7.6%. The trained model was
subjected with adversarial examples generated by modify-
ing AndroidManifest.xml and achieved a misclassification
rate of 85%. In addition, they hardened neural network using
adversarial training and defensive distillation, and reported
that the later approach reduced the misclassification rates.
Comprehensive experiments considering permissions [12]
were performed for binary classification (malware vs benign)
and multi class classification. Their study demonstrated that
carefully selecting permissions can lead to accurate detec-
tion and classification. Further, to evaluate robustness of
permission-based detection, top benign permissions were
added to the malicious applications. They showed that a small
number of requested benign permissions decreases ANN
performance. However, ANN recovers on larger permission

request, indicating identical performance as observed with
unmodified malware applications.

Demontis et al. [17] developed an adversary-aware machine
learning detector against evasion attacks. Authors propose a
secure learning solution which is able to retain computational
efficiency and scalability on large datasets. The method out-
performs state of the art classification algorithms, without
loss of accuracy when there aren’t well-crafted attacks.

Pierazzi et al. [35] propose a formalization of problem-
space attacks. They uncover new relationships between
feature space and problem space, providing necessary and
sufficient conditions for the existence of problem-space
attacks. This work shows that adversarial malware can be
produced automatically.

In our work, we build machine learning and deep learn-
ing models using static, dynamic and hybrid techniques.
We found that DNN obtained better performance using
hybrid features. Further, we conducted comprehensive anal-
ysis on adversarial attacks by proposing three approaches
for creating adversarial examples, and conclude that mal-
ware classifiers can be easily defeated by introducing tiny
perturbations.

The Table13 summarizes the main contributions of each
analyzed work.

3 Methodology

This section describes the methods used by the hybrid mal-
ware detector that we will study.

3.1 Static analysis

An Android application explicitly requires the user to
approve the necessary permissions during the installation.
As a consequence, the collection of permissions can reflect
the application behaviour. Standard and non-standard per-
missions may be extracted from AndroidManifest.xml file
using Android Asset Packaging Tool (aapt) command.
We developed a parser to read the manifest file to extract
<user-permission> and the<permission> tag
containing the permission name. Besides, our parser captures
the application components: activities, services, broadcast
receivers, and content providers are obtained by decompil-
ing the given app using APKTool [6].

3.2 Dynamic analysis

We use dynamic analysis for capturing the sequence of sys-
tem calls while the application executes and interacts with the
operating system. Given an Android application, the proce-
dure for extracting system calls is shown in Fig.1. Initially the
application is installed in Nexus_5_API_22 Android emula-
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Fig. 1 System call extraction

Fig. 2 Sample set of system calls and bigrams

tor using the ADB install command. The Monkey tool [30]
is used for interacting with the application and generating
system calls. Monkey tool is configured to give automatic
user inputs (events) which are: making a call, sending SMS,
changing geo location, updating the battery charging status,
incoming call 200 times in a minute. Then system calls are
recorded using thestrace utility. Once the specified events
are completed, the application is unistalled with the ADB
uninstall command, and the emulator is set into a clean
state for the next app installation. We consider system call
names and ignored the parameters of call. In order to avoid
the presence of rare system calls in the feature space, we col-
lected five execution traces for each applications. We noticed
a longer call trace in case of benign application compared to
malicious apps. Also, we noticed top 10 frequently invoked
system calls in malicious applications werebrk, bind,
fchown32, sendto, gettimeofday, epoll_wait,
getuid, getpid, clock_gettime andmprotect.

3.3 System call bigram generation

Bigrams are generated from the obtained system calls in a
separate text document for each application. Figure2shows a
sample set of features (system calls) and their corresponding
bigrams. The detailed architecture of the proposed Hybrid
Malware Detector is shown in Fig.3.

3.4 Fisher score algorithm

In order to select the most relevant features, an algorithm was
developed implementing the Fisher-score.

The algorithm takes as input a set of system calls. Ini-
tially, the mean for benign samples is computed, then for
malware samples; the variance for benign and malware sam-
ples is obtained. The Fisher score is computed for benign and
for malware samples. Finally, the Fisher scores obtained are

Algorithm 1 Fisher score algorithm
Input: F = { f1, f2, f3... fm} where fi represents a feature
Output: D = { f1, f2, f3... fk} wherek << m
1: Start
2: for i = 1 to m do
3: μB = nm(μB

fi
− μ fi )

2 � Mean
4: end for
5: for i = 1 to m do
6: μM = nm(μM

fi
− μ fi )

2 � Mean
7: end for
8: for i = 1 to m do
9: for j = 1 to n do
10: σB = ( f j i − μB

f i )
2 � Variance

11: end for
12: end for
13: for i = 1 to m do
14: for j = 1 to n do
15: σM = ( f j i − μM

f i )
2 � Variance

16: end for
17: end for
18: F( fi )b = μB

σB
� Fisher score

19: F( fi )m = μM
σM

� Fisher score

20: F( fi )bm = μB+μM
σB+σM

� Fisher score
21: Sort the fisher scores obtainted in descending order.
22: Stop

sorted in descending order. The steps involved are shown in
Algorithm 1.

3.5 Features vector table generation

A sample features vector table is a dataframe consisting of
a collection of features.F1, F2, F3, · · · , Fp, represent ’p’
features (permissions, system calls or app’s component).
S1, S2, S3, · · · , Sq represent ’q ’ samples. Class labels in the
last column are represented as either ’0’ or ’1’. ’0’ denotes
a benign app while ’1’ denotes a malware. The values in the
table denoted byv11, v12, · · · , vqp refer to the occurrence of
a particular feature in a sample. In the case of static features,
the occurrence of an attribute is represented by ’1’ while the
absence of an attribute is represented by ’0’. While in case
of dynamic features and app’s components, the elements of
vectors are the number of times thepth system call or the
app’s component was invoked by theqth sample.

In the case of hybrid analysis, the features vector tables
produced by both static and dynamic analysis are combined.

123



152 M. L. Anupama et al.

Fig. 3 The architecture of the proposed Hybrid Malware Detector

F1, F2, F3, · · · , Fp represent the relevant attributes obtained
after the features selection phase.

3.6 Machine learning unit

The training set is given to the classifier in the form of fea-
tures vector table. Test data are supplied to it, thus the trained
model assigns class labels to each sample in the test set.
Here machine learning is run on features obtained with the
static analysis (considering the permissions as the features),
dynamic analysis (in this case the features are the system
call bigrams), and hybrid analysis (permissions and system
call bigram are used jointly). Each of these features vector
tables is given as input to machine learning classifier and the
performances of the different machine learning classifiers
are compared. Also the features vector table generated after
features selection based on Fisher score is given as input to
machine learning and the obtained performances are com-
pared.

3.6.1 Training and testing

There are different techniques for training and testing. One
is train-test split and the other is cross validation. In train
test split, data are loaded in, then are split into training and
test sets. The model is finally fitted to the training data. The

predictions are based on the input training data while are
tested on the test data. With cross validation the dataset is split
into k subsets:k−1 of these subsets are used for the training
while the last subset is hold for test. For our experimentk is
fixed to 10.

3.6.2 Classifiers

Classification is a supervised learning approach, i.e. each
sample of the training set is explicitly assigned to a cate-
gory identified by a label. A classifier is an assumption or
a function with discrete values that is used to assign class
labels to input test samples. The machine learning classifiers
in the proposed system used: the Logistic Regression (LR),
Classification and Regression Trees (CART), Random For-
est (RF), and Support Vector Machine (SVM). The features
vector table is the input to the machine learning unit, which
then generates the trained model, used to assign class labels
to the samples of the test dataset.

4 Adversarial attacks on classifier

In the previous experiments, we discussed feature engineer-
ing for developing a classification model to accurately detect
malware and benign apps. In this section, we discuss how
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Fig. 4 Adversarial attack

adversarial attacks degrade the robustness of machine learn-
ing classifiers, thus we proposed three attack models. In the
first phase, we develop the models for classification. Next we
perform a poisoning attack on the optimal model. Figure4
depicts the architecture of the proposed method. The dataset
consists of benign applications and malware. Features such as
permissions and app components are extracted usingappt
andapktool. Using the extracted features, Feature Vector
Tables(FVT) are created. The FVTs are given as input to the
machine learning classifiers and DNN for training. In the next
phase, the attack is launched on the classifiers. For the attack,
10% of total malware apps are chosen randomly as the test
set. Hamming distance and KMeans clustering techniques are
used for injecting additional permissions to malicious seed
samples. App components are inserted by adding a perturba-
tion in the FVT of app components. Attacks are explained in
Sect.5. The adversarial malware samples are presented to the
trained model for predicting the modified applications. Fur-
ther, we compute the performance of DNN when supplying
adversarial samples. The classification accuracy, F1-score,
precision and recall of the classifiers are evaluated before
and after the attacks. We found that the classification accu-
racy of the classification model dropped to 40% and 10% for
permissions and app components respectively.

4.1 Feature extraction

After data collection, features extraction is performed. In
this approach, static features such as permissions and app
components are extracted.

For extracting permissions, Android Asset Packaging Tool
(AAPT) utility is used, which helps us to view, create
and update zipped packages. To extract app’s components,
applications are disassembled usingapktool. Apktool
is an utility for reverse engineering Android applications
resources(APK).

Fig. 5 Evasion Attack based on Hamming Distance

5 Evasion attack

Evasion attack is the process of injecting certain perturba-
tions at test time to increase the error rate of the machine
learning classifiers. Initially, classifiers sayH is trained using
datasetD = (Xi , yi )

n
i=1, whereXi ∈ [1, 0]d is ad dimen-

sional feature vector for permissions andXi ∈ [integer ]4
is a four-dimensional feature vector since there are four
app components.yi ∈ [1, 0] are the class labels where
i ∈ [l, ..., n]. When the dataset is given to the classifiers as
input, it performs a classification and response y is generated
by s.t .H(X) = y. The goal of the is to add a small pertur-
bation to feature vectors ofX , H(X + μ) = H(X∗) such
that H(X∗) = y′ andy′ �= y. For permissions the perturba-
tion μ ∈ [1, 0] and for app components, the perturbation is
Xi j _avg or Xi j _max , whereXi j _avg is the average of an
app component values in the datasetD andXi j _max is the
maximum of an app component values in the datasetD.

Three types of attacks are proposed in this study using (a)
hamming distance (b) K-means and (c) statistical methods.
In the attack scenario, an adversary will add extra attributes
to each malicious samples in the test set, until the classifiers
wrongly labels suspicious files as legitimate. For the interest
of deceiving classifiers, discriminant attributes characteristic
of legitimates apps are inserted in the malware applications.
In this context by discriminant attributes, we refer to subset
of prominent features in one class but at the same time this
set is rarely used in alternate class or vice-versa. This will
result the decision boundaries of the target classes to overlap
thereby increase misclassification.

5.1 Attack using hamming distance

The Hamming distance-based attack is performed using per-
missions. The attack model is shown in Fig.5. A set of
malware sample is randomly chosen as a test set. In the next
step, the Hamming distance between a malwares in the test
set and all benign samples are calculated.
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Fig. 6 Evasion attack an example

For example, let the feature vector of malware sample be
M = 1011011001 and that of benign beB = 0100110011.
The Hamming distance betweenM andB is d(1011011001,
0100110011), i.e.

1011011001⊕ 0100110011= 111111010

d(1011011001, 0100110011) = 7

The benign samples are arranged in ascending order of
the distance with the malware seed sample. 0.5% of legiti-
mate files that are close to the malwares are selected. Finally,
the attack is performed on selected malware having feature
vectors nearly identical to the legitimate app vectors. As the
comparison performed over the entire feature space is com-
putationally expensive. Hence, we randomly choose features,
and if an attribute is present in benign (logic 1) and absent
in malware(logic 0), then that feature is added to the mal-
ware sample. Figure6 shows the addition of permissions to
a malware sample.

Steps for adding features to the malware sample are:

– Select a malware sample from the test set.
– 0.5% of the nearest benign samples are shortlisted after

calculating the Hamming distance.
– Perform XOR operation between the malware sample

and the first benign sample in the shortlist.
– Randomly select an index where XOR gives a logic 1 as

output.
– If the selected index has a logic 1 in a benign sample

and logic 0 in the malware sample, then add a 1 to the
corresponding index in the malware sample to get a new
sample.

– The new sample is given to the optimal model for classi-
fication.

– If all of the three classifiers in the model predict the new
sample as a benign one, then malware is selected and
continue the iteration. Otherwise, randomly choose an
alternate index, and compare its value in both malware
and benign samples.

Fig. 7 Poisoning Attack Using KMeans Clustering

– These modified samples are presented to DNN for pre-
diction, finally, the performance of DNN is recorded.

In the algorithm 2, lines 5 to 13 show step for calculating
Hamming distance, which are stored in a two-dimensional
arrayA of n rows and 2 columns, wheren equals the number
of benign samples. The elements of the first column indicate
a benign vector and the second column is the Hamming dis-
tance to the malware sample. In line 14, values are sorted
in ascending order to obtain the legitimate files close to the
malware sample. TheXOR operation in line 20 is computed
to restrict unnecessary comparisons in future. The aim is to
obtain the index of a feature that is present in a benign but
absent in malware samples.

5.2 Evasion attack using KMeans clustering

In this approach, we cluster benign applications using K-
Means clustering. The groups or clusters are formed by
representing each legitimate application as a vector of per-
missions. The attack model is presented in Figure7and steps
involved are described in algorithm 3. Further, the process
of creating adversarial examples using K-Means is discussed
below:

1. Randomly choosek centroids.
2. Calculate the Euclidean distance of malware seed sample

to the centroids.
3. Assign each seed to the closest centroid and update the

centroids by finding the mean value of all the data points
in the cluster. This way we cluster all seed examples to
the clusters which have similarity based on explicit per-
mission declaration.

4. ComputeXOR operation of each seed sample with the
centroid vector.

5. Randomly choose an index, if the selected index has the
value 1 in the centroid vector and 0 in the malicious seed,
modify the vector of the malicious seed sample. This cor-
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Algorithm 2 Evasion Attack using permissions (Hamming Distance)
Input: DatasetD, TestsetT , ClassifiersH , Number of benign samples to be shortlistedβ, perturbation limitδ
Output: Evaded Samples
1: i ← 0 � iteration counter
2: repeat
3: x ← T [i] � initialize i th malware sample vector from T to x
4: j ← 0 � iteration counter
5: repeat
6: b← D[ j, 1 : m] � initialize j th benign sample vector from D to b
7: if b[m]=0 then � mth column represents the class label of a vector
8: h← hamming_distance(x, b)

9: if h �= 0 then
10: A[ j][2] ← h � A is a 2 dimensional array where, 1st column has benign samples 2nd column has the

distance to x
11: end if
12: end if
13: until j ≤ |D|and
14: sort A in ascending order of distances
15: l ← A[1 : β] � l is the 2- dimensional array of benign samples with the shortest distance to malware x
16: j ← 0
17: repeat
18: c← 0 � count of peturbation added
19: b← l[ j] � benign vector in A
20: a← b XORx
21: select a random numberγ s.ta[γ ] = 1
22: if b[γ ]= 1 and x[γ ]=0 then
23: x[γ ] ← 1 � adding peturbation
24: c← c + 1
25: P ← H_predict(x) � testing classifier with evaded sample
26: if p=0 then � classifier predict it as benign
27: i = i + 1
28: goto 2
29: else
30: if c < δ then
31: goto 21
32: until j ≤ |l|
33: until i ≤ |T |

responds to the addition of permissions in the malware
apk.

6. The new sample with injected permissions are presented
to all the classification models. If the models wrongly
predict the tainted sample as benign, we select such adver-
sarial samples to perform evasion against the deep neural
network.

7. However, if the classification model labels modify sam-
ples as malicious, we repeat the process by selecting
randomly index of the seed vector. This process is contin-
ued until a minimum fraction of permissions is injected
into the malicious samples.

5.3 Evasion attack using app’s components

App’s components are the basic building blocks of an
Android application. The four main app components are
Activity, Services, Provider and Receiver.
Activities are used for user interaction, Services are an entry
point for keeping an app running in the background, the

Fig. 8 Modification of app components

Table 1 Statistics of Application components for the legitimate apps

Metrics Activity Services Provider Receivers

Minimum 0 0 0 0

Average 57 43 24 18

Maximum 130 112 79 53
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Table 2 Comparison between different machine learning classifiers on static, dynamic and hybrid analysis

Method to detect malware Technique to evaluate predictive models Classifier A (%) F1(%) P (%) R (%)

Static analysis K-fold LR 96.89 95.61 96.88 94.39

CART 97.26 96.17 96.45 95.85

RF 96.41 94.77 99.24 90.70

SVM 97.59 96.60 97.85 95.40

Train-test split LR 96.57 95.25 97.37 93.22

CART 96.57 95.32 96.05 94.59

RF 95.67 93.81 99.31 88.88

SVM 97.10 96.00 97.94 94.14

Dynamic analysis K-fold LR 93.00 90.46 88.66 92.37

CART 93.71 91.52 89.27 93.37

RF 95.64 94.07 92.21 96.05

SVM 93.41 90.52 93.67 87.73

Train-test split LR 92.77 90.43 88.55 92.39

CART 93.56 91.47 89.57 93.46

RF 95.47 93.99 92.17 95.89

SVM 93.53 90.95 94.21 87.90

Hybrid analysis K-fold LR 93.80 91.50 90.20 92.80

CART 100 100 100 100

RF 98.54 97.98 98.06 97.90

SVM 100 100 100 100

Train-test split LR 93.19 90.89 89.88 91.93

CART 100 100 100 100

RF 98.03 97.31 97.99 96.65

SVM 100 100 100 100

Receiver helps in delivering events outside the app envi-
ronment and the Provider manages the shared set of app
data. TheAndroidManifest.xml file contain following
tags :<activity>, <services>, <provider> and
<receiver>. To create samples that can evade classifiers,
we count the occurrence of app components defined in the
legitimate applications. Figure8 shows the approach of per-
turbing malicious apk. In Fig.8 A_min, A_avg andA_max
denote the minimum, average and maximum occurrence of
activities in all the benign samples. SimilarlyS_min, S_avg
and S_max is the minimum, average and maximum num-
ber of services in the manifest file,R_min, R_avg, R_max
denote receiver andP_min, P_avg andP_max is the esti-
mate of providers declared in goodware.A, S, R and P are
the estimates of activity, services, receiver and provider in a
seed malware sample. The number of injected components
in a malware seed is either average or a maximum number
of specific component appearing in benign applications.

We consider a malware seed sample with 20 activities, 50
services, 35 provider, and 2 receivers respectively. The statis-
tics of the app components in the set of benign applications
are shown in Table1.

Using the approach detailed in Fig.8, the app components
of the malware seed sample are modified. The first feature
value A = 20 is in the rangeA_min < 20 < A_avg,
hence the activity (A) in the seed example is updated to
A_avg = 57. The count of services in the seed is altered
to S = S_max = 112, asS is in the rangeS_avg < 50 <

S_max . Similarly the old value ofP = 35 is updated to
P_max , asP is in the rangeP_avg < 35 < P_max , like-
wiseR is modified toR_avg = 18. Finally, the seed malware
application is augmented with 57 activities, 112 services, 24
providers, and 18 receivers. If the modified app is wrongly
labelled by the classification models, then a set of such sam-
ples have the potential to deceive detection. Otherwise, we
increment the count of each component by a value of 3 until
the modified app is miss-classified by the classification mod-
els.

6 Experimental evaluation

The study consists of two experiments. The purpose of the
first experiment was to compare the performances of classi-
fiers trained with features obtained with static, dynamic, and
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Table 3 Comparison of the results obtained for static, dynamic, and
hybrid analysis based on Deep Learning

Method to detect malware A (%) P (%) R (%) F1(%)

Static analysis 99.28 98.99 99.08 99.04

Dynamic analysis 94.61 90.54 95.51 92.96

Hybrid analysis 99.59 99.63 99.27 99.45

hybrid analysis. The second experiment aims at evaluating
how the performances of classifiers degrade when subjected
to the adversarial examples.

6.1 Dataset and experimental setting

For the first experiment we consider, 5,694 benign applica-
tions, and 3,197 malware applications. The benign applica-
tions were downloaded from the Android App store “9apps”.
The Drebin dataset [7] is considered as the malware dataset
as it is widely used for experiments and testing of malware
classifiers and detectors. Subsequently, in the second exper-
iment for evaluating the robustness of the machine learning
and deep learning models, we augmented both malware and
benign dataset retaining apks from the first experiment. A
total of 11, 447 applications comprising 6,072 benign apks
(from 18 different categories) and 5,375 malware apks were
collected. Employing VirusTotal1 we accepted as benign
those apps that were labelled as goodware by the majority of
antivirus offerede by VirusTotal.

All our experiments were conducted on a system with an i7
processor, 8GB RAM, 256 SSD and, 1TB HDD, running the
64-bit Ubuntu operating system. The software requirements
were Android Studio and, Anaconda. Anaconda Python dis-
tribution was used to execute machine learning in Python
language with the help of libraries Scikit-learn, Keras, Mat-
plotlib. Classifiers used in this study are logistics Regression,
Random Forest, Support Vector Machine and Deep Neural
Network. Hyperparameters for classifiers are tuned using a
random search method.

6.2 Evaluationmetrics

The metrics used for evaluating the performance of the clas-
sifiers are accuracy, the F1, precision and recall. Malware
classified as malware represents the True Positive (T P), mal-
ware classified as benign represents False Negative (F N ),
benign app classified as malware represents False Positive
(F P) and benign application classified as benign app rep-
resents True Negative (T N ). Accuracy, precision, recall and

1 https://www.virustotal.com/gui/.

F1 are defined with the following equations.

Accuracy(A) = T P + T N

T P + F P + T N + F N
(1)

Precision(P) = T P

T P + F P
(2)

Recall(R) = T P

T P + F N
(3)

False Posi tive Rate(F P R) = F P

F P + T N
(4)

F1score(F1) = 2 ∗
(

P × R

P + R

)
(5)

6.3 Results of experiment-I

Static Analysis :In static analysis, the attribute length in the
experiments carried out is 3,360. The highest accuracy and
F1 was observed for the SVM classifier, even if the best
precision is obtained by RF in k-fold and in train-test split,
while recall is better for CART classifier in both k-fold and
train-test split.
Dynamic Analysis :In dynamic analysis, the attribute length
is 2,425. It is observed that RF produced the highest accuracy,
F1 and recall compared to LR, CART and SVM classifier,
even if the precision is greater for SVM classifier in k-fold
and 2.04% in train-test split.

Hybrid Analysis :In hybrid analysis, the feature length
is 5,785. It is observed that CART and SVM classifier
obtained the highest accuracy,F1, precision and recall: we
can conclude that the hybrid features provide the highest per-
formances.

Using Fischer score prominent attributes were selected
to obtain variable feature vector comprising of 10%, 20%,
30%, 40% and 50% of original feature space (which is 3,360,
2,425 and 5,785, respectively as discussed above). Table2
reports comparison between different machine learning clas-
sifiers on static, dynamic and hybrid analysis. Specifically we
report the results of k-fold cross-validation and train-test split
approach to evaluate predictive models.

6.3.1 Performance of deep neural network

The conventional machine learning algorithms accurately
detect unknown samples if specialised feature engineering
methods are put in place for extracting attributes representa-
tive of target classes. Thus, it demands discovering attribute
selection methods that can capture the behaviour of the
applications capable of categorizing samples into a specific
class. Usually extracting a subset of features from a fea-
ture space by applying diverse feature selection approaches
is time-consuming. Even if a set of significant attributes
are derived, the next challenge is the adoption of a suit-
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Algorithm 3 Evasion attack on permission:K-Means clustering
Input: DatasetD, Test setT , ClassifiersH , Number of clustersρ, the threshold for sigmoid function f-
, perturbation limitδ
Output: Evaded Samples
1: procedure K-Means clustering (Dataset D)
2: initially chooseρ data points from D as centroids
3: (re)assign each vector in D to the cluster to which it is closer relying on the mean value of the object in the cluster
4: update the cluster means
5: centres← cluster_means
6: end procedure
7: i ← 0 � iteration counter
8: repeat
9: c← centers[i] � initialize i th centroid vector from centers to c
10: j ← 0
11: repeat
12: s ← f [c[ j]] � f is the sigmoid function applied on each value inj thcentroid
13: if s > T
14: c[j]=1
15: else
16: c[j]=0
17: j = j + 1
18: until j ≤ |c|
19: i = i + 1
20: until i < ρ

21: i ← 0 � iteration counter
22: repeat
23: x ← T [i] � initialize i th malware sample vector from T to x
24: j ← 0 � iteration counter
25: repeat
26: c← centers[ j, 1 : m] � initialize j th centroid v
27: a← c XORx
28: select a random numberγ s.ta[γ ] = 1
29: if b[γ ] = 1 andx[γ ] = 0 then
30: x

[
γ
]← 1 � adding perturbation

31: c = c + 1
32: P ← H_predict(x) � testing classifier with evaded sample
33: if p = 0 then � classifier predict it as benign
34: j = j + 1
35: goto 24
36: else
37: if c< δ then � check if number of perturbations added is beyond the limit
38: goto 27
39: end if
40: end if
41: j = j + 1
42: until j ≤ |l|
43: i = i + 1
44: until i ≤ |T |

able approach for representing applications, in particular
feature vector representation. Both the aforesaid techniques,
i.e., feature engineering and attribute representation require
domain-specific knowledge. The dark side of such a proposal
for security systems is the threat of adversarial attacks affect-
ing the integrity and availability of such malware scanners.

To overcome the limitations posed by conventional machine
learning algorithms, deep learning neural network models
are used as an extension in this study. The primary objec-
tive is to improve the detection of malicious apks without
the need of implementing feature selection and representa-
tion. Thus, we developed three DNN models for predicting
samples by using attributes such as (a) permissions (b) sys-

tem calls and (c) a combination of permissions and system
calls. Further, before deploying the classification models for
predicting apks, hyper-parameters were tuned. In particular,
we investigated fixing the best optimizer from a collection of
optimizers (rmsprop, adam) and initializers from a collection
of initializers (glorot_uniform, uniform). Additionally, we
tuned drop-out rate, epochs and batch size. Further, speed-
ing the search of optimal hyper-parameters GridSearchCV
approach was adopted. The number of epochs, batch size,
and the dropout rate is different in all three models. A small
description of these parameters and their values are discussed
below.
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The dataset has to be propagated forward and backwards
through the neural network and this denotes one epoch. But
it is too large to pass the entire dataset in one epoch. So it
is divided into smaller batches. In the initial static analysis
model, the number of epochs is 50 and its batch size is set to
500. In the dynamic analysis model, the number of epochs
is raised to 250 and its batch size is reduced to 200. In the
hybrid analysis model, the number of epochs is 150 and its
batch size is set to 300.

Dropout is a technique used to reduce overfitting, which
randomly ignores some layer’s output. In the static analysis
model, its rate is 0.0, which denotes no outputs from the layer.
For both dynamic and hybrid analysis models, it is 0.4. That
is, 40% of the neurons in the neural networks are ignored.

Table3 reports the results obtained for static, dynamic,
and hybrid analysis based on deep learning. The static
analysis model using deep learning has the highest accu-
racy, precision, recall, andF1 compared to the highest
performance static analysis SVM model based on machine
learning. That is, accuracy, precision, recall,F1 is increased
by 1.69%, 1.14%, 3.68% and 2.44%. The machine learning-
based RF model has a better performance compared to the
deep learning-based model for dynamic analysis. That is,
accuracy is greater by 1.03%, precision is greater by 1.67%,
recall is greater by 0.54%, andF1 is greater by 1.11%.

Finally, in hybrid analysis, the machine learning-based
CART and SVM models exhibit higher accuracy, precision,
recall, andF1 compared to the deep learning-based model.
That is, accuracy is higher by 0.41%, precision is higher
by 0.37%, recall is higher by 0.73%, andF1 is higher by
0.55%. However, comparing the results of static, dynamic,
and hybrid models using deep learning, the hybrid model
has the highest performance. This again shows that hybrid
models can exhibit better results than standalone static and
dynamic models.

6.3.2 Comparative analysis

The proposed system that uses multi-modal features, i.e.
hybrid features is compared with the following solutions
developed on the same dataset

Surendran et al. [42] proposed GSDroid, which leverages
graphs for representing system calls sequence extracted from
applications in lower-dimensional space. Experiments were
conducted on 2,500 malware and benign samples. Malware
applications included 1,250 apps from Drebin and the same
number of goodware downloaded from Google Playstore.
GSDroid reported 99.0% accuracy and F1. Bernardi et al. [9]
adopted an approach based on model checking for detect-
ing Android malware on 1,200 apk’s from Drebin dataset.
They created a system calls execution fingerprint (SEF); the
obtained SEFs were given as an input to the classifier, report-
ing 0.94 as True Positive Rate. Finally, SAMADroid [8] is

a 3-level malware detection system that operates on a local
host and remote server. Random forest model trained on static
features resulted in 99.07% accuracy. However, through our
solution based on hybrid features, the accuracy of DNN and
SVM is 99.59% and 100% respectively which is far better
than the solutions discussed above.

6.3.3 Execution time

The time for detecting samples in our system can be mea-
sured based on the time consumed in each module. Here,
we discuss the time expended for extracting system calls.
Each application is executed for 60 seconds in an emula-
tor, with 200 random events generated by Android Monkey.
Overall an average of 92 seconds is required for the entire
operation, which comprises booting a clean virtual machine,
installing the app, generating the system call logs, copy-
ing logs to the host and finally reloading fresh VM. After
extracting features, we created a data structure known as the
feature vector table (FVT), which is a collection of the fea-
ture vectors. We represent the feature space as a binary tree
that requiresO(logn). FVT is presented to the classification
algorithms for building classifiers. Finally, training Random
forest, SVM, CART, LR and DNN requires 5,296 ms, 4,750
ms, 4,076 ms, 899 ms and 6,322 ms respectively.

6.4 Experiment-II: performance of classifiers on
adversarial examples

In the following section, we discuss the performance of clas-
sifiers presented with adversarial samples. These evasive
applications are developed by injecting additional permis-
sions and app components. Additionally, we report the
attributes responsible for transforming malware apk’s to
legitimate applications.

6.4.1 Adversarial applications developed with similarity
measure

Table 4 shows the performance of different classification
models. It can be seen thatF1 for predicting applications
in the test set is in the range of 0.964-0.970. We randomly
selected 537 malicious applications from the test set and
determined the similarity with legitimate applications. Extra
permissions absent in malware samples but present in the
benign dataset were added to these malicious applications.
After submitting such tainted (adversarial) applications, the
average detection rate and false-positive rate of classifiers
obtained are 44.13% and 55.86% respectively. Overall 300
tainted malware samples were created from 537 malware
seed samples by merely altering permissions identical to
0.5% of benign applications.
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Table 4 Performance of
classifier on Adversarial
Examples developed using
Hamming Distance

Training Set
Classifiers A F1 P R

Before Attack

LR 0.964 0.958 0.975 0.943

RF 0.964 0.958 0.987 0.930

SVM 0.965 0.960 0.975 0.946

Test Set

LR 0.937 0.967 1.0 0.937

RF 0.931 0.964 1.0 0.931

SVM 0.942 0.970 1.0 0.942

FNR TPR #Evaded sample Mean attributes Standard

After Attack

altered deviation

55.86% 44.13% 300 7.02 6.108

Table 5 Permission-based attack on Deep Neural Network, adversarial
examples have high similarity (Hamming distance) with the legitimate
applications

Dropout A(%) F1(%) P(%) R(%)

Before Attack

0.6 98.38 98.25 99.08 97.32

FNR(%) A(%) F1(%) P(%) R(%)

After Attack

45.94 51.62 68.02 1.0 51.62

Similarly we simulated an identical permission-based
attack on a deep neural network. In this way, the statistics of
permissions in adversarial samples shoould be close to legit-
imate applications. The results in Table5 show a decrease
in F1 (68.02%) after the attack, consequently an increase in
45.94% of False Negative Rate is obtained. Overall, 300 mal-
ware samples in the test set evaded the detection by merely
changing 38 permissions in the malicious applications.

The distribution of evaded malware samples is shown in
Fig.9. It is seen that 50.27% malicious samples (270 nos.) can
bypass DNN by solely changing 1 to 5 permissions, 27.5%
adversarial samples evade detection by altering 6 to 10 fea-
tures. As opposed to this, 2 to 4 samples require the addition
of 20 permissions to escape detection.

In Fig. 10, we show permissions that are frequently
inserted majorly in adversarial samples. In particular, we
show the top 25 permissions injected in malware applica-
tions through which they escape detection.

Fig. 9 Number of evaded samples vs number of permissions inserted

Fig. 10 Inserted permissions in adversarial samples

6.4.2 Adversarial applications generated by estimating the
similarity with clusters of goodware

In the previous scenario, the similarity of malware appli-
cations reserved for generating adversarial samples (A) is
computed with all benign applications (B) which were not
part of the training set. The overall computational cost of
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estimating similarity using Hamming distance (discussed in
Sect.6.4.1) is O(A × B). In this experiment, using the K-
Means clustering approach, we createρ clusters of benign
samples (B). Now the distance of each malware sample inA
is computed with benign applications inρ centroids, hence
the complexity isO(A × ρ) which is less thanO(A × B).
The centroids are real-valued vectors. As the feature vectors
are in binary form, the centroids are converted to binary-
valued vectors using a sigmoid function. The thresholdτ for
the sigmoid function is considered. If a value of the sigmoid
function is greater thanτ , then the number is mapped to 1
otherwise is retained as 0. For example, let us consider cen-
troid of a cluster as [3.21, 5.13, 0.77, 6.71, 2.54, 1,78, 7.89,
4.62], and the threshold is assumed as 0.5. Thus, centroid is
transformed to binary vector as [0, 1, 0, 1, 0, 0, 1, 0]. In this
work, theτ is in the range of 0.5 to 0.6 obtained in increments
of 0.02. Experiments are conducted for different cluster size,
i.e.,k = 3, 5 and 10, shown in Table6.

From Table6, 100% evasion of adversarial samples are
obtained at threshold of 0.5 fork = 3, 5 and 10. The aver-
age number of permissions inserted for cluster sizek = 3
is higher compared tok = 5 and 10. Further, we observe
as threshold increases the average percentage of evasions
decreases.

6.4.3 Evaluation of poisoning attack on app components

In this scenario we randomly chose 537 malware applica-
tions from the test set and injected different components. The
results obtained is shown in Table7 and Table8. The highest
F1 and accuracy is obtained with Random forest, all other
classifiers report poor accuracy. One of the fundamental rea-
son is the lack of attributes to separate applications of target
classes. Generally, DNN needs a large number of features to
extract relevant attributes to perform precise prediction of the
presented samples. Thus, we see that the highest accuracy of
78.1% is obtained with a deep neural network which justifies
the lack of attributes for classification. Also, we observe that
merely increasing the number of app’s components in the
malicious application can easily deceive machine learning
and deep learning classifier. In particular, the increase in the
frequency of a particular component changes the direction
of classification and the learned hypothesis function cannot
appropriately predict the new applications.

6.4.4 Attacks using system calls

In this section, we create adversarial examples (AE) using
system calls to launch evasion attack (where the attacker aims
to affect the target model) and poisoning attack (adversary
has the access to training data, to influence model perfor-
mance). We simulate attacks on a set of machine learning
and deep learning models. For deceiving models, partic-

Table 6 Adversarial examples created using k-means clustering

Threshold Avg. Attributes Evasion FNR TPR
altered (%) (%) (%) (%)

No. of Cluster (k = 3)

0.5 55.1 100 100 0

0.52 0.95 87.15 87.15 12.84

0.54 1.14 77.74 79.08 20.91

0.56 1.33 84.91 96.64 3.35

0.58 1.38 74.23 85.72 14.27

0.6 1 38.36 38.91 61

Threshold Avg. Attributes Evasion FNR TPR
altered (%) (%) (%) (%)

No. of Cluster (k = 5)

0.5 12 100 100 0

0.52 0.84 90.8 98.92 9.66

0.54 0.84 73.03 76.05 33.81

0.56 0.84 73.7 78.69 21.3

0.58 1.38 45.47 48 14.27

0.6 0.707 54.45 67.03 32.9

Threshold Avg. Attributes Evasion FNR TPR
altered (%) (%) (%) (%)

No. of Cluster (k = 10)

0.5 6.47 1 1 0

0.52 0.89 75.34 90.33 9.66

0.54 0.92 59.01 66.18 33.81

0.56 0.51 40.94 46.03 53.96

0.58 0.95 37.7 43.66 56.33

0.6 1 48.41 64.67 35.32

Table 7 Performance of classifier on evasive malware variants injected
with app components

Training Phase
Classifier A (%) F1(%) P(%) R(%)

Before Attack

LR 75.86 76.14 66.14 89.7

RF 86.42 84.76 81.78 87.96

SVM 81.97 78.16 81.44 75.13

Testing Phase

LR 89 94.18 100 89

RF 88.1 93.67 100 88.1

SVM 74.05 85.09 100 74.05

After Attack

FNR TPR Evaded sample

90.13% 98% 484
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Table 8 Performance of DNN on evasive malware variants injected
with app components

Drop out A F1 P R

Before Attack

0.5 78.21% 79.98% 68.75% 95.6%

FNR A F1 P R

After Attack

100% 0% 0% 0% 0%

ularly SVM, Random forest, dense neural networks and
1D-Convolutional Neural Network (1D-CNN). The detailed
configuration deep neural network (DNN) and 1D-CNN is
presented in Table9. We assume that the attacker has partial
knowledge about the system, in this context the classification
algorithms. However, the attacker has access to alternate mal-
ware dataset from public repositories. With these capabilities,
the adversary is capable of deriving discriminant features and
use a subset of attributes to create evasive malware variants.
In particular for simulating this form of attack, discrimi-
nant attributes from the training set are obtained employing
SelectKBest (SK) andRecursive Feature Elimination(RFE)
methods from sklearn.feature_selection mod-
ule. Moreover, for each app,n-gram profiles are created, then
each file is represented as uni-gram and bi-grams of sys-
tem calls.n-grams have been extensively studied in malware
detection [37] [1], and have proven to efficiently identify
malicious samples from a collection of large examples con-
sisting of both malware and goodware. Figure11provides the
difference in the distribution ofn-grams (system call grams)
in malware and benign applications.

Before applying attribute selection methods, we trimmed
the feature space by eliminatingn-grams with a score less
than or equal to 0.0001. Later, features are further synthe-
sized usingSelectKBest andRecursive Feature Selection. In
the case of uni-gram 96 system calls are reduced to 83, and
finally, 56 uni-grams are extracted through feature selection
methods. Likewise, out of 2,364 bi-grams, 166 call grams are
chosen using the threshold and finally, 83 call sequences are
obtained with attribute selection methods.

We performed the prediction on 10% of randomly selected
malware samples (T ) excluded from the training set by
appending discriminant system calls. We set the maximum
attack iteration (Imax ) to 30%, which means discriminant
system calls are repeated at the end of each sampleτ ∈ T
which satisfies the condition that|τ | + gram ≤ Imax . To
evaluate the efficacy of the evasion attack we measured the
amount of system call gram added to each fileτ : the percent-
age of calls appended to the file is in the range of 5%-30% ,
while the inserted ones in increments of 5%.

(A) Evasion attacks using system call
We performed the experiments with 247 randomly selected

malware samples as the test set (10% of applications). Fig-
ure12provides the results attained by progressively append-
ing system calls to the samples in the test set. Before the
attack, the F1-measure of uni-gram models (SVM-SK,SVM-
RFE, RF-SK AND RF-RFE) are 0.952, 0.950, 0.981 and 0.99
respectively. A significant drop in F1 is observed for each
model (refer Fig.12a) by adding 5% of system calls to each
file in the test set. Overall, F1 of the model after the attack is
observed between 0.10 to 0.15.

While in the case of bi-gram model, F1 score for the above
mentioned classifiers are in range of 0.961 to 0.988 (also
shown as 0% in Fig.12b). We see a marginal drop in F1 for
RF-RFE model and a maximum overall drop of 1.6% after
the attack. Notably, adding call sequences to uni-gram mod-
els is effective compared to bi-gram ML models. We also
observe that RF-RFE model trained on RFE features can
withstand an evasion attack. RFE being a wrapper-type fea-
ture selection algorithm utilizes a classification algorithm to
measure the importance of attributes. As the stability of RFE
depends primarily on the wrapper(classification algorithm),
thus relatively improved outcome is obtained with Random
Forest (RF). The superior performance of Random Forest is
attributed to the fact that the relevant attributes are filtered by
bootstrapping the samples and features. In this way, several
decision trees are created which contribute to computing the
model performance.

Figure12(c) present the results of Deep neural network
(DNN) and 1D-CNN on evasion attack. For DNN F1 drops
from 0.967 to 0.375 and 0.562 respectively adding extra 5%
system calls in each malware samples in the test set. The
classifier performance is severely affected by increasing the
number of system calls being added to files. Here, we observe
that a significant misclassification is obtained, however, the
rate of misclassification for bi-gram models are compara-
bly less than models trained on uni-grams. Additionally, we
evaluated the robustness of 1D-CNN; results are shown in
Fig. 12d. The evaluation was conducted on variable stride
length which can be considered asn-grams. Before the attack,
the F1 scores on distinct strides are 0.9788, 0.981 and 0.9815
respectively. However, after the evasion attack malware sam-
ples were wrongly labelled as legitimate, thus the drop in F1
by padding 5% discriminant system calls to each file are
5.88%, 2.06% and 2.75% respectively. On comparing indi-
vidual models, it can be seen that the 1D-CNN offer higher
resistance to evasion attacks. 1D-CNN can derive robust
features without the use of a complex feature engineering
process, and have a computational complexity ofO(K .N ),
whereK is the kernel andN is the size of the input.

(B) Poisoning attack using system call
In the following paragraphs, we discuss the evaluation of the
poisoning attack. We simulate the behaviour of an adversary
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Table 9 Configuration of DNN and 1D-CNN

Model Input Layers Hyperparameters

DNN (Uni-gram) 96 Layer - 1 (Hidden) Learning rate = 0.0001

Dense(128) + Dropout(0.1) + BatchNormalization Epochs = 100,

Layer - 2 (Hidden) Batch size = 16

Dense(256) + Dropout(0.2) + BatchNormalization Optimizer = Adam

Layer - 3 (Hidden) Hidden layer activation = Relu

Dense(512) + Dropout(0.3) + BatchNormalization Output layer activation = sigmoid

DNN (Bi-gram) 2364 Layer - 1 (Hidden) Learning rate = 0.0001

Dense(64) + Dropout(0.1) + BatchNormalization Epochs = 50,

Layer - 2 (Hidden) Batch size = 16

Dense(32) + Dropout(0.2) + BatchNormalization Optimizer = Adam

Layer - 3 (Hidden) Hidden layer activation = Relu

Dense(16) + Dropout(0.3) + BatchNormalization Output layer activation = sigmoid

1D-CNN (Stride 1 -3) 101681 Layer - 1 (Embedding) Learning rate = 0.0001

Embedding(32) Epochs = 30,

Layer - 2 (Hidden) Batch size = 8

Conv1D(128) Optimizer = Adam

Layer - 3 (Hidden) Kernel size = 3

MaxPooling1D Hidden layer activation = Relu

Layer - 5 (Hidden) Output layer activation = Sigmoid

Conv1D(256)

Layer - 6 (Hidden)

MaxPooling1D

Layer - 7 (Hidden)

Conv1D(512)

Layer - 8 (Hidden)

MaxPooling1D

Layer - 9 (Hidden)

Dense(10)

who manipulates a subset of malware files in the training
set by appending a set of selected system call sequence
(extracted using feature selection methods). The overall
objective is to maximize the classifier confidence in labelling
malicious file as legitimate, or in other words, increase the
probability of tainted samples classified as benign. An alter-
nate scenario of poisoning attack is the label flipping attack,
here the adversary deliberately swaps the original label of a
sample with the target class label. In our study we focused on
developing poisoned samples by adding extraneous system
call to selected malware seed samples. Figure13presents the
results of poisoning attack.

Practical use case of poisoning attack in malware detec-
tion domain is crowd-souring the malware apps for labelling
and generating its signatures. Under such circumstances, a
dishonest user can manipulate the samples or intentionally
modify the label. However, the attack can be defeated in the
presence of a large number of legitimate users, where the

class label of a suspect file is decided relying on majority
voting. Mimicking such a scenario we intended to poison
a very small fraction of malwares in the training set. Fig-
ure13(a) provides the outcome of ML classifiers on padding
uni-grams. We observe here that a small fraction of samples
in the test set is misclassified. The overall drop in average
F1 for the RF-RFE and RF-SK is 0.068%, 0.25% respec-
tively. Likewise, in the case of SVM-SK and SVM-RFE the
average drop in F1 are 3.32% and 1.596%. We can conclude
that Random forest models are highly resistant to adversarial
attack, specifically, the performance of RFE trained models
show improved results with respect to the models trained on
SelectKbest attributes.

Similar trends in the results are obtained for bi-gram mod-
els (refer Fig.13b. For SVM-SK classifier the difference in F1
falls in the range of 0.004 to 0.006 compared with the model
in the absence of a poisoning attack, where the F1 is 0.963. In
the case of SVM-RFE the average change in F1 for the entire
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(a) (b)

(c) (d)

Fig. 11 System call gramsa uni-gram SelectKBestb uni-grams RFEc bi-gram SelectKBest andd bi-gram RFE

range of padded system calls (i.e., 5% to 30%) is 0.575%
with the standard deviation of 0.0006. A very small spread
in the F1 values indicates the ineffectiveness of poisoning
attacks. Identical observations can be made for Random for-
est models (RF-RFE and RF-SK), where the spread of F1
across a different range of padding is 0.00035 and 0.00031
respectively.

Figure13(c) and (d) show the performance of DNN and
1D-CNN. It is evident from these figures that the attack is
not severe, and a marginal drop is observed when malware
samples are padded with system calls in a larger amount.
However, a clear trend is not noticed in the case of deep
learning models. Training set with tainted samples in certain
cases also improves the classifier results. On investigating the
confusion matrix we found that for larger padding size mal-
ware samples that were previously misclassified were now
precisely detected by DNN. It is intuitive that malicious data
points statistically closer to the legitimate files are now accu-
rately detected.

7 Evaluation on obfuscated samples

Software developers obfuscate the source code of applica-
tions to avoid manual analysis and violations of intellec-
tual property. Instead, malware writers use obfuscation to
keep new variants of original malicious applications being
detected. A vast majority of malware variants have less than
2% difference in code [22]. Anti-malware products employ-
ing pattern matching techniques fail to detect obfuscated
files. By forcing an application to execute in an emulated
environment, and monitoring system call invocation, obfus-
cated samples are identified. To generate obfuscated malware
variants, we make use of an open-source obfuscator known as
Obfuscapk [5]. Obfuscapk supports obfuscation techniques
like trivial, renaming, encryption, code reorder and reflection.
As the first step, we looked at detecting obfuscated samples
in the dataset. In this step, we represented system call invo-
cation of a file as a system call co-occurrence matrix of size
m×m, wherem is the number of unique calls. Each element
in the matrix corresponds to the occurrence of a pair of calls.
The call frequencies are normalized and mapped to pixels
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(a) (b)

(c) (d)

Fig. 12 Evasion attack usinga uni-gram SelectKBestb bi-gram RFEc Deep neural network andd 1D-CNN

Table 10 Evaluation of obfuscated malware using system call images

Approach Accuracy Precision Recall F1 Time

Train-Test 0.966 0.936 0.980 0.957 27sec

CV 0.960 0.928 0.972 0.949 33 sec

by multiplying the normalized values with 255. Finally, the
system call images corresponding to malware and benign set
are used for training the 2D-CNN model for prediction. We
chose CNN for developing the model as it extracts relevant
patterns in images even if they are not fixed. To be precise,
CNN is spatially invariant to patches of a given image. This
is fundamental to code obfuscation where the blocks of code
in the program are randomly rearranged by the obfuscator
using branch instructions. Table10 shows the identification
of obfuscated malware usingtrain_test_spli t and stratified
ten-fold cross-validation (CV) approach.

We can observe that the highest F1 obtained by transform-
ing apps into a system call co-occurrence matrix is 0.959.
Analysis of co-occurrence matrix revealed the presence of
a large number of contiguous blocks of black regions indi-
cating the existence of zeros in this matrix. To improve the

detection, we addressed the problem by transforming mal-
ware as gray-scale images, similar to the approach in [31].
In this context, we map raw bytes of .dex files to pixels and
apply image processing techniques. Initially, we investigated
training ML models on images, especially on image textures
extracted using a bank of Gabor filters formed by varying
the kernel size, standard deviation, angle, wavelength and
aspect ratio. As the feature extraction and training was com-
putationally expensive, we considered employing 2D-CNN,
which extracts features without manual intervention from
raw malware binaries. For retaining the semantic informa-
tion of an image, pairwise probability of bytes(pixels) were
estimated. Subsequently, the probabilities are transformed
into pixel values between 0-255. As a consequence, each
apk is converted to a fixed size image (256×256). We train
tuned Convolutional Neural Network (CNN) (learning rate
= 0.0001, momentum= 0.9, epoch= 100 and batch size=
32) on the generated images of malware and benign samples.
The topology of the network is presented in Table11.

Malware samples used in the previous experiments (refer
Section 6.1) [7] are obfuscated, and the performance of the
CNN model is estimated under four scenario (a) malware
(M) vs benign (B) (b) benign (B) vs obfuscated malware
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(a) (b)

(c) (d)

Fig. 13 Poisoning attack employinga uni-gram SelectKBestb bi-gram RFEc Deep neural network andd 1D-CNN

Table 11 Architecture of CNN Layers Filter size Input Shape Output Shape Activation

Conv-1 64(3*3) (64,64,1) (none,62,62,64) ReLU

MaxPooling-1 (2*2) (none,62,62,64) (none,31,31,64) -

Conv-2 64(3*3) (none,31,31,64) (none,29,29,64) ReLU

MaxPooling-2 (2*2) (none,29,29,64) (none,14,14,64) -

Dense-1 (none,128) ReLU

Dense-2(binary) (none,1) Sigmoid

Dense-2(categorical) (none,14) Softmax

(M⊥) (c) malware(M) vs obfuscated malware(M⊥) and
(d) malware family class (FC). Figure14shows the classifi-
cation of obfuscated malware family classification. Through
this experiment we conclude that CNN accurately labels each
sample in the test set to the appropriate obfuscation class.
Table12presents the results obtained using 2D-CNN.

8 Discussion

In this study, we show that machine learning classifiers are
vulnerable to adversarial attack. ML-based Malware detec-
tors trained on static features such as permissions, APIs

and applications components can be easily attacked by care-
fully generating perturbed apps having statistical similarity
with legitimate apps. Generally, the vector corresponding
to an application is represented with boolean values. Iter-
ative addition of features (permission, hardware feature and
intents, etc) generates evasive applications with minimal
effort without compromising app functionality. In this con-
text, an attacker must modify selected attributes with a value
0 to 1. Further, changing minimum subset of attributes will
force linear classifier such as logistic regression, SVM (linear
kernel) to misclassify files in the test set. However, significant
attempts are required to bypass the classifier trained with the
sequence of system calls, as values of features are continu-
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Table 12 Performance of CNN
using different proportion of
training and test set

Data Split M vsB B vsM⊥ M vsM⊥ FC
A F1 A F1 A F1 A F1

70:30 0.996 0.995 0.987 0.989 0.997 0.996 0.997 0.997

80:20 0.994 0.994 0.995 0.996 0.998 0.998 0.996 0.996

90:10 0.995 0.995 0.995 0.990 0.999 0.999 0.997 0.996

Fig. 14 Classification of obfuscated malware variants

ous. This require padding of larger amount of discriminant
calls sequence to each malware sample. Intuitively it means
that the modified applications will spend large execution time
compared to its normal functionality. It is worth mentioning
that such suspicious apps will be easily detected by monitor-
ing the power consumption and heat dissipated of the smart
device. Further, if we think in the context of designing intel-
ligent anti-malware systems, adversarial samples generated
by augmenting large number of call sequences would delib-
erately force the application execute longer on the device.
Thus, anti-viruses making use of simple heuristic such as the
utilization of memory (virtual memory, cursor, dalvik ), CPU
usage, number of processes created, etc, would identify such
applications.

Poisoning attack using static features can be easily sim-
ulated, but considerable efforts are needed for injecting
dynamic features. Especially in all cases, we observed that
Random forest and non-linear classifiers such as DNN and
1D-CNN are difficult to be attacked. Besides CNN shows a
good detection rate in identifying modified malicious sam-
ples and obfuscated samples, as its convolution operation is
capable of identifying repeated patterns in different regions
of files, be it a chunk of system call sequence or byte stream.
Another important observation emerged from our experi-
ments is that the knowledge of the feature set plays a very
significant role in creating adversarial samples. Randomly

selecting attributes and injecting them into applications does
not create a successful attack.

An attack can be practically demonstrated by modifying
the decompiled source of a malicious app. Top-weighted
features comprising permissions, APIs and app components
can be inserted into the decompiled code. By progressively
adding features in the AndroidManifest.xml and rebuilding
it, and later resigning the app creates a modified version
with extraneous attributes. In our approach feature addition
is considered for maintaining functionality of the applica-
tion. Although, in the case of APIs, we can shield the call
to specific API by substituting the characters by applying
mono-alphabetic substitution (identical to additive cipher).
Here our implication is to replace a character with a new char-
acter based on the specific substitution key. This will generate
an encoded representation of the API. Logically, creating a
modified version of encoded API in this way resembles the
creation of an obfuscated application. To maintain the func-
tionality a decoder module can be plugged in the app, which
regenerates the API call name at runtime. Further the original
API is invoked through Java reflection. However, an evasion
attack created by the above-mentioned strategy using API
modification would fail while performing dynamic analysis,
as the classifier designed on dynamic attributes can identify
the call to decoded APIs during runtime. We left the imple-
mentation as an open research problem, which we plan to
address in our future work.

Relying on the lessons learnt by conducting our exper-
iments, in future we plan to propose countermeasures for
evasion attack. Following are our proposal:

– AddressN class problem asN + 1 class problem. This
means we must develop a proactive system wherein the
designers of the anti-malware system must simulate the
behaviour of an adversary. By doing this, a large collec-
tion of adversarial samples can be approximated. A set
of created samples can be used to augment the training
set. In other words, classifiers are trained using malware,
benign and adversarial examples.

– Development of ensembles of classifiers randomly trained
on subset of attributes that periodically are modified dur-
ing the re-training process. As the knowledge of features
is critical for crafting attacks, it will hinder attack tac-
tics as an adversary is unaware of classifier revision and
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Table 13 Resume of the Related Work

Paper Contributions

Patel and Buddadev [33] Hybrid Android malware detection Permissions and behaviour-based features Rule generation

Wang et al. [46] Hybrid malware detector Detection of zero days

Damodaran et al. [16] Comparative analysis on malware detection system Static, dynamic, and hybrid analysis

Wu and Hung [47] Static and dynamic features

Saracino et al. [38] Experiment on KNN classifier

Li et al. [27] Malware detection by mining permission SVM and decision trees for classification

Chuang and Wang [15] Classification with frequency of API calls

Burguera et al. [11] Dynamic analysis of Android apps Two means clustering algorithm

Dimjašević et al. [18] Detection of Android malware through system calls

Afonso et al. [2] Detection of Android malware API calls and system call traces

Garcia et al. [21] Detection of Android malware Categorized Android API usage, reflection-based features, and
Features from native binaries of apps

Tam et al. [43] Reconstructing behaviors of Android malware Observing system calls

Almin and Chatterjee [4] Analysis of permissions Clustering and classification techniques

Kim et al. [25] Android malware detection Opcode features, API features, strings, permissions, app’s
Components, and environmental features

Sun and Qian [41] Malware detection model-based on RNN and CNN

Ni et al. [32] Opcode sequences, malware visualization, and deep learning

Saxe and Berlin [39] Deep neural network Static features

Karbab et al. [24] Deep learning techniques Raw sequences of API method calls

McLaughlin et al. [29] Static analysis Raw opcode sequence from a disassembled program

Vinayakumar and Soman [45] Comparison of deep neural networks(DNNs) andMachine learning algorithms for static malware
detection

Le et al. [26] Malware classification method using Visualization and deep learning

Agarap and Pepito [3] Convolutional deep learning models

Sl and CD [36] CNN based windows malware detectorAPI calls

Martinelli et al. [28] Convolutional neural network System calls

Xiao et al. [48] Backpropagation neural network

Chen et al. [14] Two-phase detection system

Xu et al. [49] Genetic programming

Evading PDF malware classifiers

Chen et al. [13] Evaluation of standard classifiers

Grosse et al. [23] Adversarial crafting attacks on neural network

Chavan et al. [12] Experiments on permissions Binary and multiclass classification

Demontis et al. [17] Adversary-aware machine learning detector

Pierazzi et al. [35] Formalization of problem-space attacks Relationships between feature space and problem space

the features used to model the classifiers. Notably, the
conclusion for assigning the labels for a sample under
consideration could be based onO R operations, which
means that if anyone among the pool of classifiers labels
the sample as malware and all the others as legitimate,
the target class label will be concluded as malware.

– Building classifier using a set of attributes that are diffi-
cult to be modified. This would restrict the attack surface
as a modification to the aforementioned feature would
affect the functionality of the program.

9 Conclusion and future work

In this paper, we present a study on malware detectors based
on machine and deep learning classifiers, consisting of two
experiments. In the first experiment, we propose a hybrid
approach for malware detection, that lets us conclude that
hybrid analysis increases the performance of classifiers con-
cerning the independent features. The results show that with
static features the SVM algorithm produces the best out-
comes, and this corroborates the evidence provided by the
literature. With regards to the dynamic analysis, the RF algo-
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rithm showed better results, while the highest performances
with the hybrid approach were obtained with CART and
SVM algorithms. We extended our study by investigating the
performances of the deep neural network, which also show
that the hybrid features produced improved results.

In addition, we examined how evasion and poisoning
attacks deteriorate the robustness of the classifiers. We
showed that the evasion attack severely affects classifier
performance with static features, however, evasive exam-
ples created using system calls (dynamic analysis) adversely
affected the classifier outcome. We show a large collection
of adversarial examples which are able to prevent from the
detection. Concerning the classifiers, we observed that Ran-
dom Forest and CNN offer a good resistance to adversarial
attacks.

In the future, we will evaluate the performances of diverse
deep learning models using multiple datasets. Additionally,
we would like to test the reliability of classification systems
on adversarial attacks trained on malware images techniques.
In particular, we would like to explore how neurons in each
layer participate in the feature extractor process.
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18. Dimjašević, M., Atzeni, S., Ugrina, I., Rakamaric, Z.: Evaluation
of android malware detection based on system calls. In: Proceed-
ings of the 2016 ACM on International Workshop on Security And
Privacy Analytics, pp. 1–8. (2016)

19. Dong, Y., Liao, F., Pang, T., Su, H., Zhu, J., Hu, X., Li, J.: Boost-
ing adversarial attacks with momentum. In: Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition,
pp. 9185–9193. (2018)

20. Gandotra, E., Bansal, Di., Sofat, S.: Malware analysis and classi-
fication: a survey. J. Inf. Secur.2014 (2014)

21. Garcia, J., Hammad, M., Malek, S.: Lightweight, obfuscation-
resilient detection and family identification of android malware.
ACM Trans. Softw. Eng. Methodol. (TOSEM)26(3), 1–29 (2018)

22. Greengard, S.: Cybersecurity gets smart. Commun. ACM59(5),
29–31 (2016)

23. Grosse, K., Papernot, N., Manoharan, P., Backes, M.l, McDaniel, P.:
Adversarial examples for malware detection. In: European Sym-
posium on Research in Computer Security, pp. 62–79. Springer,
Cham (2017)

24. Karbab, E.B., Debbabi, M., Derhab, A., Mouheb, D.: MalDozer:
automatic framework for android malware detection using deep
learning. Digit. Investig.24, S48–S59 (2018)

25. Kim, T.G., Kang, B.J., Rho, M., Sezer, S., Im, E.G.: A multimodal
deep learning method for android malware detection using various
features. IEEE Trans. Inf. Forensics Secur.14(3), 773–788 (2018)

26. Le, Q., Boydell, O., Namee, B.M., Scanlon, M.: Deep learning at
the shallow end: malware classification for non-domain experts.
Digit. Investig.26, S118–S126 (2018)

27. Li, J., Sun, L., Yan, Q., Li, Z., Srisa-An, W., Ye, H.: Significant
permission identification for machine-learning-based android mal-
ware detection. IEEE Trans. Ind. Inf.14(7), 3216–3225 (2018)

28. Martinelli, F., Marulli, F., Mercaldo, F.: Evaluating convolutional
neural network for effective mobile malware detection. Procedia
Comput. Sci.112, 2372–2381 (2017)

29. McLaughlin, N., del Rincon, J.M., Kang, B.J., Yerima, S., Miller,
S., Sakir, S., et al.: Deep android malware detection. In: Proceed-
ings of the Seventh ACM on Conference on Data and Application
Security and Privacy, pp. 301–308. (2017)

30. MonkeyRunner:https://developer.android.com/studio/test/
monkey

31. Nataraj, L., Karthikeyan, S., Jacob, G., Manjunath, B.S.: Malware
images: visualization and automatic classification. In: Proceedings

123

http://arxiv.org/abs/1801.00318
https://ibotpeaches.github.io/Apktool/install/
http://arxiv.org/abs/1904.00735
https://developer.android.com/studio/test/monkey
https://developer.android.com/studio/test/monkey


170 M. L. Anupama et al.

of the 8th International Symposium on Visualization for Cyber
Security, pp. 1–7. (2011)

32. Ni, S., Qian, Q., Zhang, R.: Malware identification using visualiza-
tion images and deep learning. Comput. Secur.77, 871–885 (2018)

33. Patel, K., Buddadev, B.: Detection and mitigation of android
malware through hybrid approach. In International symposium
on Security in Computing and Communication, pp. 455–463.
Springer, Cham, (2015)

34. Pendlebury, F., Pierazzi, F., Jordaney, R., Kinder, J., Cavallaro, L.:
TESSERACT: eliminating experimental bias in malware classifica-
tion across space and time. In: 28th USENIX Security Symposium
(USENIX Security 19), pp. 729–746. (2019)

35. Pierazzi, F., Pendlebury, F., Cortellazzi, J., Cavallaro, L.: Intrigu-
ing properties of adversarial ML attacks in the problem space. In:
Proceedings of IEEE Symposium on Security and Privacy, 2020,
pp.1332–1349. IEEE (2020)

36. SL, S.D., Jaidhar, C.D.: Windows malware detector using convolu-
tional neural network based on visualization images. IEEE Trans.
Emerg. Top. Comput. (2019)

37. Santos, I., Penya, Y.K., Devesa, J., Bringas, P.G.: N-grams-based
file signatures for malware detection. ICEIS9, 317–320 (2009)

38. Saracino, A., Sgandurra, D., Dini, G., Martinelli, F.: Madam: effec-
tive and efficient behavior-based android malware detection and
prevention. IEEE Trans. Dependable Secure Comput.15(1), 83–
97 (2016)

39. Saxe, J., Berlin, K.: Deep neural network based malware detec-
tion using two dimensional binary program features. In: 2015 10th
International Conference on Malicious and Unwanted Software
(MALWARE), pp. 11–20. IEEE (2015)

40. Sen, S., Aydogan, E., Aysan, A.I.: Coevolution of mobile malware
and anti-malware. IEEE Trans. Inf. Forensics Secur.13(10), 2563–
2574 (2018)

41. Sun, G., Qian, Q.: Deep learning and visualization for identifying
malware families. IEEE Trans. Dependable Secure Comput. (2018)

42. Surendran, R., Thomas, T., Emmanuel, S.: GSDroid: graph signal
based compact feature representation for android malware detec-
tion. Expert Syst. Appl.159, 113581 (2020)

43. Tam, K., Khan, S.J., Fattori, A., Cavallaro, L.: Copperdroid: auto-
matic reconstruction of android malware behaviors. In: Ndss.
(2015)

44. Ucci, D., Leonardo, A., Roberto, B.: Survey of machine learn-
ing techniques for malware analysis. Comput. Secur.81, 123–147
(2019)

45. Vinayakumar, R., Soman, K.P.: DeepMalNet: evaluating shallow
and deep networks for static PE malware detection. ICT Express
4(4), 255–258 (2018)

46. Wang, X., Yang, Y., Zeng, Y., Tang, C., Shi, J., Xu, K.: A
novel hybrid mobile malware detection system integrating anomaly
detection with misuse detection. In: Proceedings of the 6th Inter-
national Workshop on Mobile Cloud Computing and Services, pp.
15–22. (2015)

47. Wu, W.C., Hung, S.H.: DroidDolphin: a dynamic Android mal-
ware detection framework using big data and machine learning. In:
Proceedings of the 2014 Conference on Research in Adaptive and
Convergent Systems, pp. 247–252. (2014)

48. Xiao, X., Wang, Z., Li, Q., Xia, S., Jiang, Y.: Back-propagation
neural network on Markov chains from system call sequences:
a new approach for detecting Android malware with system call
sequences. IET Inf. Secur.11(1), 8–15 (2017)

49. Xu, W., Qi, Y., Evans, D.: Automatically evading classifiers. In:
Proceedings of the 2016 Network and Distributed Systems Sym-
posium, vol. 10. (2016)

50. Xue, Y., Meng, G., Liu, Y., Tan, T.H., Chen, H., Sun, J., Zhang,
J.: Auditing anti-malware tools by evolving android malware and
dynamic loading technique. IEEE Trans. Inf. Forensics Secur.
12(7), 1529–1544 (2017)

51. Zhang, S., Xiao, X.: Cscdroid: Accurately detect android malware
via contribution-level-based system call categorization. In 2017
IEEE Trustcom/BigDataSE/ICESS, pp. 193–200. IEEE (2017)

52. Zhou, M.: A hybrid feature selection method based on fisher score
and genetic algorithm. J. Math. Sci. Adv. Appl.37(1), 51–78 (2016)

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

123



Received November 21, 2020, accepted February 24, 2021, date of publication March 10, 2021, date of current version March 29, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3065440

Blockchain-Based Secure Healthcare Application
for Diabetic-Cardio Disease Prediction
in Fog Computing
P. G. SHYNU 1, (Member, IEEE), VARUN G. MENON 2, (Senior Member, IEEE),
R. LAKSHMANA KUMAR 3, (Member, IEEE), SEIFEDINE KADRY 4, (Senior Member, IEEE),
AND YUNYOUNG NAM 5, (Member, IEEE)
1School of Information Technology and Engineering, Vellore Institute of Technology, Vellore 632014, India
2Department of Computer Science and Engineering, SCMS School of Engineering and Technology, Ernakulum 683576, India
3Head- Centre of Excellence for Artificial Intelligence and Machine Learning, Hindusthan College of Engineering and Technology, Coimbatore 641050, India
4Faculty of Applied Computing and Technology, Noroff University College, 4608 Kristiansand, Norway
5Department of Computer Science and Engineering, Soonchunhyang University, Asan 31538, South Korea

Corresponding author: Yunyoung Nam (ynam@sch.ac.kr)

This work was supported in part by the Korea Institute for Advancement of Technology (KIAT) Grant by the Korean Government through
Ministry of Trade Industry and Energy (MOTIE) (The competency development program for industry specialist) under Grant P0012724,
and in part by the Soonchunhyang University Research Fund.

ABSTRACT Fog computing is a modern computing model which offers geographically dispersed end-users
with the latency-aware and highly scalable services. It is comparatively safer than cloud computing, due
to information being rapidly stored and evaluated closer to data sources on local fog nodes. The advent
of Blockchain (BC) technology has become a remarkable, most revolutionary, and growing development
in recent years. BT’s open platform stresses data protection and anonymity. It also guarantees data is
protected and valid through the consensus process. BC is mainly used in money-related exchanges; now it
will be used in many domains, including healthcare; This paper proposes efficient Blockchain-based secure
healthcare services for disease prediction in fog computing. Diabetes and cardio diseases are considered for
prediction. Initially, the patient health information is collected from Fog Nodes and stored on a Blockchain.
The novel rule-based clustering algorithm is initially applied to cluster the patient health records. Finally,
diabetic and cardio diseases are predicted using feature selection based adaptive neuro-fuzzy inference
system (FS-ANFIS). To evaluate the performance of the proposed work, an extensive experiment and
analysis were conducted on data from the real world healthcare. Purity and NMI metrics are used to analyze
the performance of the rule based clustering and the accuracy is used for prediction performance. The
experimental results show that the proposed work efficiently predicts the disease. The proposed work reaches
more than 81% of prediction accuracy compared to the other neural network algorithms.

INDEX TERMS Fog computing, blockchain, clustering, classification, fuzzy, disease prediction.

I. INTRODUCTION
Enduring technical advancements provide significant oppor-
tunities for biomedical innovation and cost savings, but also
pose an obstacle for the integration of emerging technology
into medical treatment [1]. A considerable volume of work
is primarily focusing on smart healthcare to address conven-
tional healthcare limitations and satisfy rising expectations
for premium healthcare. Smart healthcare could be designed
and developed as a range of devices, tools, software, facilities,
and organizations with conventional healthcare, biosensors,
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connected apps, and smart emergency service systems [2].
The cornerstone of intelligent healthcare is IoT end nodes that
include a wide range of medical equipment and applications
that link to healthcare through the Internet. Fog computing
is an extension of cloud computing which can process and
archive vast quantities of data that IoT devices produce near
their origins.

A. MOTIVATION
Fog computing is considered to be one of the key tech-
nologies that contribute greatly to promoting IoT health-
care and surveillance applications as these systems are
latency-sensitive and real-time tracking, data processing, and
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decision making are critical criteria in healthcare applica-
tions such as servicing the elderly by home nursing, heart
care, diabetes and some other diseases. Health data is an
important topic because it includes essential, confidential
knowledge. With fog computing, the aim that patients take
care of their own health data locally is realized. Those safety
data are housed in fog nodes such as smart phones or smart
vehicles [13]. Fog computing provides tremendous advan-
tages for fog-based application which is prone to delay.
Hong et al., [12] introduced Mobile Fog, which is a globally
dispersed and latency-sensitive programming paradigm for
Internet applications. A variety of studies has looked into the
use of fog in health care. This motivates to develop the fog
based health care prediction.

B. PROBLEM STATEMENT
Health care contributors are widely implicit in producing
large volumes of information in a variety of formats, together
with records, economic papers, clinical test findings, imaging
tests, and vital sign assessments, etc., [10]. The compre-
hensive database created in care environments is expanding
rapidly, with healthcare information struggling from numer-
ous problems, with data access, and how information can
be obtained beyond the healthcare ability. Blockchain pro-
vides the ability to enhance the data’s authentication and
legitimacy. It also helps to disseminate data inside the net-
work or services. Such apps affect the cost, quality of data,
and importance of providing health care within the system.
Blockchain is a transparent, decentralized network without
the middleman [14]. Blockchain healthcare networks do not
need several verification rates which have access to data
for anyone who is part of the infrastructure of blockchain.
Data is rendered available to consumers and is transparent.
Such innovations will continue to overcome the numerous
problems facing the healthcare domain today.

Disease prediction is one of the main real-world problems
in healthcare domain. Many classification algorithms [31],
[33] are used to predicts the diseases accurately. Artificial
neural network (ANN) is one of the classification algo-
rithms. ANN is a massively computational parallel model
with self-adaptive and self-learning capabilities, because of
its large parallel structure; it takes more time to predict
the outcome. ANN is not appropriate for dealing with such
issues, such as ambiguous and imprecise data for which
problems of uncertainty may occur at any point of the process
of classification.

Fuzzy logic is used to resolve this issue in order to translate
the numeric input features into their corresponding linguis-
tic terminology. Based on linguistic properties such as low,
medium and high, each input function is transformed into
its corresponding membership values in this fuzzification
process. Similarly, from the input features, all linguistic char-
acteristics are extracted. By deciding the membership value
in different linguistic terms, fuzzy logic is also sufficient
to deal with the ambiguity problem. Adaptive Neuro Fuzzy

Inference System (ANFIS) is a hybrid model which adopts
the characteristics of ANN and fuzzy logic.

C. CONTRIBUTIONS
The objective of this paper is to develop the disease prediction
model using feature selection and ANFIS. Feature selection
is the one of the pre-processing technique which reduces
the size of the dimensionality of the dataset. This paper use
Cronbach’s alpha [41] for optimal feature selection.

The significant findings in this paper as follows:
• A semi-centralized Blockchain-based digital healthcare
network for the protection and sharing of patient data is
introduced to ensure safe and effective data storage and
data sharing.

• The rule-based clustering algorithm is used to group the
diabetic and cardio disease patient records.

• After this clustering, diabetic and cardio disease is pre-
dicted using Feature selection based ANFIS.

• Finally, the model is created to evaluate the performance
of the proposed work in terms of various metrics.

D. PAPER ORGANIZATION
The remaining of the paper is organized as follows: The
background of fog computing and blockchain explained
in section II and Section III describes the reviews of the
related work. Section IV explains the system and data model.
The proposed methodology is defined in Section V. The
experimental results are analyzed in Section VI and finally,
Section VII, concludes the paper.

Fog computing is considered to be one of the key tech-
nologies that contribute greatly to promoting IoT health-
care and surveillance applications as these systems are
latency-sensitive and real-time tracking, data processing, and
decision making are critical criteria in healthcare applica-
tions such as servicing the elderly by home nursing, heart
care, diabetes and some other diseases. Health data is an
important topic because it includes essential, confidential
knowledge. With fog computing, the aim that patients take
care of their own health data locally is realized. Those safety
data are housed in fog nodes such as smartphones or smart
vehicles [13]. Fog computing provides tremendous advan-
tages for fog-based application which is prone to delay.
Hong et al., [12] introduced Mobile Fog, which is a globally
dispersed and latency-sensitive programming paradigm for
Internet applications. A variety of studies has looked into the
use of fog in health care.

Health care contributors are widely implicit in producing
large volumes of information in a variety of formats, together
with records, economic papers, clinical test findings, imaging
tests, and vital sign assessments, etc., [10]. The compre-
hensive database created in care environments is expand-
ing rapidly, with healthcare information struggling from
numerous problems, with data access, and how information
can be obtained beyond the healthcare ability. Blockchain
provides the ability to enhance the data’s authentication
and legitimacy. It also helps to disseminate data inside the
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network or services. Such apps affect the cost, quality of data,
and importance of providing health care within the system.
Blockchain is a transparent, decentralized network without
the middleman [14]. Blockchain healthcare networks do not
need several verification rates which have access to data
for anyone who is part of the infrastructure of blockchain.
Data is rendered available to consumers and is transparent.
Such innovations will continue to overcome the numerous
problems facing the healthcare domain today.

Disease prediction is one of the main real-world
problems in healthcare domain. Many classification algo-
rithms [31], [33] are used to predicts the diseases accurately.
Artificial neural network (ANN) is one of the classification
algorithms. ANN is amassively computational parallel model
with self-adaptive and self-learning capabilities, because of
its large parallel structure; it takes more time to predict
the outcome. ANN is not appropriate for dealing with such
issues, such as ambiguous and imprecise data for which
problems of uncertainty may occur at any point of the process
of classification.

Fuzzy logic is used to resolve this issue in order to translate
the numeric input features into their corresponding linguis-
tic terminology. Based on linguistic properties such as low,
medium and high, each input function is transformed into
its corresponding membership values in this fuzzification
process. Similarly, from the input features, all linguistic char-
acteristics are extracted. By deciding the membership value
in different linguistic terms, fuzzy logic is also sufficient
to deal with the ambiguity problem. Adaptive Neuro Fuzzy
Inference System(ANFIS) is a hybridmodel which adopts the
characteristics of ANN and fuzzy logic.

The objective of this paper is to develop the disease
prediction model using feature selection and ANFIS. Fea-
ture selection is the one of the pre-processing technique
which reduces the size of the dimensionality of the dataset.
This paper use Cronbach’s alpha [41] for optimal feature
selection.

The significant findings in this paper as follows:
• A semi-centralized Blockchain-based digital healthcare
network for the protection and sharing of patient data is
introduced to ensure safe and effective data storage and
data sharing.

• The rule-based clustering algorithm is used to group the
diabetic and cardio disease patient records.

• After this clustering, diabetic and cardio disease is pre-
dicted using Feature selection based ANFIS.

• Finally, the model is created to evaluate the per-
formance of the proposed work in terms of various
metrics.

The remaining of the paper is organized as follows: The
background of fog computing and blockchain explained
in section II and Section III describes the reviews of the
related work. Section IV explains the system and data model.
The proposed methodology is defined in Section V. The
experimental results are analyzed in Section VI and finally,
Section VII, concludes the paper.

II. BACKGROUND
A. FOG COMPUTING
It is a distributed computing framework that expands the
network’s cloud infrastructure to the edge. It supports the
operation and configuration of data center and end-user pro-
cessing, networking, and storage facilities. Fog computing
generally comprises specifications of the software that oper-
ates between sensors and the cloud, i.e., smart access points,
routers or advanced fog devices, in both the cloud and edge
applications. Fog computing embraces agility, computational
power, networking protocols, the flexibility of the interface,
cloud convergence, and disseminated data analytics to meet
requirements of applications requiring short latency with
large and compact geographic delivery [3].

Cisco initially coined the word fog computing [6]. Open
Fog Consortium [7] describes fog computing as: ‘a horizon-
tal system-level architecture which distributes computation,
storing, controlling and networking tools and services every-
where in the Cloud to Things spectrum.’ The author in [8]
defined as, ‘‘A situation in which a vast amount of hetero-
geneous, omnipresent and autonomous computers interacts
and theoretically collaborate and with the network to execute
storage and processing activities without third-party inter-
vention. These activities may be to support simple network
operations or new technologies and applications operating in
a sandboxed environment’’.

The structure of fog computing is shown in Fig. 1. The
cloud layer, which is the cornerstone of fog computing,
conducts data virtualization, analysis, deep learning, and in
the proxies of the fog layer updates laws and patterns. The
proxy server acts as a web service and is more manageable.
A centralized data collection enables creditworthiness and
convenient data access through storing power within a cloud.
A data store situated in the center of the fog computing system
can be reached from both the computer layer and the fog
layer [4].

FIGURE 1. Fog computing structure [4].

Fog computing’s characteristics include location recogni-
tion and low latency, spatial reach, scalability, accessibility
support, real-time communications, convergence, interoper-
ability, web analytics support, and cloud interplay. Reduced
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network load, automatic connectivity assistance, context
awareness, no single fault point, improved market resilience,
low latency, local and large-scale delivery, reduced running
costs, versatility and heterogeneity are the benefits of fog
computing [5].

The Fog computing network has a wide range of appli-
cations. Fig 2 shows the applications supported by fog
computing.

FIGURE 2. Fog computing applications.

In this paper, fog computing is used in the healthcare
domain. Fog computing is a vital aspect of healthcare. It pro-
vides responses that are crucial in healthcare monitoring and
incidents in real-time. Furthermore, the integration with a
vast number with healthcare systems for remote collection,
distribution, and cloud retrieval of medical data involves a
secure network link that is not accessible.

B. BLOCKCHAIN
Blockchain is one of the most innovative technologies and a
digital wallet which retains track of transactions and events
occurring across the network, and whose integrity is ensured
via a peer-to-peer computing network, not by any centralized
entity that might eliminate the risk of a single central point.
It is composed of structured documents organized in a block
structure that includes transaction batches and previous key
hash. Every block is chronologically linked, and the data on
the Blockchain network is unchallengeable [9].

Any users have individual access rights in a blockchain
network to allow transactions that are modified throughout
the framework, known as consensus protocol [10]. For insert-
ing transactions, a blockchain uses SHA256 hash. The NSA
creates that, which is 64 characters large. All transactions are
registered in a blockchain network though not modifying or
manipulating the public ledger; Both transfers are distributed
to various users across the network to transfer and update the
data; a blockchain network may be duplicated to a separate
venue, for example, within the same ability or healthcare
distribution network, or as part of a regional or global data
exchange system.

The Blockchain’s data structure is a hierarchical set of
blocks shown in fig 3. Blocks are linked in the form of a
tuple, while the current block stores such values as previous
block hash, previous block Blockchain address etc. in its
header. Every block is composed of two components: header
and body. The header contains block number, previous block
hash value to preserve chain reliability, current block body
hash to protect transaction data integrity, timestamp, nonce,
blockchain block creator address and other requested detail.
Block bodies contain one or more transactions.

FIGURE 3. Block structure.

Decentralization, Durability, Transparency and Auditabil-
ity are primary aspects of Blockchain. Public, private and
consortium are kinds of Blockchain [11]. All archives are
available to the public in the public Blockchain so that anyone
may engage in the consensus process. Despite this, the con-
sensus mechanism of a cooperative network will require only
a collection of pre-selected nodes. As for private Blockchain,
only those nodes originating from a single entity will be
permitted to join the consensus process.

III. RELATED WORK
A. FOG COMPUTING IN HEALTHCARE
Health Fog framework is proposed in [15]. Fog computing is
used as an intermediate layer among the cloud and end-users.
Authors primarily focused on developing and addressing
data protection problems in healthcare systems in a scalable
way. Cloud access authentication agent is combined with
Health Fog to enhance the security of the network. Besides,
cryptographic features also specified to enhance Health Fog
efficacy. The remote control of the patient’s healthcare in
smart homes is introduced in [16] based on the principle
of fog computing at the intelligent access point. For han-
dle the patient’s real-time data at the fog layer, an event-
based approach is adopted for initiating data transmission.
The theory of immediate mining is used to evaluate incident
difficulties by calculating the index of the temporal health of
the victim.
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Gia et al. [17] improve the health management program by
leveraging the idea of fog computing at smart gateways offer-
ing specialized technologies and facilities such as distributed
data processing, centralized storage and network-side moni-
toring. The author selects the Electrocardiogram (ECG) fea-
ture extraction as a case study. The ECG signals are analyzed
with extracted features in smart gateways. Negash et al. [18]
focus on developing an intelligent e-health interface being
used in the Fog computing layer, linking a network of these
gateways, both for home use and hospital use. Gateway tech-
nologies are addressed and tested when applying fog.

The idea of Fog Computing in Healthcare IoT systems is
proposed in [19] via the creation of a Geo dispersed inter-
mediate layer of information among sensor nodes and the
cloud. A concept for the implementation of an intelligent
e-health interface is being introduced. An IoT-based prema-
ture caution score safety screening is introduced to demon-
strate the system’s efficacy in a health case study. In [20], the
authors propose a hierarchical computingmodel supported by
fog for remote IoT-based patient management systems. The
distributed computing system allows for the partitioning and
distributing of analytics and decision-making among the fog
and the cloud.

In a healthcare context, Alazeb and Panda [21] presented
two separate frameworks for using fog computing. The two
models are heterogeneous and homogeneous data from fog
modules. They suggest a unique approach for each model to
assess the harm done by malicious transactions so that actual
data may be retrieved, and transactions marked for potential
inquiry can be impacted. In [22], a novel architecture called
Health Fog is proposed to incorporate deep learning ensem-
ble into Edge computing devices and implemented it for
real-life implementation of automated cardio disease detec-
tion. It offers healthcare as a fog service using IoT devices,
handles heart patient information effectively, and comes as
app requests.

B. BLOCKCHAIN IN HEALTHCARE
Healthcare information-sharing network based onBlockchain
is proposed in [23]. The author uses two liberally-coupled
Blockchain to manage various forms of healthcare informa-
tion and also incorporates off-chain storage and on-chain
authentication to meet safety and authenticity criteria.
Liang et al., [24] suggest a revolutionary user-centric health
data exchange approach through the use of a decentral-
ized and approved Blockchain for guarding confidentiality
using the channel creation method and improve individu-
ality protection via the blockchain-based relationship pro-
gram. Evidence of validity and authentication is indefinitely
recoverable from the cloud database and embedded in the
blockchain network to protect the confidentiality of health
records inside each document.

A secure and privacy-conserving blockchain-based PHI
networking scheme was proposed in [25] for improving diag-
nosis in e-Health scheme. Private and consortium Blockchain
is developed through the creation of their information

structures and consensus mechanisms. The private ledger
manages the PHI while the ledger community keeps a
database of the robust indexes of the PHI.

Griggs et al., [26] propose smart, blockchain-based con-
tracts to enable secure medical sensor research and manage-
ment. The author built a network based on the Ethereum
protocol using a private blockchain where the sensors con-
nect with a mobile computer that calls smart agreement
and mark logs of every activity on the Blockchain. In [27],
a blockchain-based system is introduced for safe, interoper-
able, and proficient access by patients, clinicians, and third
parties to medical data while maintaining the confidentiality
of personal details of patients. Through an Ethereum-based
blockchain, it makes use of smart agreement to boost access
control and code obfuscation, using advanced cryptographic
methods for enhanced protection.

In [28], a novel framework for the storage of medical
data based on Blockchain was introduced. Users should
retain valuable data in perpetuity, so where interference is
alleged, the originality of the datamay be checked. The author
makes use of wise data management techniques and a num-
ber of cryptographic methods to protect user confidential-
ity. MedBlock, a blockchain-based information management
program, was introduced in [29] for managing information
from patients. The centralized MedBlock database in this
system allows or secure entry and storage of medical infor-
mation. The improved consensus process creates consensus
on medical history without significant energy consumption
and network congestion.

C. DISEASE PREDICTION
A novel Optimistic Unlabeled learning strategy was intro-
duced in [30], based on clustering and 1-class classification
method. This method initially clusters positive data, studies
1-class classifier models using clusters, selects negative data
intersection as the Stable Negative set, and finally uses binary
SVM (Support Vector Machine) classification algorithm.
In [31], a scheme called ensemble classification was investi-
gated, which is employed by combiningmultiple classifiers to
improve the precision of weak algorithms. The author applies
the algorithm for a medical dataset, demonstrating its early
utility in forecasting disease.

In [32], an appropriate segmentation and classification
method is presented to discern the progression of Alzheimer’s
disease, moderate neurological dysfunction, and common
objects of control correctly. A fusion segmentation method is
invented to perform segmentation using K-means clustering
and graph-cutting schemes. Depending on their character-
istics, the clustered regions are given labels for the classi-
fication analysis. Nilashi et al. [33] are developing a new
knowledge-based prediction method for diseases using clus-
tering, noise reduction, and simulation methods. Classifica-
tion and Regression Trees algorithm is used to produce the
knowledge-based system’s fuzzy rules.

An updated variant of K-Means based on density was
introduced in [34], which provides an innovative and logical

45710 VOLUME 9, 2021



P. G. Shynu et al.: BC-Based Secure Healthcare Application for Diabetic-Cardio Disease Prediction in Fog Computing

approach for choosing the early centroids. The algorithm’s
main concept is to pick data points that belong to dense
regions and which are appropriately segregated as the initial
centroids in feature space. This approach makes compara-
tively improved estimates of subtypes of cancer from evi-
dence regarding gene expression. A classification algorithm
for managing imbalanced datasets was introduced in [35]
based on the principle of information granulation (IG). This
algorithm assembles data from majority classes into granules
to balance the class ratio inside the data. This algorithm first
produces a collection of IGs using meta- heuristic methods
and applies the data classification algorithm.

An edge-cloud-based healthcare infrastructure is proposed
in [46] for real-time disease detection, monitoring, and recov-
ery. This approach does not consider the blockchain concept.
The proposed method uses blockchain for securing patient
health record.

IV. SYSTEM MODEL
This section explains the proposed system model and nota-
tions used in this model. In this model, the IoT medical
sensors are used to collect, patient health related data. The
fog nodes collect these data and send to medical analyzer
for disease analysis and prediction. Fig 4 shows the system
model. It contains five entities.

FIGURE 4. Proposed system model.

A. MEDICAL SENSOR DEVICES
Sensor devices can track human health parameters of various
sorts, whether wearable systems or embedded devices. Due
to their restricted computing and storage capacities, these
devices collect different types of health-related data and send
data that will be well managed to fog nodes.

B. FOG NODE
It is a simple platform for fog computing, which can be a
network computer that manages underlying machines using
processing resources, dedicated servers, or computational

servers. It collects the data from the medical sensor devices
and stores into a distributed ledger called Blockchain.

C. BLOCKCHAIN
It is a cooperative network used to monitor patient health
data and activity data status. No-one can access the network
without authorization. This is composed of a sequence of
blocks containing the previous hash block, status user health.

D. CLOUD
It is used for storage purposes. It stores encrypted patient
health information, and the authenticated medical analyzer
can access these encrypted data for further process.

E. MEDICAL ANALYZER
An authorized person who can access patient health informa-
tion. The analyzer can group the information into two: normal
patient and affected patient. The analyzer can also predict
whether the patient contains diabetic or cardio diseases.

Table 1 show the notations used in clustering and classifi-
cation process.

TABLE 1. Notations.

V. PROPOSED METHODOLOGY
This section explains the proposed Blockchain-based health-
care disease prediction with clustering and classification.

A. BLOCKCHAIN STORAGE
In the medical domain, control of access, validity, data con-
fidentiality and integration are essential to protecting the
identity of the patient and sharing data within the health-
care environment with other organizations. The traditional
way to achieve control of access usually implies confidence
among the data owner and the entities that store them. Such
agencies are also entirely assigned servers for identifying
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and implementing policies on access management. Interop-
erability is the capability of dissimilar information systems,
software or frameworks to link data between stakeholders in a
synchronized way, within and across organizational borders,
to improve individual safety. The provenance of data relates
to the historical record of the data and its sources, e.g., prove-
nance in health domain data may be to provide auditability
and consistency in the health record and to attain trust in the
electronic health record software framework. Data integrity is
the concept of data validity that concerns with the consistency
required of the information. That ensures the level to which
the intended data quality is achieved or surpassed decides
the validity of the report [36]. Blockchain technology has
several enticing features that can be used to enhance and
gain a higher degree of integration, sharing of knowledge,
access security, validity, and data transparency between the
stakeholders listed, while trying to move towards a novel
trust-building and sustaining infrastructure.

Blockchain can be described as a blockchain, capable of
storing stable and permanent transactions between parties.
Each block contains many elements including, user submitted
valid transactions, time-stamped batches, and the previous
block hash. A hash function is a function that transforms
the data, it is given into a fixed-length irregular form. The
timestamp reveals there must have been data at the time.
The previous block hash ties the blocks together and forbids
modification of any block or addition of a block between two
different blocks. Blockchains allow auditing and traceability
by connecting a new block to the previous one by using the
latter’s hash, and thereby creating a blockchain. The block
transactions are generated in a Merkle tree (Fig 5) where the
known root can be verified for each value of the leaf (transac-
tion). Any non-leaf node in the Merkle tree is the hash of the
values of its infant nodes. Searching for a transaction becomes
really quick through using Merkle tree. Instead of checking
the transactions linearly, the Merkle tree will determine more
quickly whether a transaction is found in the block or not.

FIGURE 5. Merkle tree structure in blockchain.

This paper considers the consortium type of Blockchain,
also known as semi-decentralized Blockchain. A consor-
tium blockchain is not provided as a private blockchain
to a single entity; it is conferred on a group of approved
entities instead. Additionally, the blockchain consortium is

a group of predefined nodes on the network. Consortium
blockchain, therefore, provides security, inherited from pub-
lic Blockchain. This gives a significant degree across the
network. Consortium blockchains are most commonly asso-
ciated with commercial use, as a consortium of the company’s
works together to use blockchain technologies to boost busi-
nesses. However, this kind of Blockchain may enable specific
group members to access or adopt a hybrid method of access.
The root hash and its Application Program Interface (API)
may be publicly accessible. External entities can, therefore,
use the API to conduct several inquiries and to obtain specific
information relating to the blockchain status. Table 2 shows
some properties [37] of consortium blockchain.

TABLE 2. Consortium blockchain property.

The authorized medical analyzer collects patient informa-
tion and predicts whether the patient contains diabetic or
heart-related diseases.

B. DISEASE CLUSTERING
Clustering is one of the unsupervised techniques in data
mining that deal with identifying groups inside a collection
in unlabeled data. It is used to partition a set of data into
different clusters, such that objects in the same group clus-
ter are strongly related and distinct from objects in another
cluster. Clustering technology has been widely accepted in
many technologies such as pattern detection, image process-
ing and pattern analysis of consumer transactions. It is essen-
tial during data analysis discovery and assessment, where
researchers seek to find fundamental features that appear
without previous knowledge of the data. However, the selec-
tion of appropriate clustering techniques and algorithms is
determined by an interpretation of the data structure, the form
of analysis to be carried out and the scale of the dataset.
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Cluster classification in the medical domain provides a
standardized, formalized approach for data discovery and
identifying clinically related groupings. Efficient clustering
methods are raising competition for costly health care ser-
vices. It helps doctors deal with the influx of knowledge,
and can assist with better facilities in strategic planning. The
findings of the clustering are used to research patient inde-
pendence or association and for more in-depth insight into
evidence frommedical surveys. All these advantages inspired
the researcher to construct clustering models for grouping
medical data.

Health data clustering raises a variety of new problems.
◦ Information overload – Developments in medical tech-
nology combined with high processing capacities are
increasing the volume of data generated and processed
in the healthcare sector. Discovery of knowledge and the
retrieval of information from these large databases are
difficult and prohibitively costly.
◦ Too many risk indicators are essential for decision-
making and are heterogeneous.
◦ High consumer knowledge of medical treatment and
improved life expectancy creates a rising demand for
better health services. Yet misdiagnosis and imprecise
care strategies arise with overworked and inexperienced
doctors, challenging working environments etc.
◦ Choosing a suitable clustering approach and an adequate
number of clusters in health care data can be challenging
and often complicated.

To address this challenge, a novel rule-based clustering
algorithm is proposed for the efficient cluster. This is a two-
stage algorithm: in the first stage, the rules are generated
based on patient information, and in the second stage, the
clusters are generated based on the rules.

The pseudo-code of the rule generation algorithm has been
given as follows.

This algorithm is suitable for a numerical data set. Initially,
the numerical value is converted into discrete value (Low,
Medium, and High) (steps 2- 12). Based on these values,
the candidate rules (13-19) are generated for further process.
This paper use frequency and threshold based rule generation.
Based on the requirements, the candidate rules are extracted.

Consider the 15 patients fasting blood sugar level, 120,
90, 70, 45, 100, 130, 50, 35, 138, 82, 90, 50, 120, 58, 140.
Table 3 shows the example.

Convert all the features values in the dataset. Count the fre-
quencies of each record. If the record frequency is more than
the Rthr (initially set 5 – 10 depending on the requirements),
then consider the record as candidate rule. The next stage is
clustering. The pseudo-code of the clustering algorithm has
been given as follows.

The candidate rules are divided into three parts
(L + R = C), i.e. left, right and a class variable. Based on
the C (class variable), cand+ and cand− rules are generated.
Positive and negative clusters are formed based on these
candidate rules if any record not matched with candidate rules
then it will be considered as an outlier record.

Algorithm 1 Rule Generation
Input: D
Output: RS
1: RS = ∅
2: for each Fi ∈ Feature do
3: distFi = get distinct value(Fi)
4: Sort(distFi)
5: Group distFi values into Low, Medium and High
6: end for
7: for each DRi ∈ DataRecord do
8: for each Fj ∈ Feature do
9: newAij = convert Aij into Low, Medium, High

based on Step 5
10: end for
11: end for
12: generate newDR based on newAij
13: Freq<R,C> = Find and Count Similar Records
14: candidate = Freq<R,C>∀ c > Rthr
15: If candidate 6= ∅
16: RS = candidate
17: else
18: RS = ∅
19: end if

TABLE 3. Data conversion example.

C. DISEASE PREDICTION
Processing of medical data is a critical topic that needs to
be accurate for disease prevention, diagnosis and processing.
Maintaining health records has been a pivotal scientific mis-
sion. Patient data comprising of specific disease-related char-
acteristics and symptoms will be reached with special caution
to ensure professional treatment. Because the information
stored in medical repository can include incomplete and
redundant information, that medical data is inefficient [38].
Until implementing data mining algorithms, it is essential to
contain effective data planning and reduction because this can
impact the mining performance. Disease diagnosis is quicker
and easier if the data is accurate, reliable and noise-free.

Selecting a feature is an effective pre-processing method
in data mining designed to reduce data dimensionality.
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Algorithm 2 Clustering
Input: D, RS
Output: Cls+, Cls−

1: cand+ = ∅, cand− = ∅
2: for each Ri ∈ RS do
3: Split Ri into three parts (L + R = C)
4: cand+ = L + R = C (rule with positive patients)
5: cand− = L + R = C (rule with negative patients)
6: end for
7: for each rec ∈ newDR
8: if (rec match with cand+) then
9: Cls +.add(rec)
10: else (rec match with cand-) then
11: Cls-.add(rec)
12: else
13: Out.add(rec)
14: end if
15: end for

Identifying the most severe disease-related risk factors is
very important in medical diagnosis. Specific recognition of
features helps delete unwanted, unnecessary features from
the dataset of the disease, resulting in a simple and improved
outcome. Classification and prediction is a technique of data
mining that initially utilize training data to create a training
model and then applies the resulting model to test data to
achieve predictive results. Diverse recognition systems have
been applied to disease data sets for diabetes and cardiovascu-
lar disease treatment. This paper proposes a Feature Selection
and use Adaptive Neuro-Fuzzy Inference System [39], which
adopts the characteristic of ANN and Fuzzy Logic for disease
prediction. Fig 6 shows the prediction model workflow.

FIGURE 6. Prediction work flow.

Feature selection is a commonly used data pre-processing
method in data mining that is essentially used to reduce
data by removing irrelevant and redundant features from the
dataset [40]. In addition, this method increases data inter-
pretation, improves information analysis, decreases learning
algorithm training times and increases prediction efficiency.

To collect more useful knowledge, different feature collec-
tion methods have been applied to the healthcare datasets.
The use of feature selection methods is performed on clin-
ical databases to predict various diseases. Different learn-
ing algorithms operate effectively and provide more reliable
outcomes if there are more important and non-redundant
attributes in the details. Given the vast number of redundant
and unnecessary features in the medical datasets, an effective
feature extraction strategy is required to mine fascinating
attributes specific to the disease.

This paper proposes an optimal feature selection algorithm
which uses Cronbach’s alpha [41]. The Cronbach alpha mea-
sures the consistency of features in a test, i.e. the test’s internal
consistency. It can be measured by,

Cα =
|F| · CVavg

Vavg + (|F| − 1) · CVavg
(1)

Where |F| = number of features, CVavg = average of covari-
ance, Vavg = average variance.
The pseudo-code of the feature selection algorithm has

beengiven as follows.

Algorithm 3 Feature Selection
Input: D
Output: SF (Selected Features)
1: pc =10, global_C α = 0, maxIter = 100
2: for i = 1 to pc do
3: popji = Random{0, 1}, j ∈ Fj
4: Cαi = 0
5: end for
6: for iter = 1 to maxIter do
7: for i = 1 to pc
8: compute Cronbach’s alpha (Ca) using (1)
9: if (Ca > Cαi) then
10: Cαi = Ca
11: end if
12: end for
13: maxCa = max(Cαi)
14: if (maxCa > global_ Cα) then
15: global_Cα = maxCa
16: SF = popi(index of maxCa)
17: end if
18: Replace the pop which contain lowest Ca
19: end for

Randomly generate the population using the random
function and assign alpha as zero (steps 2 – 5). An itera-
tive process is used to select optimal features (6-19). The
maximum iteration is set as 100. Compute Cronbach’s alpha
(using (1)) for each randomly generated population. Select
the maximum alpha value (step 13) and population if it is
more than global alpha then set selected features as popu-
lation (step 16). Change the population, which contains the
lowest alpha (step 17) repeat steps (6-19) until maximum
iteration reached. The selected features are used in the ANFIS
model to predict the disease.
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FIGURE 7. ANFIS architecture.

The ANFIS network is a neuro-fuzzy network developed
by Jang in 1993 [42]. Because of ANFIS ‘adaptive property,
some nodes obtain the same property, and after that, the out-
put comes based on the constraints that belong to those nodes.
For efficient optimization, two learning methods are used
to adjust constraints. Of convenience, the above-suggested
method should have 2-inputs and 1-output, and its rule base
includes two fuzzy if-then TSK [43] fuzzy model rules. This
TSK model generates fuzzy rules from the dataset input-
output. If x = A and y = B, z = f(x, y). Here, f(x, y) = flat
function that typically denotes a polynomial.

The ANFIS architecture is depicted in fig 7. The function
of each layer is defined below.
Layer 1: This layer is the membership layer which contains

adaptive nodes with node functions defined as

L1i = µAi (x) (i = 1, 2) (2)

L1i = µB(i−2) (y) (i = 3, 4) (3)

where x and y denote input nodes, A and B are linguistic
labels, µ(x), and µ(y) refer to membership functions.
Layer 2: This layer adopts the ‘set node’ property and

each node is labeled with a ring symbol and named with
multiplying the node function to act as output through input.
Consider

L2i = ωi = µAi (x) µBi (x) (i = 1, 2) (4)

The output ωi represents the rules firing strength.
Layer 3: Each node in this layer is labeled with a ring

symbol and called N, with the node function to regulates the
firing force by measuring the proportion of the firing force of
the ith node to the sum of the firing power of all laws. In fact,

L3i = ω̄i =
ωi∑
ωi
=

ω1

ω1 + ω2
, (i = 1, 2) (5)

The outputs of that layer are called to as standardized firing
ability for ease.
Layer 4: In this layer, each node is in nature, flexible, and

is noticeable with a square. Node role is specified by

L4i = ω̄i · fi = ω̄i (pix + qiy+ ri) , (i = 1, 2) (6)

where ω̄ is the output of layer 3 and {pi, qi, ri} is the set of
parameters.

Layer 5:Each node within this layer is a constant node, and
the overall result can be expressed as a linear mixture of the
following parameters. Two parameter sets can be modified,
{ai, bi, ci} marked as parameters of the assumption and
{pi, qi, ri} marked as the subsequent parameters. The training
process must harmonize the two parameters that are set to
predict successful outcomes.

VI. EXPERIMENTAL RESULT
In this section, the performance of the proposed work was
analyzed. The proposed work was implemented using Java
(version 1.8), and the experiments are performed on an
Intel(R) Pentium machine with a speed 2.13 GHz and 4.0 GB
RAM using Windows 7 32-bit Operating System.

A. DATA SET
The two dataset diabetes and heart disease data set is used
for the experimental result. The diabetes data set contains 768
instances, with eight numeric features. Table 4 shows the data
set information.

TABLE 4. Diabetes data set information.

The heart disease data set contains 800 instances,
with six numeric features and eight categorical attributes.
Table 5 shows the data set information.

B. EVALUATION METRICS
This section explains the evaluation metrics for the experi-
mental result.

1) PURITY
This measure evaluates the clustering consistency. The pure-
ness of the final clusters can be seen when opposed to the
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TABLE 5. Heart disease data set details.

ground truth groups. It can be calculated as,

Purity =

∑|C|
i=1

ndi
ni

|C|
(7)

where |C| is the total number of clusters, ndi is the number
of instances with the leading class label in Cluster Ci and ni
indicates the number of the instances in the cluster Ci

2) NMI (NORMALIZED MUTUAL INFORMATION)
It measures the mutual experience, followed by a normaliza-
tion process, between the resulting cluster labels and ground
truth labels. It can be calculated as

NMI =

∑
i,j nij log

n∗nij
ni∗nj√

(
∑

i ni + log ni
n )(

∑
j nj + log nj

n )
(8)

where nij is the number of instances belonging to the class i
found in the cluster j and ni(nj) is the number of instances in
the cluster i (j)

3) ACCURACY
Overall prediction result

Acc =
TP + TN

TP + FP + TN + FN
(9)

Where TP = true positive i.e. properly predicted disease
as normal. FP = false positive i.e. wrongly predicted dis-
ease as affected TN = true negative i.e. properly predicted

disease as affected. FN= false negative i.e. wrongly predicted
disease as normal.

C. EXECUTION TIME COMPARISON
This section compares the execution time of blockchain hash
generation, rule generation and cluster formation for diabetic
and heart disease data.

Fig. 8 shows the blockchain hash generation for diabetic
and heart disease data set.

FIGURE 8. Blockchain hash generation time.

Fig. 9 shows the transaction creation time for two data set.
It is the time taken to create a transaction for a given block.
This paper use blockchain for secure storage purpose. The
other parameters of the blockchain (latency, throughput and
bandwidth) are out of scope.

FIGURE 9. Transaction creation time.

Fig. 10 shows the execution time for rule generation and
cluster formation for diabetic and heart disease data set. For
two data sets, the cluster formation time is less than compared
to the rule generation. The rule generation takes more time
because it converts all the original data set into low, medium,
high value to generate the candidate rules.

Fig. 11 shows the running time for the feature selection
process. When increasing the number of iterations, the run-
ning time also increases. The proposed feature selection algo-
rithm is compared with binary cuckoo search (BCS) [45]
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FIGURE 10. Execution time for rule and cluster formation.

FIGURE 11. Feature selection running time.

algorithm. The BCS algorithm takes more execution time for
feature selection.

D. CLUSTERING RESULT
This section explains the rule-based clustering performance
result.

Fig. 12 and 13 show the rule count for diabetic and heart
data. The rules are increased when the number of instances

FIGURE 12. Instances vs rules for diabetic data.

FIGURE 13. Instances vs rules for heart data.

is increased. Three threshold values (5, 7, 9) are used for
experiments. More rules are generated for the threshold value
Rthr = 5 for both diabetic and heart data set.
Fig 14 shows the candidate rule count with positive and

negative rules for diabetic and heart disease for Rthr = 5.

FIGURE 14. Candidate rule count Rthr = 5.

Fig 15 and 16 shows the purity and NMI result for diabetic
and heart disease data set. For diabetic data set, the purity
achieved 77%, and for heart disease 81%. The NMI value is
more than 70% for both diabetic and heart disease data set
when increasing the number of rules.

FIGURE 15. Purity and NMI for diabetic data.
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FIGURE 16. Purity and NMI for heart data.

E. PREDICTION RESULT
This section explains the FS-ANFIS prediction performance
result.

Fig. 17 shows the Cronbach’s alpha for a different pop-
ulation. The percentage of alpha value > 75 is acceptable
consistency, and more than 90 is excellent consistency. Both
the data set achieved good consistency.

FIGURE 17. Alpha for different population.

Fig 18 shows the alpha value for 100 iterations.

FIGURE 18. Alpha vs. no of iteration.

Fig 19 shows the accuracy comparison of 3 different
algorithms. Compared to ANN-ICA (Integrated Component

FIGURE 19. Accuracy comparison.

Analysis) and LNF-PCA [44], the proposed algorithm obtains
higher accuracy.

VII. CONCLUSION
In the current healthcare system, the use of Blockchain
plays a crucial role. It can result in automated processes
for collecting and verifying data, correcting and aggregating
information from different resources that are indisputable,
defiant to manipulation, and providing protected data, with
condensed cybercrime chances and which also supports dis-
seminated information, with system redundancy. This paper
proposes efficient Blockchain-based secure healthcare ser-
vices for disease prediction in fog computing. Diabetes and
cardio diseases are considered for prediction. The proposed
work efficiently clusters and predict the disease compared
to other methods. In the future, the security and privacy for
accessing patient medical data and some hybrid clustering
and classification model can be added to enhance the perfor-
mance of the prediction results.
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Abstract

In the densely populated Internet of Things (IoT) applications, sensing range of the nodes might overlap frequently.

In these applications, the nodes gather highly correlated and redundant data in their vicinity. Processing these data

depletes the energy of nodes and their upstream transmission towards remote datacentres, in the fog infrastructure,

may result in an unbalanced load at the network gateways and edge servers. Due to heterogeneity of edge servers,

few of them might be overwhelmed while others may remain less-utilized. As a result, time-critical and delay-

sensitive applications may experience excessive delays, packet loss, and degradation in their Quality of Service

(QoS). To ensure QoS of IoT applications, in this paper, we eliminate correlation in the gathered data via a

lightweight data fusion approach. The buffer of each node is partitioned into strata that broadcast only non-

correlated data to edge servers via the network gateways. Furthermore, we propose a dynamic service migration

technique to reconfigure the load across various edge servers. We assume this as an optimization problem and use

two meta-heuristic algorithms, along with a migration approach, to maintain an optimal Gateway-Edge

configuration in the network. These algorithms monitor the load at each server, and once it surpasses a threshold

value (which is dynamically computed with a simple machine learning method), an exhaustive search is performed

for an optimal and balanced periodic reconfiguration. The experimental results of our approach justify its efficiency

for large-scale and densely populated IoT applications.

a a b c d

e a

Share Cite

PDF

Help

https://www.sciencedirect.com/journal/future-generation-computer-systems
https://www.sciencedirect.com/journal/future-generation-computer-systems/vol/122/suppl/C
https://doi.org/10.1016/j.future.2021.03.020
https://s100.copyright.com/AppDispatchServlet?publisherName=ELS&contentID=S0167739X21001011&orderBeanReset=true
https://www.sciencedirect.com/topics/computer-science/internet-of-things
https://www.sciencedirect.com/topics/computer-science/upstream-transmission
https://www.sciencedirect.com/topics/computer-science/optimization-problem
https://www.sciencedirect.com/topics/computer-science/machine-learning
https://www.sciencedirect.com/topics/computer-science/exhaustive-search
https://www.sciencedirect.com/
https://scholar.google.com/scholar_url?url=https://www.sciencedirect.com/science/article/am/pii/S0167739X21001011&hl=en&sa=T&oi=ucasa&ct=ufr&ei=kTnCZNbZPJGcywSAnqvwDg&scisig=ABFrs3xCRypdwz_YPfWDzlRPL8OP
https://scholar.google.com/scholar/help.html#access
SRUTHY K JOSEPH
Highlight



7/27/23, 3:02 PM An AI-enabled lightweight data fusion and load optimization approach for Internet of Things - ScienceDirect

https://www.sciencedirect.com/science/article/pii/S0167739X21001011 2/23

Previous Next 

Keywords

Internet of Things; Data fusion; Load optimization; Evolutionary algorithms; Gateway-Edge configuration; Service

migration

1. Introduction

In the Internet of Things (IoT), the sensor nodes of various applications gather highly correlated data in their

neighbourhoods that affect the outcome of any decision made at the cloud data centres [1], [2]. In these

applications, the data are unstructured, intermittent and somewhat dynamic. The raw data gathered by the nodes

need to be processed locally and analysed at the edge and cloud data centres to optimize the usage of available

resources. The raw data need to be fused within the network to reduce the correlation in them. Each node, unaware

of its neighbour’s sensing range, gathers data in its neighbourhood. The sensing range of two or more nodes may

overlap leading to the aggregation of similar data [3]. Each node needs to perform local data fusion to discard

multiple copies of the same data. In-network data fusion alleviates the redundancy to trade-off the volumes of data

and the available resources at the edge and cloud data centres [4]. The presence of resource-starving nodes means

that a data fusion approach needs to be lightweight, robust, and scalable, based on application requirements.

Data fusion alone is not enough to optimize the usage of available network resources. The upstream fused data

toward the cloud data centres need to be fairly distributed among the edge servers [5], [6]. In the existing

literature [7], [8], [9], the fused data streams are offloaded to the nearest edge servers. However, this approach is not

efficient as some of these servers may overload quickly in comparison to others that remain underutilized. The

underlying nodes and network gateways associated with the over-utilized servers may suffer higher latency, packet

drop, and bandwidth consumption. For a fair distribution of the network load, a dynamic load balancing approach

needs to be adopted to assign the time-consuming tasks to underutilized servers. Based on the run-time load at the

servers, a decision needs to be made for the assignment of data streams. The configuration of network entities

needs to be constantly monitored for an optimized and balanced load. Artificial Intelligence (AI)-enabled algorithms

can manage the complex relationship among the network entities [10], [11]. These algorithms need to be adopted

for intelligent load balancing and optimization of the selected paths for reliable transmission of the fused data. They

have the ability to reconfigure the devices’ connectivity based on their experienced load.

Moreover, heterogeneity of the edge servers and network bandwidth may generate opportunities for application

migrations (running within virtual machines) which could be beneficial in further load-balancing, avoiding

stranded (wasted) resources, and performance degradation (due to overload situations). Stranded resources are

those which cannot be allocated due to the unavailability of another resource e.g. CPU cores are fully utilized but

memory is half utilized — half memory cannot be allocated because there are no CPU cores available to run the

VM/workload/application. Here, heterogeneity refers to the speed of server to process data or network bandwidth.

This is achieved through comparing the current utilization levels of the edge servers and/or the rate of transferring

over a network link (channel conditions) to some pre-defined threshold values. If utilization level of an edge server

or a network link surpasses a particular threshold value, migrations will happen. However, a static threshold may

not be appropriate; therefore, we use a simple machine learning model to compute an adaptive threshold.

In this paper, we propose a novel data fusion and load optimization approach for the IoT-enabled applications. Our

approach reduces data redundancy at the node level and fairly distributes the fused data streams among the edge

servers. It is scalable and can be used by any application, provided that the threshold values for monitored data are

known. It ensures the availability of high-quality data at the cloud data centres for decision-making. The main

contributions of this work are as follows.
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1. A lightweight data fusion approach that reduces the correlation and redundancy in the gathered data by using

MiniMax stratified sampling. The buffer of each node is partitioned into multiple stratum, each one holding only

two values, i.e., a minimum (min) and a maximum (max). A comparison with min and max decides to discard or

retain any newly sensed data. After a sampling interval, the stratum of each node transmits only two data

readings by discarding all other correlated readings.

2. A dynamic load optimization approach that maintains a balanced traffic in the network using a real-valued

Genetic Algorithm (GA) and Discrete Particle Swarm Optimization (DPSO). A Software-Defined Networking

(SDN) controller monitors the load on individual edge servers and reconfigures the current Gateway-Edge

configuration if an unbalanced load is experienced. For reconfiguration, the SDN controller invokes these

evolutionary algorithms to identify the transmission path for each gateway towards a prospective server.

3. The above contribution does not account for dynamic load-balancing, i.e., when on some particular resources,

the data get processed quicker than others. A dynamic service migration technique is suggested to balance the

load across several edge servers that triggers migration decisions, based on current resource (edge server,

network channel) usage. A dynamic threshold is computed using a simple regression model in order to keep

resources well-balanced.

The rest of our paper is organized as follows. In Section 2, we provide an overview of the background studies

pertaining to our proposed approach. In Section 3, our proposed framework and algorithms are described in detail.

This section also offers a service migration technique for load balancing across several edges. The experimental

results and performance evaluation are sketched in Section 4. Finally, we provide concluding remarks and future

research directions in Section 5.

2. Background

In this section, we provide the background studies pertaining to data fusion in the context of load optimization for

IoT applications.

In [12], a cloud-based adaptive sensing belief propagation protocol (ASBP) was proposed. ASBP estimates the quality

of links to determine the shortest routes toward the cloud for data gathered from IoT applications. The protocol

exploits the spatio-temporal correlation among the data streams at cloud datacentres to reduce the energy

consumption, and balance the load by keeping a subset of nodes in active states at a given time. ASBP, however, is

unable to evenly distribute the load on edge servers for a large-scale IoT network. Besides, fusing massive amount of

sensor data at the cloud incur a significant amount of transmission overhead. A dynamic sensor activation

algorithm, SensorRank, was proposed to prioritize the deployed nodes based on their residual energy levels, their

relative distance, and their links qualities [13]. SensorRank considered symmetric channels for data transmission

among the neighbouring nodes. These channels may lead to an uneven load distribution among the nodes, and on

the gateways and edge servers, respectively. A spatio-temporal based novel data mining approach (NDM) was

proposed for the removal of redundant data, prior to upstream transmission towards the gateways [14]. NDM uses a

packet classification approach to filter out redundant data to maintain the network load on the edge servers. NDM

is non-scalable and its iterative nature of load distribution at the edge incurs an excessive overhead at the resource-

constrained sensor nodes.

In [11], an optimized mobile sink-based load balancing (OMS-LB) protocol was proposed to achieve balanced load

for a large-scale IoT network. OMS-LB offloads the computationally complex tasks from data gathering devices to a

Software-defined Network (SDN) controller that is interfaced with cloud datacentres. The proposed protocol uses

PSO and GA to determine the optimal paths for a mobile edge server and optimal data gathering points,

i.e., gateways. OMS-LB does not define any criteria for data collection from an application perspective. Besides, the

presence of a single server makes this protocol non-scalable, and vulnerable to security threats. A multi-edge based

architecture was proposed for seamless integration of cloud datacentres in an IoT environment [5]. The proposed

architecture used a multilevel protocol for gateways selection and AI-based load balancer for the identification of an

optimal load distribution. However, the proposed architecture lacks any information about the heterogeneity of
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nodes, network latency and bandwidth requirements. In [15], the authors proposed a data aggregation scheme by

estimating an accurate sensor matrix from the gathered raw data. A fog server is used to reconstruct the matrix that

contains minimal noise and highly refined data. However, the proposed matrix does not take into account the load

balancing issue and has limitations imposed on its scalability. Besides, it lacks any information on heterogeneous

data fusion and interoperability of IoT devices.

All these existing approaches focused on centralized gateways and edge servers for load optimization and decision-

making. The presence of centralized entities affect the scalability, fault tolerance and optimal load adjustment of a

network. Besides, these approaches operate without data aggregation and fusion at the network level. As a result,

they require excessive processing and storage of redundant data at the network gateways and edge servers. The

transmission of redundant data ultimately deteriorate the QoS of an underlying network. In the IoT paradigms, it is

inevitable to consider AI algorithms for maintaining a balanced load for various applications. There are numerous AI

algorithms developed to resolve the load optimization problem. However, in this paper, we utilize the most

embraced evolutionary algorithms, i.e., Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) [16], [17],

[18]. GA and PSO are population-based algorithms, where the population means a group of all possible solutions,

i.e., Gateway-Edge configurations (load balancing and optimization) [19].

GA is a bio-inspired search algorithm in which the population is referred to as a group of chromosomes. The genes

of the fittest available chromosomes are utilized to generate new chromosomes, i.e., new optimal Gateway-Edge

configurations, via mutation and crossover. On the other hand, in standard PSO, the population of all possible

solutions is referred to as a swarm of particles. PSO is inspired by the social behaviour of swarms of ants, a flock of

birds, a shoal of fish, etc. In all these cases, the swarm probe the search space for identifying the food with varying

velocities. In the case of PSO, each particle is considered a candidate solution for the Gateway-Edge configuration

problem. In the case of GA, each chromosome is considered a candidate solution. Since both these algorithms are

not directly applicable to integer-based load optimization problems, we have developed a real-valued GA and a

Discrete PSO (DPSO) for identifying the optimal Gateway-Edge configurations.

Load balancing is an essential part of the IoT, edge and cloud frameworks that could be achieved in two different

ways: (i) dynamic service placement; and (ii) service migration. In respect of (i), two policies are suggested in [20]:

cloud-only placement: place all application’s modules in the server; and edge-ward placement: favour to run

application’s modules on various edge devices. Moreover, if allocation of an edge device is not suitable for a

particular module, then either resources from other edge devices (server) could be provisioned or it could be

migrated somewhere else. Empirical evaluation of both policies suggests that the edge-ward policy significantly

improves the application’s performance and reduces the network traffic. In respect of (ii), authors in [21], [22]

suggest that if an application’s performance is the worst on a particular edge device (due to more number of

connected sensor devices, network congestion etc.), then its migration either to the server or to another edge device

could improve its performance and reduces network traffic. Moreover, mobility management in mobile edge clouds

(MECs) also involves migrations [22].

Migrations could also be triggered to balance resource utilization levels of edge nodes. For example, if the

utilization of an edge node increases certain threshold value (say 80%), some of the application’s module may be

moved to other edges. Migration can also take place when resources are under utilized i.e. threshold of 20%. This is

done to conserve and consolidate resources to save energy [23]. In the later case, energy could be saved through

migrating workloads from these underutilized servers to other servers; and switching them off. However, this may

cause performance issues, in particular, if demand exceeds suddenly. We, in this paper, prefer the former one as our

objective is not saving energy; instead we want to balance the load across different switched on servers.

Furthermore, we use a dynamic threshold-based method that estimate these threshold values periodically — using

Eq. (12). Service migration could only be achieved if various sand-boxing technologies such as virtualization,

containerization are being used to virtualize the server and edge device resources [24]. In practice, resources in

public clouds are virtualized, which increases resource utilization levels and saves energy. If various modules of a

particular application are being run in a Virtual Machine (VM) or container; then the service can be migrated either

off-line or live. In live migration, the service is moved transparently while still running; however, in off-line
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migration the service is stopped first, moved, and then resumed at the target edge. Using CRIU  technology,

containers could be more quickly migrated than VMs. In case of live VM migration, where VMs data are kept on a

shared storage reachable over the network, the time of migration  depends on the total volume of memory

used by the VM  and available network bandwidth . For virtual machine  the total migration time is

given by:

The above equation is used to compute only the migration time of a particular VM. Every VM for this  time is

considered offline, which is also called the downtime of the VM. The downtime (or performance loss) is dependent

on the migration duration, as given by Eq. (1) [25]. Increased downtime results in poor performance; therefore it

should be minimized for high availability of the datacenter. The performance degradation  due to a single

migration is calculated using the following formula (as given by Eq. (2)), where  is the CPU utilization of VM ,

 is the migration start time and 0.1 is the factor that shows the average performance degradation for web

application i.e. 10% of the CPU utilization [23], [26].

Note that, the above performance degradation model (10% loss in workload execution time) is benchmarked in [23],

[27]; and we assume that it already accounts for other time consuming activities such as: the time to initiate a VM

migration; the time to transfer page files (dirty pages in case of live or online VM migration); the time to boot/spin

up a new server (if there is no currently running server that can accept the VM being migrated); and the time to

restart the VM (in the case of cold or offline VM migration) [28].

3. Data fusion and load optimization approach for IoT applications

In Fig. 1, the sensor nodes of various applications transmit their data to cloud data centres via the network gateways

and edge servers. Among these applications, the smart city nodes gather and transmit highly correlated data

streams. The transmission of these streams affects the decision-making at data centres and creates bandwidth

bottlenecks for time-critical and delay-sensitive applications. Moreover, these applications experience excessive

latency and degradation in the network throughput if an unbalanced load is experienced at the edge servers. An

uneven load distribution results in some of the servers over-utilized while others remain underutilized. The

unbalanced load leads to packet loss, longer delays, and network congestion. In this section, we discuss our

proposed data fusion and load optimization approach to eliminate data redundancy and maintain a balanced load at

the network entities.
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Fig. 1. Data redundancy and unbalanced load in IoT.

3.1. The Proposed Fog-IoT Framework

The proposed model consists of three layers i.e. the cloud layer, the edge layer and the local layer, as shown in Fig. 1.

The local layer is responsible to gather important data (related to traffic, healthcare, and crowd, etc.) through

various IoT devices and sensors. Once the data is collected, it is processed and/or stored at the edge layer through

edge clouds [29]. The edge level processing may also include aggregation that could be achieved through removing

redundant data. The filtered data can, then, be sent to the remote cloud layer for further processing such as storage,

monitoring and resource management. Transferring the gathered data at local layer directly to the cloud layer, or

through edge, may introduce significant delays in the cloud network, which is optimized through data fusion and

load balancing methods as discussed in Sections 3.2 Data fusion, 3.3 Load optimization.

The edge infrastructure is of great use when reading the stored data for processing through machine learning

approaches. For example, real-time prediction of the traffic flow might happens at the edge layer, however,

prediction for monitoring services (load, service migration) can be performed at the cloud layer [30]. Moreover, if

real-time prediction, for example, shortest or safe route estimation, is carried out on the remote cloud, then it will

incur significant delays depending on the network quality and capacity. In that scenario, the nearest edge cloud can

predict the road conditions, congestion and distance; if the required data is stored locally. However, due to the least

storage and processing capabilities of the edge clouds [31], the data may not be available or processed locally. In that

case, there are three various options: (i) move the required data from the cloud to the edge, process, take decisions,

and discard; (ii) perform the prediction at the remote cloud (in whole); and (iii) train the prediction model at the

remote cloud and predict at edge layer (distributed fashion computation). Similarly, the huge amount of collected

data may consist of duplicate values that could create network congestion and, therefore, affect the prediction

process. The edge cloud can use fusion and aggregation technique to send only appropriate data to the remote

cloud.
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Fig. 2. Data Correlation of varying coverage degrees.

3.2. Data fusion

In a densely deployed smart city, energy hole problem is a common issue faced by the one-hop neighbours of the

base station [32]. These one-hop neighbours not only transmit their own data but also relay the data of downstream

nodes to the base station. As a result, their energy is depleted rapidly as compared to other nodes. To fill the void

left by energy-depleted nodes and to maintain seamless network connectivity, one or more nodes may either sense

multiple regions or move around the field to fill this gap. These nodes continuously sense and aggregate data in

their neighbourhood, as shown in Fig. 2. Each node S maintains a coverage area based on its sensing range (R ), and

a radio coverage based on its communication range (R ), respectively. The R  enables efficient data monitoring,

whereas the R  ensures the upstream data transmission. These nodes can have a uniform or non-uniform coverage

degree. The coverage degree represents the number of nodes actively monitoring a particular region, i.e., an

overlapped region. For uniform coverage, the value of correlation degree (C ) remains constant for all the nodes. On

the other hand, the value of C  varies for some or all the nodes in a non-uniform coverage. A larger value of C

represents highly correlated and redundant data as multiple nodes monitor a particular event in the overlapped

region.

To eliminate the correlated and redundant data, we use a lightweight data fusion approach at the node level. The

proposed approach uses a minimax function for the identification and removal of redundant data. In a smart city,

each node is equipped with multiple sensors based on an application requirement. In this paper, we restrict our

discussion to the temperature sensors only. However, the flexibility of our approach enables it to be extended for

any application provided that the threshold values of monitored data are known. We classify the sensed
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temperature readings based on the correlation and similarity index among them. Each class, also known as stratum,

contains a particular range of temperature readings. For each node, we define ten different stratum that are

dynamic and depend on application requirements. They are designed using the concept of stratified sampling, a

probability-based sampling technique [33], [34].

The strata  are defined within the buffer of each node and can store temperature readings ranging from 20 °C to

39.99 °C. Based on these readings, each stratum holds a different range of varying values of up to 2 °C. For instance,

the range of first stratum S̈t  is , and the last stratum S̈t  is , respectively.

The outcome of each stratum can either be a min or max value. Each stratum has a mean value m that defines its

min and max, respectively. In the beginning, when a new temperature reading T  is sensed by a node, it is checked

against strata of the given node to identify a destination stratum. Once a match is found, T  is compared against m of

the stratum. If T  is less than m, it becomes the min, otherwise, it becomes the max, as shown in Eq. (3). The next

time a new reading T  is sensed within the range of the same stratum, it is compared against m. If T  is less than

m, a comparison is made with the new min. If T  is less than min, the former turns out to be the new min,

otherwise, it is discarded. A similar comparison is made with max. If T  is greater than max, it turns out to be the

new max, otherwise, it is discarded. Irrespective of T , T  or any other subsequent readings, an exact match with

the values of , min or max means that these readings will be discarded.

The max and min of a given stratum can be plotted as a stationary point on a curve. A point P( , f( )) is considered

a stationary point of a function f(x) if ( ) is 0 at x= . Suppose a function y=f(x) is a stationary point with x= .

Then

• if   0, then x=  is the max of a stratum.

• if   0, then x=  is the min of a stratum.

• if  == 0, then

– if   0 for x  , and  0 for x  , then x=  is the max of the given strata.

– if  0 for x  , and  0 for x  , then x=  is the min of the given strata.

In our data fusion approach, the sampling rate of each node is S  packets per second, where  . The stratum of

each node transmits only two packets, i.e., a min and a max, after every one minute. If a node constantly maintains

its sampling rate at  for one minute, our approach achieves a maximum of  times reduction in the number

of transmitted packets to the gateways. For  , the number of transmitted packets is reduced even further by a

minimum of  times. In our approach, the  of a node and the number of transmitted packets from its strata to the

gateways are inversely proportional to each other. These strata significantly reduce data redundancy, network

latency, packet collision probability, and ultimately the network congestion. In our proposed approach, each node

maintains a similarity index ( ) for the data gathered over the S  interval. The value of  ranges from 0.03 to 0.1. If

 is equal to 0.03, it means that among two temperature packets within the range of 0.03 °C, only one will be

retained. For example, in case of two packets with values 20 °C and 20.03 °C, only one will be retained in the

stratum. Hence, larger the value of , higher will be the rate at which the data are fused.

3.3. Load optimization

Upon data fusion, each node transmits the refined data to cloud data centres via the network gateways and edge

servers. The gateways are relay nodes that need to be monitored for maintaining a balanced load at the edge

servers. For this purpose, an optimal Gateway-Edge configuration is required. We use various Key Performance

2

(3)

PDF

Help

https://www.sciencedirect.com/topics/computer-science/network-latency
https://www.sciencedirect.com/topics/computer-science/collision-probability
https://www.sciencedirect.com/topics/computer-science/key-performance-indicator
https://scholar.google.com/scholar_url?url=https://www.sciencedirect.com/science/article/am/pii/S0167739X21001011&hl=en&sa=T&oi=ucasa&ct=ufr&ei=kTnCZNbZPJGcywSAnqvwDg&scisig=ABFrs3xCRypdwz_YPfWDzlRPL8OP
https://scholar.google.com/scholar/help.html#access


7/27/23, 3:02 PM An AI-enabled lightweight data fusion and load optimization approach for Internet of Things - ScienceDirect

https://www.sciencedirect.com/science/article/pii/S0167739X21001011 9/23

Indicators (KPIs) for an in-depth analysis of the network traffic to identify the optimal configuration. An SDN

controller is used for identifying the transmission route for each gateway. It monitors the load on each server, and

once it surpasses a threshold value, an alarm is raised to re-configure the current Gateway-Edge connection. If the

Gateway-Edge configuration is known at a particular time , then finding the optimal balanced Gateway-Edge

configuration at time  is a primary challenge. If N is the number of gateways, and M is the number of edge

servers, then the Gateway-Edge configuration at a particular time  can be represented by a vector

, where . As an example,  means that the th gateway is

transmitting to an th server at time t. Finding the optimal Gateway-Edge configuration vector at time , i.e., 

, is a prime objective. To solve the Gateway-Edge configuration problem, we

consider two KPIs, i.e., Average Residual Energy ( ) of the network and Load Fairness Index ( ) of the

servers.

The LFI is monitored based on Jain’s Fairness Index [35]. The normalized weighted sum of these two KPIs is taken

into account to maximize the network performance (NP) at time t as shown in Eq. (4).

Here, NP is a primary objective function for optimization problems, and  and  are the weights assigned to each

KPI. These weights represent the priority level of each KPI in the objective function, as shown in Eq. (5).

where,  is the residual energy of a sensor node i at time t and is defined as the remaining energy ( ) of

node i to the initial energy ( ) of each node at time . For all the nodes in the network,  is similar at the time of

deployment. For the second KPI, we consider the load fairness at the edge servers.  is a binary indicator, i.e., 

is , if an th gateway transmits  packets to th server at time , otherwise,  is .

To find an optimal Gateway-Edge configuration, an SDN controller needs to perform an exhaustive search for all

possible gateway to edge combinations. Literally, it means that the size of the search space is equivalent to M ,

where M represents the number of edge servers and N represents the number of active gateways at a particular

time t. The number of possible configurations increases exponentially with an increase in the number of M and N,

respectively. To resolve the Gateway-Edge configuration as an optimization problem, we use the evolutionary

algorithms, i.e., GA and DPSO. The following steps are executed for these algorithms to achieve an optimal

configuration and a balanced load.

1. Generate a random population R  of size . The best possible position for each particle, i.e., Gateway, is initiated

such that Pbest ,  1  i .

2. Discover the fitness value of each particle for DPSO and each chromosome for GA in R  (using Eq. (5)) and

identify its global best position Gbest , using Eq. (6).

3. For GA, if the best candidate solution for Gateway-Edge configuration is attained or the maximum number of

generations has reached, then the search ends, otherwise, Step 4 is executed. For DPSO, if the best candidate

solution is achieved, then the velocities of particles in the current population need to be updated using Eq. (7).

Here, x  represents the current position of particle i at I  iteration,  and  are random variables within the (0,

1) range,  and  are acceleration constants used for pulling the particles toward the best position, and 

reflects the inertia effect of preceding particle’s velocity over the updated particle’s velocity.

(4)

(5)

0

0

0

(6)

(7)
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4. Next, a set of the best available  chromosomes are extracted from the current population for GA. The current

population is R  and the selection probability is . For DPSO, the iteration number is simply updated, i.e., I=I+1.

5. In case of GA, crossover and mutation are performed on . All infeasible solutions, i.e., R -  are replaced with .

Here,  represents the newly generated chromosomes. In the case of DPSO, if the best candidate solution is

attained for Gateway-Edge configuration, then the search ends; otherwise, Step 6 is executed.

6. For GA, all the steps from Step 2 are repeated. For DPSO, the personal best position for each particle is updated

using Eq. (8).

7. For DPSO, the global best position is updated using Eq. (9).

8. For DPSO, repeat all the steps from Step 1.

The flowchart of our proposed approach is shown in Fig. 3. The SDN controller constantly performs the Gateway-

Edge configuration based on the NP and KPI values. Since the controller needs to collect various information from

the network to analyse the NP for the current Gateway-Edge configuration, we have highlighted the data fusion at

the node level as well. The above solution can be used for homogeneous edge servers or that have capabilities to

execute at approximate equal times. Furthermore, it does not account for dynamic scenarios where some data get

processed earlier than the other edges. Therefore, to further balance the load, a service migration algorithm is

suggested — which is feasible as, largely, edge servers run Linux-based operating systems.

(8)

(9)
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Fig. 3. Flowchart of the proposed approach.

3.3.1. Service migration technique

In our framework, load balancing can bring, at least, two benefits: performance improvement; and infrastructure

energy efficiency. We trigger service migration either if: the utilization level of a particular edge node; and/or the

data transfer rate on a particular link (channel condition), exceed certain pre-defined threshold values (steps 1 to

5) [36]. Once a module is being moved to another edge, it will immediately start receiving packets on another,

perhaps, less utilized route. This could be achieved, after copying memory contents of the VM or container through

sending a complimentary ARP (address resolution protocol) reply packet to inform the routing devices, within the

network, to send data packets to its new location. As a result, both goals, i.e. balanced workload on various edges

and reduced network traffic, could be achieved. Once a migration decision is triggered from a particular edge, next

is to select a module of a suitable application to move. We move the application’s module which can utilize the

destination edge more i.e. priority is given to the module which is receiving more packets than other modules (step

6). Lastly, the module is migrated to the least utilized, neighbouring, edge platform; in order to diminish the

migration performance impacts over the application’s module and migration time (step 7). Finally, the selected

module of the application  and the destination server are added to the migration map (step 8–10). The migration

map is, then, passed to the load optimization module, as shown in Fig. 3, in order to reconfigure the Gateway-Edge
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configuration, periodically. The migration steps are described in Algorithm 1:
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where  is the total provisioned CPU resources (cores) and  is the total provisioned memory resources

(RAM) with respect to their total capacities. Note that,  and  refer to the utilization level of a particular

resource i.e. CPU, memory, respectively. Network resources such as bandwidth can also be considered in this

formulation. Moreover, the channel condition  is estimated using the transmission rate , as given by:

where  represents the bandwidth between edge server  and gateway ,  denotes the channel gain for gateway

 at edge server  and  is the transmission power of gateway . Furthermore,  is the background noise [37]. Note

that, Alg. 1 will approximately take  - where  denotes the total number of edges,  denotes the

number of edge nodes and  is the time needed to compute configuration states such as resource utilization

levels and channel conditions. The best case occurs at  plus the time needed to complete all possible

migrations. However, complexity would increase up to  for large number of edges, hosts and application

requests — if unluckily an application cannot be placed or, in case, enough resources are not available. Note that,

from security point of view, service migration in the IoT and VM or container migration in infrastructure clouds are

completely different [36]. Usually, in infrastructure clouds, the migration data is transferred over dedicated

networks; however, in IoT the data is transferred over the internet. This makes it essential to encrypt the migrated

data and to authenticate the service migration messages that are exchanged among various edge devices.

Using static values for thresholds may not be feasible to trigger effective migrations in platforms with dynamic,

heterogeneous and unpredictable workloads. This is due to the fact that resources that falls within the range of the

least and most utilized (lower and upper thresholds) resources could not be reconfigured i.e. all hosts are equally

loaded. In such scenario, threshold values can either be decreased or increased to balance the load amongst the

edge nodes. Therefore, threshold values are needed to be adaptive and dynamically estimated using some sort of

statistical techniques on historical data [23]. For example, we can adjust the threshold values based on the strength

of the deviation of the edge or link utilization levels because higher deviations increase the likelihood of rising

utilization levels. In other words, the higher the deviation, the lower the value of the threshold. Various methods

such as local regression ( ), median absolute deviations ( ), and entropy can be used to measure the

statistical dispersion. For implementational simplification purposes, we prefer to use the  that describes the

median of absolute values of deviations (residuals) from the data’s median. For a particular dataset

, the  can be computed as:

The adaptive threshold value  is given by:

(10)

(11)

(12)
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where  is a parameter that describes how strongly the system tolerates edges over utilizations — lower  results in

higher tolerance to variations in utilization level. Once  is computed, the utilization levels of the node and link

are compared to it in order to trigger appropriate migration decisions.

4. Experimental results

In this section, we evaluate the efficiency of our proposed data fusion and load optimization approach in terms of

various experimental metrics. For data fusion, we developed a Java-based simulator that utilizes the data collected

from sensors, a setup similar to the one adopted at Intel Berkeley Research Lab [38]. Upon fusion, the simulator

feeds the refined data to the gateways. For optimal Gateway-Edge configuration, we use Matlab 2018a interfaced

with Java. Moreover, we added several Java class files to mimic the notion of containers that simulate a

containerized fog infrastructure. The classes were taken from the well-known fog simulator iFogSim [20]. The

service migration technique uses either: (i) a static threshold value of 80%; or (ii) dynamic thresholds computed

using Eq. (12) in order to trigger migrations of application modules across edges. We further assume that overload

(i.e. upper threshold) will not happen due to service placement constraint. To carry out this, the iFogSim default

policies for selecting over-loaded servers, containers and target servers were used.

In Fig. 4, the percentage of fused packets transmitted to the gateways is shown for different values of . Here, 

represents the number of readings sensed by each node over its sampling interval (S ). The percentage of

transmitted packets is calculated as 100, where S  denotes the number of fused packets sent from the strata of

each node. The efficiency of our data fusion approach enhances with an increase in the value of . The percentage of

transmitted fused packets from the strata of each node drops to 1% for 1000 packets, sensed during S . Our

approach conserves the energy of resource-starving nodes and at the same time, reduces the burden on the

network gateways. In comparison to our approach, the existing schemes deliver higher percentage of redundant

data to the gateways. For example, EECC [34] transmits multiple copies of the same data from the strata of each

node after S  interval. As a result, the percentage of fused data delivered at the gateways is proportionally high.

Moreover, without data fusion, all the sensed packets need to be transmitted to the gateways that will adversely

affect the decision-making at the data centres.

During data fusion, each node examines the similarity index ( ) in the data gathered over the S  interval. This index

further reduces the redundancy and at the same time, lowers the processing burden on the nodes and the network

gateways. In Fig. 5, the percentage of fused data for varying values of  is shown. In this figure, the values of  varies

from 200 to 1000 and  from 0.03 to 0.1, respectively. If  is 0.03, it means that among multiple readings having a

similarity lower than or equal to 0.03, only one reading will be retained and the rest will be discarded. As a result, a

higher percentage of readings will be discarded with an increase in the value of . Moreover, our approach achieves

a higher percentage of fusion when the value of  increases. This figure shows that with higher values of  and ,

the processing and transmission burdens on the edge nodes and gateways decreases, significantly. In the absence of

data fusion technique, a higher percentage of data is delivered to the gateways that in turn increases the processing

and transmission burden on the nodes.
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Fig. 4. Percentage of fused data.

The optimal Gateway-Edge configurations achieved by GA and DPSO are shown in Table 1. We considered three

benchmark problems , , and  with two, three, and four edge servers, respectively. , , and  contain

1200 sensor nodes including 200 gateways, distributed over the sensing field. In , GA converges to an optimal

Gateway-Edge configuration after the 14th generation. DPSO, on the other hand, achieves the optimal configuration

after the 11th iteration. Please note that iteration and generation are similar terms. The former is used in PSO and

the latter in GA, as discussed in Section 3.3. GA achieves  optimal Gateway-Edge configurations over 

generations with a convergence rate of 0.925, whereas, in DPSO, there are  optimal configurations with a

convergence rate of 0.94. In  and , the convergence rate of GA and DPSO decreases and larger values of

iterations and generations are required to achieve an optimal Gateway-Edge configuration. It is mainly due to an

increasing number of edge servers in these benchmark problems. These results show that DPSO reaches an optimal

solution in fewer iterations as compared to GA.

Download : Download high-res image (102KB)

Download : Download full-size image

Fig. 5. Data fusion with varying values of similarity index.

We assessed the network performance (NP) for all optimal solutions in term of packet drop by modifying the KPIs

such that  and  are set in the ordered form of 0,0.1, …,1 with a constraint . To properly tune  and ,

an exhaustive search is performed on  using these parameters to achieve an optimal Gateway-Edge configuration.

When  and  are set to 0.8 and 0.2, respectively; a minimum packet drop is observed, as shown in Fig. 6. The

selection of proper weights for the optimization function, i.e., NP, is challenging and essential for achieving optimal

results in the context of evolutionary algorithms.
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Fig. 6. Packet loss with varying values of  and .

Table 1. Optimal gateway-edge configurations.

2 0.925 0.94 14 11

3 0.86 0.895 28 21

4 0.805 0.85 43 31

The service migration technique, as suggested in Section 3.3.1, was implemented to balance the load across the edge

servers. Increasing the total number of edge servers decreases the utilization levels and vice versa, as shown in

Table 2. Moreover, the number of migrations happened is proportional to the amount of fog servers. The standard

deviation actually represents how the current load on each server differs from other servers — the higher this value,

the more less balanced is the workload and vice versa. We observed significant reduction in utilization levels, that,

essentially translate to greater energy savings and improved levels of performance. We observed, as shown in

Table 2, that using static threshold values reduces the migration opportunities. Moreover, increased levels of

variations were observed in server’s utilization levels. This means that either resources were utilized more or the

least due to less migration opportunities. Using dynamic threshold values, the variations in utilization levels may

decrease significantly — as more migrations will occur subsequently. Varying the threshold values will essentially

result in variations of outcomes and differences in Gateway-Edge reconfiguration. Fig. 7 shows average utilization

levels (along with error bars at five minute intervals) when four fog servers are taken into account. Moreover,

number of migrations would have some impacts on network traffic and processing performance. For four fog

servers when migrations are not taken into account, we achieved 48.75 ± 23.67 and 41.28 ± 28.56 average utilization

levels for GA and DPSO, respectively. The high variations (standard deviations) show the imbalance load across

various servers which might happened due to dynamics in workloads execution or processing patterns. With

migrations, we were able to significantly reduce these variations as shown in Fig. 7.

Table 2. Average utilization levels (%) of the edge servers and number of migrations (using static and dynamic

threshold values for load balancing and resource re-configuration).

Number of edge servers Convergence rate Number of iterations

GA DPSO GA DPSO

PDF

Help

https://ars.els-cdn.com/content/image/1-s2.0-S0167739X21001011-gr6_lrg.jpg
https://ars.els-cdn.com/content/image/1-s2.0-S0167739X21001011-gr6.jpg
https://scholar.google.com/scholar_url?url=https://www.sciencedirect.com/science/article/am/pii/S0167739X21001011&hl=en&sa=T&oi=ucasa&ct=ufr&ei=kTnCZNbZPJGcywSAnqvwDg&scisig=ABFrs3xCRypdwz_YPfWDzlRPL8OP
https://scholar.google.com/scholar/help.html#access


7/27/23, 3:02 PM An AI-enabled lightweight data fusion and load optimization approach for Internet of Things - ScienceDirect

https://www.sciencedirect.com/science/article/pii/S0167739X21001011 16/23

Static threshold values

2 62.9 ± 5.99 101 61.4 ± 6.45 89

3 60.4 ± 6.31 105 58.7 ± 8.01 103

4 59.6 ± 6.44 147 59.1 ± 7.32 122

Dynamic threshold values

2 71.2 ± 1.27 134 75.3 ± 2.02 155

3 62.8 ± 1.71 178 68.4 ± 3.89 189

4 54.3 ± 1.09 201 59.7 ± 2.99 217

Download : Download high-res image (155KB)

Download : Download full-size image

Fig. 7. Load balancing for four fog servers [error bars denote standard deviations from the means].

5. Conclusions and future work

In this paper, we proposed a lightweight data fusion and AI-enabled load optimization approach for reconfigurable

IoT applications. The buffer of each node is partitioned into strata that hold and transmit only non-correlated fused

data towards the network gateways and edge servers. We used GA and DPSO to optimize the usage of available

resources by identifying the optimal routes for upstream transmission of refined data from the gateways to edge

servers. These algorithms monitored the load at the servers, and if an unbalanced load is experienced, the current

Gateway-Edge configuration is reconfigured. For load monitoring at the edge, various Key Performance Indicators

(KPIs) were used. Our experimental results significantly reduced the processing and transmission burden at the

nodes for large-sized data streams. Our approach achieved optimal gateway-edge configurations for varying

number of edge servers in a densely populated network setup. Moreover, a migration approach was used to balance

the load across different edge servers. Our evaluation of the proposed migration approach demonstrated that all

edge servers are relatively utilized uniformly while having lower standard deviations in their utilization levels.

Subsequently, this ensures that data is processed at edge which increases performance. In the future, we aim to

analyse the network performance by maintaining a balanced load at the network gateways. It will enable the

gateways to automate the downstream transmission links towards the nodes. Moreover, we are keen to see the

impact of migrations in dynamic scenarios, particularly, on network traffic and transmission delays.
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Abstract

The accurate prediction of cardiovascular disease is

an essential and challenging task to treat a patient

efficiently before occurring a heart attack. In recent

times, various intelligent healthcare frameworks

have been designed with different machine learning

and swarm optimization techniques for

cardiovascular disease prediction. However, most

of the existing strategies failed to achieve higher

accuracy for cardiovascular disease prediction due

to the lack of data-recognized techniques and

proper prediction methodology. Motivated by the

existing challenges, in this paper, we propose an

intelligent healthcare framework for predicting
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cardiovascular heart disease based on Swarm-

Artificial Neural Network (Swarm-ANN) strategy.

Initially, the proposed Swarm-ANN strategy

randomly generates predefined numbers of Neural

Networks (NNs) for training and evaluating the

framework based on their solution consistency.

Additionally, the NN populations are trained by two

stages of weight changes and their weight is

adjusted by a newly designed heuristic formulation.

Finally, the weight of the neurons is modified by

sharing the global best weight with other neurons

and predicts the accuracy of cardiovascular disease.

The proposed Swarm-ANN strategy achieves

95.78% accuracy while predicting the

cardiovascular disease of the patients from a

benchmark dataset. The simulation results exhibit

that the proposed Swarm-ANN strategy

outperforms the standard learning techniques in

terms of various performance matrices.
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A Survey of Computational Intelligence for 6G:
Key Technologies, Applications and Trends

Baofeng Ji , Yanan Wang, Kang Song , Chunguo Li , Hong Wen ,
Varun G. Menon , and Shahid Mumtaz

Abstract—The ongoing deployment of 5G network in-
volves the Internet of Things (IoT) as a new technology
for the development of mobile communication, where the
Internet of Everything (IoE) as the expansion of IoT has
catalyzed the explosion of data and can trigger new eras.
However, the fundamental and key component of the IoE
depends on the computational intelligence (CI), which may
be utilized in the sixth generation mobile communication
system (6G). The motivation of this article presents the
6G enabled network in box (NIB) architecture as a pow-
erful integrated solution that can support comprehensive
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network management and operations. The 6G enabled NIB
can be used as an alternative method to meet the needs of
next-generation mobile networks by dynamically reconfig-
uring the deployment of network functions, providing a high
degree of flexibility for connection services in various sit-
uations. Especially the CI technology such as evolutionary
computing, neural computing and fuzzy systems utilized as
a part of NIB have inherent capabilities to handle various
uncertainties, which have unique advantages in process-
ing the variability and diversity of large amounts of data.
Finally, CI technology for NIB, which is widely used is also
introduced such as distributed computing, fog computing,
and mobile edge computing in order to achieve different
levels of sustainable computing infrastructure. This arti-
cle discusses the key technologies, advantages, industrial
scenario applications of CI technology as NIB, typical use
cases and development trends based on IoE, which pro-
vides directional guidance for the development of CI tech-
nology as NIB for 6G.

Index Terms—Computational intelligence (CI), industrial
Internet of Things (IoT), Internet of Everything (IoE), mobile
edge computing (MEC), network in box (NIB), sixth genera-
tion mobile communication system (6G).

I. INTRODUCTION

TODAY’S society has entered a fairly technologically intel-
ligent society such as smart phones, smart watches, and

smart wearable devices have become popular and dominant
gradually in daily lives. The Internet of Computer (IoC) has
been widely used since 1991 [1], which is utilized for people’s
interaction for a long time. Subsequently, the mobile Internet ap-
peared and brought about the significant convenience especially
the emergence of Internet of Things (IoT) integrated physical
entities with radio frequency identification, advanced sensing
and so on [2], which dramatically extended the communication
coverage and performance to achieve the new communication
object [3].

IoT has moved toward IoE with the acceleration of the pace of
intelligence, where the IoE is a completely new concept [4] and
has surpassed the IoT that can be connected to the Internet to
people, data, things, and network programs [5], [6]. Meanwhile,
IoE is a new computational paradigm that can connect the
real and virtual worlds by giving daily things to processing
capabilities [7], the ultimate goal of which is to create a “better
human world” and knows our preferences, desires and demands
and can perform the task according to our acquirements without
explicit instructions [8].
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With the advent of the IoE, the amount of data will become
more dramatically larger. In particular, there are abundant new
applications and the requirements for transmission rate and spec-
trum width are becoming higher gradually. The development of
6G is to improve the shortcomings of 5G and have a higher rates
and lower delays. Different from 5G, 6G may build a network
that can realize air, space, ground, and sea integrated communi-
cations. Therefore, 6G technology will no longer be limited to
breakthroughs in simple network capacity and transmission rate
in the future. Its research and development is to narrow the digital
divide and promote the IoE to be truly development and maturity.
Compared with previous generations, 6G will not only improve
communication capabilities, but also provide a communication
infrastructure that supports various services or vertical fields.
Therefore, 6G enabled CI technologies as network in box (NIB)
has broad application prospects in user’s personalized services
as well as the IoE, Industrial Internet, smart factories, and other
fields. In other words, 6G can truly realize the interconnection
of all things and will be dedicated to creating a fully connected
communication world that integrates ground communications,
satellite communications, and marine communications [9].

Although the commercialization of 5G is still in its infancy,
the research of 6G has already begun impressive and the can-
didate technologies such as terahertz (THz) communications,
artificial intelligence (AI), computational intelligence (CI) and
distributed intelligent computing all can be acted as NIB to
improve the system performance considerably. It is worth noting
that the CI technologies as part of NIB play a vital role in
6G. CI is a calculation model and intelligent tool with high
fault tolerance, which is a new stage in the development and
successor of AI. In recent years, 6G-based CI technology is
developing at an astonishing speed, and its scope covers all fields
of engineering technology, promoting the development of the
information age. Even its application research has characteristics
that exceed theoretical and methodological research.Fig. 1
shows the development process for NIB from IoC and IoT to
IoE and lists the comparison and application.Fig. 2 expresses
the key technologies and scenes of 6G enabled NIB based on
IoE.

The contributions of this article are summarized as follows:
1) As far as we know, this is the first work that comprehen-

sively outlines CI as a part of NIB for 6G from differ-
ent aspects and perspectives. In particular, we provide a
unique perspective on why CI can play an irreplaceable
role as a key technology of NIB in 6G. We gave a detailed
explanation on this aspect.

2) In addition, we have included the industrial application of
NIB in the 6G field in the article, which makes this survey
increase the practical application value and significance.

3) Finally, we use a chart to summarize and compare the
various technologies involved in CI as a part of NIB for
6G and emerging key technologies have been anticipated
under the development momentum of IoE.

The rest of this article is organized as follows.
Section II analyzes the technical advantages for CI as NIB in
6G. Section III elaborates the key technologies of CI. Section IV
describes NIB for industrial applications. Section V outlines

Fig. 1. Development comparison of IoC, IoT, and IoE.

the application scenarios and practical examples based on IoE.
Section VI elaborates the typical use cases. Section VII raises
several privacy security issues. Finally, Section VIII concludes
this article.

II. TECHNICAL ADVANTAGES FOR CI AS NIB IN 6G

The communication technologies are still consumer appli-
cations from the 1G to 4G era, meanwhile, the 5G and 6G can
involve the industrial applications such as industrial Internet and
intelligent transportation. At present, 5G is mainly based on the
early infrastructure for Industry 4.0 and the large specific appli-
cation of 6G can be still opened and explored in the academic and
industrial community. The most important requirements of 6G
networks are the ability to handle large amounts of data and the
connectivity of extremely high data rates per device; therefore,
the CI technologies as NIB enabled by 6G can play a significant
role in the future communication systems. Certainly, several
important technologies such as the THz, AI, optical wireless
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Fig. 2. Key technologies of 6G enabled CI as a part of NIB based on
IoE.

communications, 3-D networks, unmanned aerial vehicles, and
wireless power transmission can be also a part of the 6G system
[10]–[12].

The millimeter wave band of 30G to 300 GHz has been
utilized in 5G and the data speed can still provide not ex-
ceeding 100 Gbps. The THz technology adopted in 6G will be
able to provide new bandwidth and allowed a large amount of
data to be transmitted simultaneously. And the integration of
block chain in 6G will realize the dynamic sharing of spectrum
resources, the sharing of edge computing storage resources,
and the sharing of distributed energy. Furthermore, the THz
technology utilized in 6G network may support a variety of
wireless devices to achieve real-time and remote transmission
of data equivalent to the amount of human brain calculations.
The THz frequency will provide a huge new bandwidth for
wireless use, enabling wireless devices to remotely transmit
massive amounts of computing data equivalent to the human
brain in real time. For example, an unimaginable amount and
type of data will be transmitted only in milliseconds. At this time,

data transmission will consume less energy and the ultrahigh
gain antenna will be able to be “extremely small”. This will
pave the way for smaller devices deployed in NIBs, including
military-grade secure communication links that are very difficult
to intercept or eavesdrop on. Some of the application scenarios
may be familiar with 5G such as the remote control and so on,
the difference of which is that the CI application in 6G can be
dominant with AI instead of human. Therefore, the breakthrough
of 6G cannot only provide fast network speed of all the data
required for perception and control but also liberate a large
number of heavy computational tasks from the human brain.
Additionally, the submillimeter wave spectrum will be able to
play an amazing role in existing technologies such as millimeter
wave cameras used in dark environments, high-precision radar
and terahertz-wave-based detectors for human security. More-
over, the base station of 6G may be able to access hundreds
or even thousands of wireless connections at the same time and
implement the compatible interaction with different transceivers
such as drones, satellites, and so on to establish the integrated
ground-air-space infrastructure [13]–[15]. Therefore, the CI as
NIB utilized in 6G can be no longer a breakthrough in simple
network capacity and transmission rate and it may pursue and
achieve the ultimate goal of the IoE [16]–[18].

III. KEY TECHNOLOGIES FOR CI IN 6G

How CI technology can give full play to its technical advan-
tages is a question worth pondering. In the 6G era, CI technology
will be fully integrated into intelligent 6G network. The CI can
be used to deal with the uncertainty encountered in evolutionary
optimization, machine learning (ML) and data mining (DM)
in the future. The CI includes neural networks, reinforcement
learning (RL), evolutionary algorithms (EA), swarm intelligence
(SI), fuzzy logic, artificial immune systems (AIS) and hybrid
technologies such as neural fuzzy systems, fuzzy immune sys-
tems, and other types of hybrid system [19]. Therefore, this
section briefly elaborates the key technologies of CI.

A. Artificial Neural Network

Artificial neural network (ANN) is a CI technology that simu-
lates the brain processes data to deal with practical problems that
need to consider multiple factors and conditions simultaneously.
There are three main learning methods for artificial neuron
learning.

1) Supervised learning [20].
2) Unsupervised learning.
3) Enhance learning.

B. Fuzzy Systems

Fuzzy system (FS) is a classic CI technology that uses fuzzy
theory to solve problems in many fields. In contrast to certain
logic, which can only have two possible values, fuzzy logic
reasons approximately or to some extent indicates true or false.
Additionally, fuzzy logic has been successfully used in control
systems, power system control, and home appliance control.
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Fig. 3. CI theory, technology and application.

C. Evolutionary Computing

Evolutionary computing (EC) as a new global optimization
search algorithm regardless of the function itself is continu-
ous and general suitable for parallel processing with strong
robustness for its simplicity and distinctive features such as high
efficiency in the plan design control classification, clustering of
time series modeling music composing and other fields has been
widely applied.

D. Swarm Intelligence

SI refers to some intelligent algorithms with distributed in-
telligent behavior characteristics designed by birds, fish, bees,
and other group behaviors [11]. The most widely accepted SI
use cases are particle swarm optimization (PSO). SI algorithms
have the advantages of simplicity, parallelism, and strong ap-
plicability. Therefore, it is widely used in optimization problem
solving, robotics, and semiconductor manufacturing.

E. Artificial Immune System

Four decisions must be made: encoding, similarity measure-
ment, selection and mutation in order to implement basic AIS.
AIS algorithms have been successfully applied in computer
security, fault detection, anomaly detection, optimization and
data mining.

F. Reinforcement Learning

Traditional AI is based on ML, which is the development of
technologies and algorithms that allow ML. However, the RL is
a subfield of ML and is very suitable for dealing with distributed
problems. It is mentioned that RL has become one of the hottest
research areas in ML today with the success of Alpha Go [21].

IV. APPLICATION SCENARIOS OF CI IN 6G

In the 6G era, CI will receive widespread attention recently
and becoming an important research direction of AI and com-
puter science, which has been continuously improved with the
improvement of its own performance and the expansion of its
application range [22].Fig. 3shows the CI theory, technology,
and application. The following will briefly introduce future CI
applications in these areas.

A. Media Content

CI plays an important role in media content mining and
processing based on big data features such as multiobjective
optimization and deep learning (DL). EC such as ANN and
genetic algorithm (GA) are common methods to solve complex
problems. DL algorithms such as neural networks are used to
detect and identify the image data.

B. Music Creation

In the field of music creation, CI technologies such as neural
networks, FS and EC provide powerful tools for modeling,
learning, uncertainty processing, search and optimization [23],
[24]. EA is random, which makes it particularly suitable for
music creation and computational creativity, while FS is suitable
for music classification and analysis, using FS to design fitness
functions to promote the imitation of phrase similarity between
phrases. Use GA to generate melody motivation and use genetic
algorithm to traverse the tree to construct the music structure.
GA’s chromosome notation can generate drum rhythms in a
human-like rhythm accompaniment system. Neural networks
are usually used to evaluate musical works or predict musical
notes. Music systems developed using neural networks can
generate music and assist in evolutionary creation [25].

C. Biometrics

CI is used in biometric systems and CI technologies such as
neural networks, fuzzy logic, and EA have the characteristics
of strong robustness and strong self-adaptability, which can be
successfully applied to solve complex biometric recognition
problems [26], [27]. In terms of face recognition and face
monitoring, EA is a method to optimize the topology of neural
networks and an effective face detection tool [28].

D. Finance

EC provides the possibility of trading strategies based on
pattern recognition to profit from stock market transactions.
Naturally inspired search technologies such as ANN can predict
the direction of price changes, so neural networks are applied to
exchange rate prediction [29]. Use fuzzy logic rules to design
a specific fitness function in order to rank them as buying
suggestions based on their fitness.

E. Intelligent Image Processing

CI can also be used in intelligent image processing such
as image fusion. Combining fuzzy theory and neural network
to process accurate information of noisy images and fuzzy
information of noisy images. The combination of GA and neural
network can improve the calculation efficiency to enhance the
degree of automation of neural network modeling [30].

F. Wireless Sensor Network (WSN)

CI method is expected to produce a practical opti-
mal/suboptimal solution to the distributed sensor scheduling
problem in WSN [21]. For example, fuzzy logic is used to
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determine the number of sensors and continuous PSO algorithm
is used for the distributed arrangement of sensors in marine
monitoring, which not only improves the network performance
but also save system cost.

G. Smart Grid

CI technology can be used in smart grids. For example,
critical networks based on neural network structures can over-
come time-varying delays in communication channels to im-
prove the damping performance of the power system [31].
Using adaptive design and fuzzy logic based on PSO, energy-
optimized of photovoltaic systems independent of the grid can be
performed.

H. Urban Traffic Control

CI technologies such as ANN, FS, and EC algorithms have
flexibility, autonomy and can overcome the nonlinearity and
randomness of transportation systems, so they are suitable for
dynamic urban traffic control transportation systems. Traffic
event detection algorithms based on fuzzy technology can have
lower false alarm rates, higher detection rates, and shorter
average times in order to alleviate nonperiodic congestion of
expressways [32], [33]. The PSO algorithm can handle the fuzzy
rules of the signal controller and it has alleviated the pressure of
urban traffic to the greatest extent and reduced the waiting time
of vehicles.

I. Battery Management System

CI technology can be used in designing the charge state
estimator of a battery pack. Battery state of charge (SOC) is a
very important parameter in the battery management system of
electric vehicles or hybrid vehicles. Based on the neural network
technology in CI technology, the adaptive estimator is designed
to determine the SOC of the electric vehicle battery [34]. The
main framework of the estimator is a three-layer feedforward
neural network with four inputs and one output. The first and
third layers are pure linear functions, and the middle layer is a
complex neuron network structure. The hidden neuron battery
pack SOC is determined by many factors and parameters, such
as the discharge current, the number of ampere hours used,
the average temperature of the battery module, and the module
voltage. The charging state of the battery mainly depends on the
current of the battery pack. In addition, the SOC estimator using
the improved PSO algorithm is not only simple in structure, but
also has high calculation efficiency.

J. Gaming

AI and CI algorithms are widely present in games, such as ML,
RL, and GA iteration. The intelligent path search algorithm in
the game mainly includes a star algorithm and GA, which is a
heuristic function path calculation search algorithm. The process
of path finding can be greatly reduced by designing a reasonable
heuristic function in the algorithm and is widely used in game
path finding [35], [36].The use of CI technology provides an
interesting alternative to scripts in most games. For example, an

evolved neural network can be used to control agent behavior
instead of programming it.

K. Hyper-Spectral Remote Sensing Processing

CI theory and its algorithms have also been successfully
applied in the field of hyper-spectral remote sensing processing,
that is, the dimension reduction and classification of hyper-
spectral remote sensing images [37], which effectively solves
the problems that traditional algorithms cannot solve and has
good development prospects. Generally speaking, the accuracy
is guaranteed by using neural networks and transparency is
achieved by using fuzzy sets.

L. Other Applications

EA has many applications in real-world parameter optimiza-
tion, which is one of the most advanced methods to solve
complex optimization problems today and is often used in
industries such as automotive and aerospace [38], [39]. Neu-
ral network technology has the ability to continuously learn
during operation in the field of automatic control [40], [41],
so it can be used to detect and identify system failures and
help store information for decision making. Additionally, in
academia or industry, big data analysis (BDA) is becoming more
and more popular and there are a large number of practical
applications in IoE such as business intelligence, environmental
science, and cyber security. The algorithms used in the different
application areas abovementioned can be compared as shown
in Fig. 4.

V. 6G-ENABLED NIB FOR INDUSTRIAL APPLICATIONS

With the rapid development of wireless transmission technol-
ogy in 5G and the upcoming 6G communication system, 6G-
enabled NIB has been extensively studied in academia and indus-
try. Since one of the key features of the new generation of mobile
networks is the ability to meet the needs of different vertical di-
rections, NIB is an alternative method that can meet the needs of
the next generation of mobile networks. NIB is a multigeneration
2G/3G/4G/5G/6G integrated and rapidly deployed hardware and
software solution, which is a powerful and portable software and
hardware integration box that integrates a core network, remote
radio head and baseband unit (BBU). At the same time, NIB
represents a portable and portable physical device that is flexible
and can move freely or according to actual needs. The device can
be used to provide connections between a group of disconnected
and possibly mobile devices, and allow services such as text
messages, phone calls, and Internet connections to be transferred
between each other’s devices. NIB equipment encapsulates part
of the entire 5G or 6G mobile network, and two NIBs are
connected through a standard radio interface, that is, each NIB
treats the other as a preexisting legacy infrastructure component,
or connects through a dedicated interface, generally providing
short-term communication services. Recently, the industry has
promoted the development of emergency and tactical networks,
with the main purpose of increasing practicality, integrating
solutions into the smallest possible physical devices. NIB also
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Fig. 4. Comparison of various application scenarios.

has other features such as self-organizing functions and spe-
cial services provider. Furthermore, the flexibility required for
next-generation mobile networks can be achieved by including
the principles of the NIB in these networks, so it can be the
cornerstone of a flexible and adaptable network.

Therefore, the NIB provides services through a wireless con-
nection and an important industrial use case for NIB is restoring
basic connections in an emergency. For the case of commu-
nication infrastructure damaged and services interrupted, NIB
can restore the basic communication services in the affected
area in the fastest and easiest way and can quickly deploy a
ready-to-use network made up of equipment that requires only
minimal setup requirements. In addition, NIB is an attractive
solution for handling suddenly increased traffic loads. Several
NIBs can be used to offload some mobile-initiated traffic when
the peak period of network usage suddenly occurs in the industry.
The technology currently used in the NIB solution is mobile
technology especially the combination of 6G and Wi-Fi. NIB
can also be combined with microwave, Ethernet or fiber optics,
Wi-Fi, telemedicine and downloading 3-D maps of buildings to
improve the system and enhance the user experience in industrial
applications.

NIB can also act as a traditional network and can be de-
ployed stably to implement the wide coverage [17], [18]. NIB
can provide connectivity as a stand-alone solution as well as
signal connection lost. It is suitable for commercial, private,
government, and military scenarios with its small, compact, and
portable features. Other advantages include:

1) Independent, secure.
2) Supports up to millions of users.
3) No need for existing infrastructure.
4) Operate as a secure standalone or integrated.
5) Integrate 4G LTE functions into existing networks.
6) Can operate in any LTE band (3GPP or unlicensed).
7) Scalable to meet customer needs.
8) Suitable for air, ground, sea, disassembly and network

mobile operations.
The core of the idea of combining 6G technology with NIB

is to install all software and hardware modules required by
the mobile network into one or several physical devices. The
NIB can be deployed in a wide range of situations including
extreme disasters, special rescue missions, emergency manage-
ment, armed forces, peacekeeping missions and transit mobile
communications networks. This node component of the radio
access network (RAN) in NIB provides a seamless LTE network
solution. In addition to being lighter in weight, these enhanced
integration technologies translate into better quality of service
and higher bit rates for packet data-intensive applications. NIB
provides a rapidly deployable, high-speed 6G LTE communica-
tions network to support operations of defense, public safety and
security forces. It can integrate mobile environment installations
of land, air, sea, pedestrian, and unmanned systems to provide
mesh communication, thereby expand system coverage. As an
independent network, NIB can provide network coverage in rural
and remote areas without any existing infrastructure.

VI. TYPICAL USE CASES BASED ON IOE IN 6G

In order to realize the vision of “smart connection” in the 6G
era, the 6G network will be presented as a “distributed intelligent
computing” network architecture. Meanwhile CI technology is
also widely used in IoE applications such as fog computing, edge
computing, and cloud computing to enable different levels of
sustainable computing infrastructure. It can perform large-scale
calculations through distributed computing resources, which
enable it to solve problems that require processing very large
data sets.Fig. 5shows a simple comparison of them.

A. Mobile Edge Computing

The idea of deploying services on NIB is consistent with
MEC, a technology that pushes services to the edge of the
network to reduce traffic from the core network. At the same
time, MEC can be defined as the implementation of edge com-
puting, bringing computing and storage capabilities to the edge
of the network within the RAN to reduce latency [42]–[45]. For
example, first, MEC can support vertical segmentation services
and provide emerging big data services such as video analysis
to authorized third parties. Second, the MEC platform can be
located at an aggregation point such as a BBU in a cloud
operation deployment or it can be directly located in a mobile
backhaul such as a small unit gateway. Third, for video streaming
media services, MEC with edge architecture uses video analysis
and video management applications to apply intelligent video
acceleration solutions. Fourth, use the network as a supported
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Fig. 5. Comparison of MEC, FemtoCloud, and fog computing.

adaptive streaming media application to encapsulate multime-
dia content in the MEC to improve the quality of experience.
Finally, use the edge as a cache to store media content and
increase the life of mobile devices by forcing computational
offloading [46]–[47]. In the 6G era, MEC can be widely used in
various fields such as transportation systems, intelligent driving,
real-time haptic control, and augmented reality.

B. Fog Computing

Fog computing, also known as fog networking, is a distributed
computing infrastructure based on fog computing nodes placed
on any architectural point between the terminal device and
the cloud [45]. The advantages of fog computing are: first,
it provides storage near the edge, which reduces the traffic
load. Second, reduced data movement across the network and
improved security and scalability to a certain extent. Third,
reduced network bandwidth and reduced the possibility of data
being attacked during transmission [48], [49]. Fog computing
plays a role in advertising, entertainment and BDA as well as
IoT, connected vehicles, wireless sensor and actuator networks,
and cyber-physical systems [34].

Fig. 6. Relationship for various technologies.

C. FemtoCloud

The basic idea of FemtoCloud is to be controlled by a con-
troller to achieve the function of the cluster [43]. The advan-
tages of FemtoCloud are: better scalability and less dependent
on infrastructure. Specifically, FemtoCloud performs various
tasks that reach the control device through computing services.
The Femtocloud client service running on mobile devices can
estimate the computing power from various mobile devices
and use it with user input to determine the computing power
available for sharing. Then, the Femtocloud client service shares
the available information with the control device. The control
device is responsible for estimating the user’s existence time
and configuring the participating mobile devices to provide
computing as a service cloud. However, the security of Femto-
Cloud may become a challenge in such application environments
because of the high variability and the dynamics and instability
of mobile devices.Fig. 6 shows the relationship between the
various technologies.

D. Edge Cloud

Edge cloud is also a typical IoE application, which is an im-
portant area for future innovation and has many IoT application
potentials. The advantages of edge cloud are: most of the data
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can be processed through edge cloud or edge computing and
reduce the amount of data sent to remote data centers [50],
[51]. The application areas of edge cloud include smart home,
smart cities, smart health, AR or VR, and machine-to-machine
communication [48]. In addition, edge cloud has an absolute
advantage in highly accurate 3-D indoor positioning and it saves
latency and bandwidth after adopting edge cloud in terms of
scalable and flexible video surveillance [52], [53].

VII. IOE IN 6G PRIVACY ISSUES AND DEVELOPMENT

TRENDS

A. IoE Security

New demand of IoE emerges gradually with the rapid popu-
larity of IoE worldwide. After integrating IoT technologies such
as smart objects, BDA and communication capabilities, and the
biggest problem is how to ensure security in such a large-scale
scenario. The beautiful vision of 6G makes people look forward
to it. But to realize these beautiful visions, we will have to face
many technical needs and challenges. The huge traffic and data
explosion make it more difficult to identify potential security
risks in the 6G era [54]. Since the data generated by smart
objects and users of the IoT can be obtained on the network,
so there are three key issues for IoT devices and services to be
considered: data confidentiality, privacy, and trust [55]–[58].The
goals of network security are: protect IoT devices and services
that are accessed from inside and outside the device without
authorization. Protect services, hardware resources, information
and data in conversion and storage.

B. Cybersecurity Issues in Specific Areas

Additionally, network security issues in specific areas also
deserve attention with the start of the 5G era and the arrival of the
6G era ten years later. IoE brings changes in the urban infrastruc-
ture and makes smart cities possible. The city’s pipeline network,
electricity, energy, transportation, and other infrastructures have
countless sensors and cameras for monitoring and they will
be intelligently controlled through the network. However, it
also exposes risks to the hacker’s vision, once criminals have
the viewing authority of the camera, they illegally obtain the
information they want through the camera such as a banknote
transporter. Cyber security technology which is based on the
key core technology of the IoE is the same as AI, big data, and
internet of vehicle. Moreover, cyber security is no longer just
information security.

C. Outlook

The emerging key technologies accelerate the iterative up-
date of the IoE, which is relying on big data resources to reshape
application scenarios such as transportation, medical care, and
social governance which change all aspects of urban life [59].
5G, 6G, IoE, distributed AI and other technologies will be deeply
combined with the acceleration of the pace of IoE intelligence in
the future. The rise of a variety of intelligent new technologies
and mature commercialization are crucial to the development of
the IoT toward the era of the IoE such as AI, blockchain, cloud

computing, big data, smart home, edge computing, IoT, 5G, 6G
and so on [60]–[62]. In the future, the intelligent technology
combined with IoE will continue to heat up our smart lives and
we can more easily manage data and control our equipment in
more directions.

VIII. CONCLUSION

With the development of wireless technology, 5G would not
be able to fully meet the growing demand for wireless com-
munications in 2030. Therefore, 6G would need to be rolled
out. The 6G was still in the research stage. The application of
6G technology and NIB in industry would be a new research
area. In addition, 6G with CI technology could help us process
a large amount of data in the IoE field. This article analyzed 6G
technical advantages, described 6G enabled NIB for industrial
applications, introduced the basis of CI key technologies thor-
oughly and summarized relevant application of CI in different
scenarios based on IoE, which could use IoE-based distributed
computation such as MEC and fog computing for typical use
cases. As one of the research directions of 6G technology, dis-
tributed intelligent computing had laid a certain foundation for
the development of communication technology. Additionally,
several privacy issues and challenges were also elaborated in
this article.
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A RoAdmAp of Next-GeNeRAtioN WiReless 
techNoloGy foR 6G-eNAbled VehiculAR 

NetWoRks

IntroductIon
With its strength to produce a single platform empower-
ing quality of assistance, such as improved mobile broad-
band, augmented reality, the Internet of Things (IoT), and 
smart connectivity, 5G signifies a discovery in cellular net-
works. However, looking into the progressive development 
of social, industrial, and individual service demands regard-
ing new services and offers, it is possible to envision the 
need for beyond 5G communication and the design of new 
innovative technologies for digital transportation systems 
[1, 2]. The key drivers of the 6G initiative are not only the 
limited performance of 5G technology, but also a continu-
ous technology-driven paradigm shift in wireless networks. 
For example, high-tech and autonomous industry vehicles 
continuously demand ubiquitous mobile ultra band (uMUB), 
ultra-high density data (uHDD), and ultra-high-speed low-la-
tency-communication (uHSLLC) services from cellular opera-
tors. However, the existing 5G infrastructure fails to provide 
such requirements. This article aims to motivate researchers 
toward 6G communication, starting from the requirement 
of 6G communication, associated 6G-enabled technologies 
such as terahertz communication, artificial intelligence (AI), 
visible light communication (VLC), and ultra-wide communi-
cation (UC) in rural areas, and several advantages of using 
6G in transportation systems. 

research InItIatIves of 6G
Even though 5G communication technology started being 
deploying in 2019, research initiatives on 6G are under differ-
ent organizations and countries. The International Telecommu-
nication Union (ITU) has initiated 6G research to develop new 
networking technologies for the future of 2030 and beyond. 
This initiative includes several technology associations of 6G, 
for example, Internet protocols, new standards, network archi-
tecture, and several new services.

The University of Oulu, Finland, has a novel 6G research 
program, which mainly focuses on enabling 6G-based wire-
less technology, ultrafast data transmission, and deployment 
of new 6G-supported technologies in the existing wireless 
networks. The Federal Communication Commission in the 
United States opened new spectrums from 95 GHz to 3 THz 
to allocate new licenses to network operators. IEEE Future 
Networks launched a 6G initiative to define new technol-
ogies for 6G communication. Several other 6G research 
initiatives in the European Union and South Korea, such as 
EU Terranova and Networking Research beyond 5G, will 
also start deploying 6G in the near future. On the other 
hand, several other industrial initiatives from LG Electronics, 
Samsung, Nokia, and Ericsson began to collaborate with 
organizations and academia on 6G network research and 
deployment. The key technologies for 6G-enabled communi-
cation are depicted in Fig. 1. 

LImItatIon of tradItIonaL communIcatIon: Why 6G?
Even though 5G is not yet fully deployed, it started out not 
offering quality of service (QoS) applications to the consum-
er, which has encouraged network researchers to think about 
6G requirements [3]. The history of cellular networks and the 
industrial revolution shows that the enlargement of necessary 
requirements usually begin a new technological revolution. 
For example, the revolution from Apple raised the provision of 
mobile Internet and 4G technology.

On the other hand, industrial transportation and vehic-
ular communication require a ubiquitous network, where 
smart vehicles and intelligent robots expect ultra-broadband 
cellular networks and ultra-high uplink and downlink data 
rates with negligible latency and extreme reliability, encour-
aging new types of 6G as a service. Furthermore, intelligent 
devices, intelligent vehicles, drones, and other vehicles used 
in military operations require high data rate, extended cov-
erage, and all-weather on-demand service, where a large 
amount of data are in the form of 4K/8K video streaming 
data, augmented reality/virtual reality, gaming data, and 3D 
holographic video. Hence, the need for not only beyond 
enhanced mobile broadband (eMBB), massive massive 
machine-type communications (mMTC), and ultra-reliable 
low-latency communications (URLLC) also require uMUB, 
uHDD, and uHSLLC services. These types of services cover 

abstract
Ultra-reliable connectivity and delay-sensitive data transmission is the ever increasing demand for the next generation transportation system. 
However, substantial network congestion and long-distance data travel always create significant delays even with conventional 4G or 5G 
cellular technology. Situations become critical even in autonomous transportation systems in various domain-specific applications, where 
smart vehicles continuously generate an enormous amount of data to make optimal decisions, for example, self-driving cars, autonomous 
robots, and industrial transportation. Thus, the importance of beyond 5G or 6G technology in the transportation system is prominent and 
requires a different level of investigation. With this motivation, in this article, we briefly analyze next-generation 6G-supported technologies 
and their advantages on adopting 6G into the Internet of Vehicles (IoV). We also shed light on several 6G-based frameworks in IoV net-
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satellite, plane, bullet trains, and underwater communica-
tion with negligible delay. Zong et al. defi ned these require-
ments in a set of six-F trends: full spectrum, full coverage, full 
dimension, full coverage, full photonic, and full intelligence.

The design of 5G was meant to encourage and cover sev-
eral domains, including telecommunication, robotics, smart 
transportation, extended reality, and other disciplines. Fur-
ther, 5G covers the five most promising technologies such 
as millimeter-wave (mmWave), small cell tower, massive mul-
tiple-input multiple-output (MIMO), beamforming, and full 
duplex. However, in reality these technologies suffer from 
their own limitations. For example, mmWAVE cannot travel 
through obstacles and is absorbed by trees and houses; small 
cell towers are not suitable for rural area coverage; and mas-
sive MIMO leads to serious network interference. All these 
challenges motivate researchers to think about new 6G-based 
cellular technology, which is expected to solve all such chal-
lenges and provide better services to users. A comparative 
analysis between 5G and 6G technologies in vehicular net-
work is depicted in Table 1. 

6G revoLutIon and Key technoLoGIes
for vehIcuLar netWorKs

Each new generation of wireless communication contributes 
more enduring speed and appends additional functionality 
to mobile subscribers. 1G first introduced wireless technolo-
gy, where radio signals are encoded into analog signals. 2G 
adds three more benefi ts: digital communication, mobile data 
service, and text messaging. 3G introduced the first mobile 
broadband for intelligent devices (e.g., CDMA and EV-DO). 4G 
added LTE, LTE-Advanced, and WiMax technology with high 
data rate. 5G extends the functionality of 4G by adding New 
Radio, where mobile devices get higher data rate and stable 
wireless connectivity [4]. As expected, 6G will incorporate full 
artifi cial intelligence (AI)-supported technology, wireless rural 
area coverage, and secure communication. The revolution of 
6G technology in cellular communication is depicted in Fig. 2.

maIn features of 6G communIcatIon
As of now, we have discussed various requirements for 6G 
development. But what is the nature of 6G, and what are the 
main features and technologies 6G should contain? The 3rd 
Generation Partnership Project (3GPP) is mainly responsible 
for defi ning standards and technologies for 6G wireless com-
munication worldwide. It is expected that 6G could include 
several new technologies such as sub-terahertz communication, 
energy-effi  cient communication, an AI-enabled fully automatic 
system, edge computing, blockchain-based communication, 
and several other combinations of hybrid technologies [5]. By 
adding these new technologies, 6G will be capable of extend-
ing base station density up to 1000 km2, user experience > 1 
Gb/s, and < 0.001–0.1 ms end-to-end delay [6]. Moreover, this 
technology can provide 10 ns processing density, more than 5
the reliable connectivity than 5G, and provide more than 5
the user experience. By adopting this technology, transportation 
systems get more benefi t from tactile Internet, satellite commu-
nication, MTC, and Industry 5.0 technology. 

reQuIrements of 6G In transportatIon systems
The open nature of intelligent transportation systems as wireless 
communication leads to stable communication, computation, 
security, and privacy-related issues. Although 5G communica-
tion technology was designed to meet such challenges, recent 
5G architectures and developments fail to address high mobility 
and transportation-related challenges. For example, 5G supports 
20 Gb/s uploading data rate and 10 Gb/s downloading data 
rate, and 10–50 ms delay [7]. However, AI-enabled automotive 
transportation systems require more reliable connectivity while 
vehicles move fast. Hence, the need to incorporate 6G into the 
transportation system where both uploading and downloading 
data rates increase up to 1 Tb/s and delay is minimized to 1 ms.

Consider a 6G-enabled intelligent transportation system 
where smart vehicles connect with personal devices, other vehi-
cles, and existing infrastructure, which will change our transporta-
tion system into an interoperable and safe transportation system. 
This new vision for the 6G-enabled transportation system brings 
new opportunities, business scope, and countless benefi ts. 
• Scenario 1: Advanced vehicles are capable of 360° vision 

within the range of 300 m and keep personal information 
private. By incorporating 6G into the intelligent transporta-
tion system, drivers can get quick alerts regarding conges-
tion. Sometimes they may get it through visual display, tone, 
or vibration, which helps drivers stop potential crashes. On 
the other hand, vehicles can communicate with 6G-enabled 
roadside infrastructure to quickly alert drivers regarding vehi-
cle crossing, which also helps alert drivers during bad weath-
er conditions or in icy conditions, or when roads are slippery. 
Moreover, faster sharing of information from multiple vehi-
cles about natural hazards and warns drivers before they 

Table 1. Comparison between 5G and 6G technologies.

Parameter 5G 6G 

Data rate 20 Gb/s 1 Tb/s 

Security Low High 

Frequency 30–300 GHz .3–3 THz 

Energy-effi cient communication Partial Full 

Traffi c 10 Mb/s/m2 1-10 Gb/s/m3

Uploading: data rate 20 Gb/s 1 Tb/s

Downloading: data rate 10 Gb/s 1 Tb/s

Rural coverage Medium High 

Delay 10–50 ms .1 ms 

Congestion Minimal Negligible

Mobility support Up to 500 km/h Up to 1000 km/h 

Maximum spectral effi ciency 30 b/s/Hz 100 b/s/Hz

Figure 1. Key technologies for 6G-enabled communication.
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experience them, which can be achieved by 6G technology 
in the vehicular network.

• Scenario 2: Road weather data from vehicles can be sent to 
the traffic management system quickly with the cooperation 
of 6G-enabled roadside units, providing real-time informa-
tion to help monitor or manage transportation system per-
formance. Centers can take action by adjusting traffic and 
speed lights. Drivers can monitor real-time road conditions 
and weather conditions before leaving home. Awareness can 
be enhanced about police activity and medical emergencies. 
An accident zone alerts car drivers regarding the danger 
zone, and suggests slowing down and changing routes within 
a fraction of times using 6G communication. Moreover, the 
6G-enabled intelligent transportation system connects public 
transportation and travelers more efficiently.

6G-enabLed technoLoGIes for Iov
The 6G-enabled intelligent transportation system is aimed at 
solving transportation-related problems and improving the over-
all performance of the transportation network. This transpor-
tation system falls under the class of active mobility within the 
framework of smart cities, which have been gaining strength 
in the past few decades. 6G-enabled communication, with 
advanced computing technologies such as edge/fog com-
puting, plays a major role by supporting massive interconnec-
tivity between the IoV and remote computing devices with 
highly diverse service requirements and meets the exceptional 
demands of ubiquitous connectivity in future vehicular net-
works. The main stakeholders of the 6G-enabled vehicular net-
work are the Internet of Vehicles (IoV), roadside units, and 
remote computing devices. The framework of 6G-enabled 
vehicular networks is depicted in Fig. 3. Several advancements 
and technological developments are going on in this particular 
domain, and a vast scope of improvement is occurring. How-
ever, this field still suffers from crucial technical issues related 
to intelligent and autonomous communication and ultra-fast 
data transmission. 6G-enabled technologies can be a suitable 
solution for improving efficiency and smart traffic management 
in transportation networks. A short summary of 6G-based tech-
nologies is explained below:
• AI-Enabled Wireless Network Model: AI is one of the essen-

tial requirements for any smart system. This system includes 
a wide range of applications and domains [8]. Similarly, in 
the transportation system, AI helps drivers to make quicker 
decisions, optimizes traveling costs by measuring proper 
distance, and provides an alert system regarding crashes 
and road conditions. This sort of intelligence also allows the 
driver to run a car with zero human intervention. Nowadays, 

deep learning and machine learning models are widely used 
for intelligent decision making, predictive maintenance, and 
monitoring devices’ health conditions, hence reducing extra 
overhead from the driver [9]. Recent studies also show that 
6G enabled AI technology is suitable for vehicle-to-everyt-
ing (V2X) communication, where vehicles can intelligently 
communicate with other devices with optimized networking 
technologies [7]. Besides real-time tracking, data analysis and 
finding drivers’ driving patterns are also measured and moni-
tored through AI-enabled techniques.

• Ultra-Reliable Low-Latency Communication: Low latency and 
reliablility of communication are challenging for delay-critical 
applications, such as healthcare, industrial applications, and 
intelligent transportation systems, where data needs to be sent 
to the targeted device within the desired delay. This requires 
modifying existing standards and adopting new technologies 
such as THz communication and VLC. 6G technology brings 
new opportunities by providing seamless connectivity and high 
data rate for real-time applications. Several 6G-based commu-
nication technologies such as massive MIMO, beamforming, 
and full-duplex communication reduce information loss and 
propagation delay among the communicating devices.

• Faster Mobility and High Dynamicity: Mobility management 
is one of the key functions of the transportation system, aim-
ing to track and monitor the vehicle efficiently. It can also 
be seen that smart vehicles are highly mobile and dynamic 
in nature, creating difficulties in communicating with other 
vehicle and roadside base stations. Moreover, high dynamicity 
in the manufacturing industry restricts vehicles from interop-
erably communicating with other vehicles, thus limiting the 
sharing of information and experience. 6G communication 
technology can be an alternative solution for the mobility issue 
in which vehicles can take advantage of mobility management 
techniques and tools directly from the network operator.

• Secure and Privacy Solutions for IoV:  In IoV, vehicles includ-
ing smart sensors and IoT devices help to obtain environment 
information and transfer the sensed data to remote comput-
ing devices for further analysis with advanced communica-
tion technology such as 6G. This information can be helpful 
in safe navigation, detecting hurdles, optimizing routes, and 
traffic management. A key concern when relying on vehicle 
data is vulnerability to data. Therefore, the need is to develop 
various efficient strategies and protocols that provide secu-
rity, trust, and privacy to both communicating entities and 
secure vehicle data from malicious entities. With numerous 
connected devices on the vehicles getting direct access to 
sensitive information, ensuring the security and privacy of 
transmitted data is challenging. GPS jamming, cargo sys-

Figure 2. Revolution of 6G technology in cellular communication.
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tem manipulation, and ransomware attacks are a few recent 
cybersecurity threats faced by the industry [10]. Also, due to 
the lack of infrastructure, their open nature, the high mobility 
of vehicles, and data privacy regulatory constraints, securi-
ty is one of the most considerable topics in vehicular net-
works. Thus, providing security of vehicular network traffic 
with advanced communication technology and securing the 
stored data at the remote computing servers for further deci-
sion making or data analysis are important requirements for 
developing a reliable transportation system. 

• Dynamic Transportation Networks: The recent emergence 
of new technologies in vehicular networks, including auto-
mated and connected vehicles, intelligent incentive and 
routing platforms, shared mobility services, and so on, has a 
signifi cant impact on traffi  c fl ow in road networks. The rapid 
development of vehicular networks with the autonomous 
transportation system and advanced vehicular sensors with 
new capabilities in data collection and communication brings 
great opportunities and new challenges for managing and 
controlling the transportation/vehicular network effi  ciently. 
As a result, it is important to integrate the emerging compu-
tation and communication technologies such as edge/fog 
computing and 6G technology into dynamic transportation 
network analysis and large-scale computation with dynamic 
traffi  c assignment models. Further, dynamic transportation ini-
tiates new research challenges on multi-modal dynamic trans-
portation networks with emerging technologies such as 6G 
communication as essential components. Also, extending the 
scope of the dynamic traffi  c assignment model to emerging 
mobility trends of vehicular networks is a research challenge 
of utmost importance for the transportation system.

use case scenarIos
The invention of 6G technology and the increasing maturity 
of disruptive technological paradigms such as urban comput-
ing, IoT, sensor networks, connected vehicles, and edge/fog 
computing play a major role in revolutionizing next-generation 
IoV applications including autonomous driving, precise fleet 
management, real-time video analytics, and so on. This sharp 
increase of computing and communication technologies is being 
enabled by designing intelligent IoV frameworks for mobility 
and transportation, as service, processes, and applications. To 

demonstrate the eff ectiveness of 6G-enabled IoV networks, we 
highlight the requirements and characteristics of two important 
use cases in IoV networks: an edge-centric smart transportation 
system and intelligent unmanned aerial vehicles (UAVs) for mili-
tary operation. The potentias and challenges of these use cases 
over 6G-enabled technologies are depicted in Table 2. 

edGe-centrIc smart transportatIon system
The intelligent transportation system (ITS) is signifi cantly chang-
ing the form of the traditional transport system by incorporating 
advanced computation and communication technologies such 
as edge computing and 6G technology. The transportation 
system is typically represented as a network with a set of road-
side equipment (RSE) and the size of IoV, where vehicles can 
communicate with each other in a multihop manner or access 
the connected services with or without the support of the infra-
structure installed in the RSE. However, this framework faces a 
lot of real-time challenges due to varying locations, long road 
networks, and the fl ow of a large volume of data traffi  c. There-
fore, effi  cient computation and communication cooperation on 
the road including vehicle-to-vehicle and vehicle-to-RSE is a sig-
nifi cant challenge in the transport system. Furthermore, several 
advanced machine learning and deep learning algorithms have 
been widely used to improve network effi  ciency and decision 
making for the connected transportation system and autono-
mous vehicles. However, such models have failed to instantly 
analyze, evaluate, and predict network effi  ciency. 

An edge-centric and intelligent framework is emerging as a 
promising solution to provide real-time services to connected 
and autonomous vehicles. One of the possible edge-centric 
smart transportation frameworks is depicted in Fig. 4. In this 
framework, wearable devices or sensors retrieve the environmen-
tal parameters and send the information to the distributed edge 
devices through a reliable 6G-enabled communication channel. 
These sensory data are analyzed on the local edge devices with 
minimum processing and communication delay, and decide to 
take specifi c actions using the set of actuators. Due to the limited 
storage capacity, the analyzed data are further stored at central-
ized cloud servers for future analysis. Thus, the integrated edge 
computing and 6G technology help to analyze the sensory data 
locally with minimum latency and energy consumption while 
making faster decisions for transportation systems.

Figure 3. Framework for 6G-enabled vehicular networks.
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Driven by the massive number of connected and autono-
mous vehicles, and the stringent requirements of the data-in-
tensive applications, it is difficult to analyze the data at the 
centralized cloud servers with high reliability and efficiency. 
Thus, to meet the requirements of IoV including low latency and 
energy consumption, and handle the large-scale sensory data, 
the potential solution is to analyze the data at the edge of the 
network with advanced communication technology such as 6G 
technology. In addition, advanced AI technology with 6G-en-
abled edge networks helps to make the transportation system 
intelligent enough by supporting intelligent traffic control, adap-
tive resource allocation, intrusion, and misuse detection, and so 
on. Therefore, the main objective of designing a smart transpor-
tation framework is to incorporate 6G communication technol-
ogy for THz communication with high transmission speed and 
AI-enabled edge-centric computation for processing the sensory 
data at the edge of the network with minimum delay and high 
reliability. The major research challenges of the 6G-enabled 
smart transportation system are:
• Design a 6G-enabled energy-efficient edge-centric IoV plat-

form for intelligent decision making with minimum latency 
and communication energy consumption. 

• Incorporate AI-enabled technologies for real-time traffic man-
agement and control in 6G-enabled intelligent autonomous 
transport systems in edge networks. 

• Develop different types of blockchain, security, and vulnera-
bility scanning technologies in 6G-enabled edge networks for 
analyzing various types of IoV applications with high reliability.

• Design different types of resource optimization, service pro-
visioning, and learning fusion techniques for IoV applications 
at 6G-enabled networks for higher prediction analysis and 
minimum error rate. 

• Integrate knowledge discovery and traffic predictivity at 
6G-enabled edge networks from the aspect of edge intelli-
gent IoV applications for accurate decision making. 

InteLLIGent uav for mILItary operatIon
An unmanned aerial vehicle (UAV) plays a key role in a wide 
range of military applications including surveillance, attack 
roles, battle assessment damage, spying enemy territory, and 

so on. A UAV is an aircraft with no pilot and limited sensing, 
control, and communication capabilities due to UAV payload 
constraints. It is autonomously controlled by a ground control 
station with pre-programmed functional plans and complex 
dynamic automation systems. Due to the inefficient functional 
operations including real-time data gathering, sensing, commu-
nication, and computing, achieving efficient and reliable com-
munication with smart coordination, positioning, and trajectory 
design is challenging in UAV networks. Furthermore, due to the 
forthcoming dense operations of UAVs, particularly over urban 
regions, ensuring airspace safety is becoming an urgent issue. 

A fully autonomous UAV has to predict other real-time 
observations such as collisions, fault diagnosis, tracking, and fail-
ure control. In particular, this vehicle must integrate with other 
UAVs through various communication techniques to achieve 
different mission-critical military applications. One of the possi-
ble smart UAV frameworks for military operation is depicted in 
Fig. 5. In this framework, the UAVs retrieve the environmental 
information through a set of sensors and cameras, and analyze 
the sensory data or images locally using built-in embedded 
devices or transmit the data to the local edge servers for fur-
ther analysis through a 6G-enabled communication channel. 
This can reduce overall latency and processing delay. Also, the 
cloud servers are integrated with this framework for analyzing 
computation-intensive applications using advanced AI technolo-
gies and store the data securely for future analysis. 

With the recent advancement of communication including 
6G technology and advanced AI technologies, UAVs become 
fully autonomous, more maneuverable, and smarter without 
human intervention. A smart UAV incorporates a centralized 
or decentralized traffic management policy, and addresses 
the scalability issue considering the large volumes of UAVs of 
variable, uncertain, and heterogeneous mobility features. Fur-
thermore, the advanced AI-enabled technologies help to deal 
with environmental uncertainties in UAV traffic management 
decision making, and air and ground infrastructures together 
support UAV traffic management. Therefore, the main objective 
of developing an intelligent UAV is to incorporate 6G commu-
nication technology for reliable and fast data transmission to 
the remote devices for further analysis and incorporate AI-en-

Table 2. Use case scenarios and relevance of 6G-enabled technologies.

Use case scenario Technologies Potentials Challenges

Intelligent 
transportation system

AI-enabled wireless network model
•  Intelligent decision making
• Optimize traffic congestion

• Stable connectivity, Prediction, analytics

Ultra-reliable low-latency communica-
tions

• High transmission rate
• High throughput over the network

• Cost optimization, Bandwidth utilization
• Reduce propagation delay

Faster mobility and high dynamicity
• Efficient Hand-off mechanism
• Forward pointer based routing

• High dynamicity among the vehicles
• efficient mobility management techniques

Security and privacy solutions for IoV
• Blockchain based spectrum sharing
• Quantum based secure communication

• Privacy, authentication, encryption techniques
• Data sharing, public key generation

Dynamic transportation networks
• New communication technology
• Seamless data transmission

• Rural area coverage, On-device processing
• Optimized dynamic network parameters

Intelligent UAV system

AI-enabled wireless network model
• Measure height and distance
• Intelligent decision making

• Intelligent decision making
• Energy efficient communication

Ultra-reliable low-latency communica-
tions

• Light weight communication protocol
• High distance coverage

• Traffic management
• Path planning, and scheduling 

Faster mobility and high dynamicity
• Efficient communication protocol
• Optimized energy management technique

• Spectrum allocation, and networking
• UAV communication

Security and privacy solutions for IoV
• Proper authentication technique
• blockchain based authentication system

• Efficient encryption algorithm
• UAV certification and verification 

Dynamic transportation networks
• Distributed communication technology
• Contingency management techniques

• Multi-UAV coordination
• Distributed UAV control
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abled technology for effi  cient traffi  c management and decision 
making with minimum error. The major research challenges of 
intelligent UAVs are:
• Develop diff erent types of resource allocation and mobility 

models of UAVs for energy management at the 6G-enabled 
network for military operation. 

• Incorporate different optimization, learning, and AI tech-
niques to manage application deployment and decision mak-
ing for UAV-assisted military operation.

• Design different cost-effective cooperative computing and 
scheduling strategies for UAV-assisted military applications in 
6G networks with minimum latency and energy consumption. 

• Introduce 6G-enabled software-defi ned networking and ener-
gy harvesting techniques for better traffic monitoring, sur-
veillance, weather monitoring, fi refi ghting,and so on during 
UAV-assisted military operation. 

• Design ultra-reliable low-latency protocols for minimizing 
latency and providing high reliability for mission-critical mili-
tary applications in the 6G-enabled UAV framework.

future prospects
6G has several potential advantages over standard cellular 
technology, and a large scope of research and engineering is 
required to make a proper standardized 6G network. Among 
other future directions, in this article, we discuss the open 
development scope in the context of the 6G-enabled transpor-
tation system.
• Integrated AI in Transportation System: AI is one of the vital 

tools to add intelligence into a non-intelligent system. AI in 
the fi eld of smart transportation and communication systems 
can assemble transaction data to decrease congestion and 
increase the scheduling of public transportation networks 
[11]. Specifi cally, public transportation with 6G technology is 
infl uenced by traffi  c movement, and AI can provide smooth 
traffi  c models, more intelligent traffi  c information, and real-
time tracking to manage more precious and decreased travel 
patterns. The eff ectiveness of AI techniques in a 6G-enabled 
transportation system relies on the ability of these models 
to effectively handle the dynamics of vehicular networks, 
providing the algorithmic means to learn the patterns within 
the information fl ows exchanged from/to vehicles, infrastruc-
ture, and pedestrians. Important research work related to AI 
techniques and 6G-enabled vehicular networks are transfer 
learning, online learning, and federated learning for intelli-
gent decision making, routing, security, and privacy.

• High Mobility in the Transportation System: Future mobility 
incorporates all forms of breathing transport and will build an 
ITS with 6G-enabled vehicular networks. A growing amount 
of smart vehicles such as cars, vans, and trucks have better 
self-suffi  ciency and are running toward the intention of them 
driving us instead of us driving them [12]. Electrical self-driv-
ing vehicles carrying people and goods throughout cities are 
essential to monitoring downtown pollution and transporta-
tion congestion levels. The culture to innovate in this fi eld has 
completely begun in 6G-enabled vehicular networks. Nowa-
days, drones with a 6G communication mode, presently used 
in assessment and monitoring tasks, can transform industrial 
sectors such as the building and retail sectors by transporting 
heavy cargoes to inaccessible areas.

• Interoperable Connectivity in the Transportation System: 
Interoperability is vital to guarantee appropriate device sys-
tem connectivity. Interoperability focuses on allowing the 
eff ective communication of intelligent transportation system 
components with other components in automobile systems, 
devices, transport systems, and devices as necessary, regard-
less of when and how they are built and used. The applica-
tion of 6G-enabled vehicular communication systems and 
the emergence of automatic vehicle transport networks will 
make interoperability essential, as device interconnections 
boost variety and complexity into the 6G-enabled networks. 

Standards and architectures must endure development to 
speculate technological improvements and prepare the need-
ed agreement and interoperability.

• Cognitive Networking for Intelligent Transportation Sys-
tems: Cognitive networking is expected to analyze and utilize 
a variety of information for improving the intelligence of 
transportation systems. To address the advanced demands 
of a 6G-enabled intelligent vehicular network, which cannot 
be met by the traditional technologies such as high scalabil-
ity, low latency, high mobility, and throughput, innovative 
cognitive networking technologies have been applied to the 
vehicular network for raising the user experience through 
providing high-performance communications in vehicular net-
works by optimizing latency, energy consumption, network 
security, and coverage, and so on. Furthermore, cognitive 
computing can support location-based services, navigation, 
entertainment, and so on, while meeting users’ expectation 
ratio, and even eff ectively guarantee traffi  c safety and avoid 
traffi  c accidents by monitoring the driver’s physiological and 
psychological state.

• Quantum Communication and Computing in the Trans-
portation System: 6G requires highly secure connectivity 
and processing capabilities to enable real-time applications 
[13]. Quantum computing is a promising technology that can 
boost the communication and computation capabilities in 6G 
by incorporating the quantum superposition theorem. More-

Figure 4. Use case scenario 1: edge-centric smart transportation 
system.
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over, quantum communication is capable of providing high 
data security, which mainly follows the principles of uncer-
tainty and no-cloning. Therefore, quantum computing can 
remarkably expedite and improve AI techniques that demand 
big data and extensive training. As a result, incorporating 
quantum computing with transportation systems is an import-
ant research aspect in the 6G-enabled vehicular network. 

• Blockchain-Based Information Sharing in the Transporta-
tion System: Unlicensed spectrum sharing is a promising tech-
nology to share more numbers of user data through a single 
spectrum. It also helps to reduce the requirement of large 
spectrum for information sharing. Recently, blockchain tech-
nology has gained a lot of information due to its distributed 
and secure data sharing mechanism over the network [5]. 
Specifically, blockchain technology stores its data across the 
local computing devices of the network instead of storing 
the data in the centralized server. Whenever a new block is 
added, every computer updates its blockchain to reflect the 
changes. Mainly, the blockchain technology applies the hash 
encryption (SHA-256) technique to secure its information. As 
a result, blockchain technology provides data security and pro-
tects data from intruders, which can help to develop a reliable 
6G-enabled transportation system in vehicular networks. 

concLusIon
This article introduces the unique concept of integrating 6G 
communication into the next generation of transportation sys-
tems. Along with the development and significance of 6G tech-
nology, we have also covered several 6G-enabled networking 
technologies, such as predictive maintenance, distributed learn-
ing, blockchain-enabled security, and wireless power allocation, 
and their advantages in the transportation system [14]. Two 
practical use- cases are also investigated to confer the impor-
tance of 6G communications to transportation networks. These 

technologies are not market-ready, which intimates broad 
research opportunities on 6G-enabled vehicular networks for 
the forthcoming digital civilization of 2030 and beyond. Finally, 
the influence of diverse research challenges and future direc-
tions for 6G-enabled transportation systems are also explained.

references
[1] B. Ji et al., “A Survey of Computational Intelligence for 6G: Key Technologies, 

Applications and Trends,” IEEE Trans. Industrial Informatics, 2021. 
[2] J. Navarro-Ortiz et al., “A Survey on 5G Usage Scenarios and Traffic Models,” 

IEEE Commun. Surveys & Tutorials, vol. 22, no. 2, 2020, pp. 905–29.
[3] K. David and H. Berndt, “6G Vision and Requirements: Is There Any Need for 

Beyond 5G?,” IEEE Vehic. Tech. Mag., vol. 13, no. 3, 2018, pp. 72–80. 
[4] M. H. C. Garcia et al., “A Tutorial on 5G NR V2X Communications,” IEEE Com-

mun. Surveys & Tutorials, 2021. 
[5] Z. Zhang et al., “6G Wireless Networks: Vision, Requirements, Architecture, 

and Key Technologies,” IEEE Vehic. Tech. Mag., vol. 14, no. 3, 2019, pp. 28–41. 
[6] A. Hazra et al., “Stackelberg Game for Service Deployment of IoT-Enabled 

Applications in 6G-aware Fog Networks,” IEEE IoT J., 2020. 
[7] F. Tang et al., “Future Intelligent and Secure Vehicular Network Toward 6G: 

Machine-Learning Approaches,” Proc. IEEE, vol. 108, no. 2, 2020, pp. 292–307. 
[8] E. Calvanese Strinati et al., “6G: The Next Frontier: From Holographic Messag-

ing to Artificial Intelligence Using Subterahertz and Visible Light Communica-
tion,” IEEE Vehic. Tech. Mag., vol. 14, no. 3, 2019, pp. 42–50. 

[9] J. Du et al., “Machine Learning for 6G Wireless Networks: Carrying Forward 
Enhanced Bandwidth, Massive Access, and Ultrareliable/Low-Latency Ser-
vice,” IEEE Vehic. Tech. Mag., vol. 15, no. 4, 2020, pp. 122–34. 

[10] G. Aceto, V. Persico, and A. Pescapé, “A Survey on Information and Commu-
nication Technologies for Industry 4.0: State-of-the-Art, Taxonomies, Perspec-
tives, and Challenges,” IEEE Commun. Surveys & Tutorials, vol. 21, no. 4, 2019, 
pp. 3467–3501. 

[11] A. Hazra et al., “Collaborative AI-Enabled Intelligent Partial Service Provision-
ing in Green Industrial Fog Networks,” IEEE IoT J., 2021. 

[12] F. Zhu et al., “Parallel Transportation Systems: Toward IoT-Enabled Smart 
Urban Traffic Control and Management,” IEEE Trans. Intelligent Transportation 
Systems, vol. 21, no. 10, 2020, pp. 4063–71. 

[13] S. J. Nawaz et al., “Quantum Machine Learning for 6G Communication Net-
works: State-of-the-Art and Vision for the Future,” IEEE Access, vol. 7, 2019, 
pp. 46,317–50. 

[14] M. Adhikari et al., “Security and Privacy in Edge-centric Intelligent Internet of 
Vehicles: Issues and Remedies,” IEEE Consumer Electronics Mag., 2021.

ADHIKARI_LAYOUT.indd   85ADHIKARI_LAYOUT.indd   85 1/22/22   5:11 PM1/22/22   5:11 PM

Authorized licensed use limited to: Scms School Of Engineering And Technology. Downloaded on July 27,2023 at 10:13:11 UTC from IEEE Xplore.  Restrictions apply. 



A Comprehensive Survey on Machine Learning-Based Big Data
Analytics for IoT-Enabled Smart Healthcare System

Wei Li1 & Yuanbo Chai1 & Fazlullah Khan2,3
& Syed Rooh Ullah Jan4

& Sahil Verma5 & Varun G. Menon6
& Kavita5 &

Xingwang Li7

Accepted: 22 November 2020
# Springer Science+Business Media, LLC, part of Springer Nature 2021

Abstract
The outbreak of chronic diseases such as COVID-19 has made a renewed call for providing urgent healthcare facilities to the
citizens across the globe. The recent pandemic exposes the shortcomings of traditional healthcare system, i.e., hospitals and
clinics alone are not capable to cope with this situation. One of the major technology that aids contemporary healthcare solutions
is the smart and connected wearables. The advancement in Internet of Things (IoT) has enabled these wearables to collect data on
an unprecedented scale. These wearables gather context-oriented information related to our physical, behavioural and psycho-
logical health. The big data generated by wearables and other healthcare devices of IoT is a challenging task to manage that can
negatively affect the inference process at the decision centres. Applying big data analytics for mining information, extracting
knowledge and making predictions/inferences has recently attracted significant attention. Machine learning is another area of
research that has successfully been applied to solve various networking problems such as routing, traffic engineering, resource
allocation, and security. Recently, we have seen a surge in the application of ML-based techniques for the improvement of
various IoT applications. Although, big data analytics and machine learning are extensively researched, there is a lack of study
that exclusively focus on the evolution ofML-based techniques for big data analysis in the IoT healthcare sector. In this paper, we
have presented a comprehensive review on the application of machine learning techniques for big data analysis in the healthcare
sector. Furthermore, strength and weaknesses of existing techniques along with various research challenges are highlighted. Our
study will provide an insight for healthcare practitioners and government agencies to keep themselves well-equipped with the
latest trends in ML-based big data analytics for smart healthcare.

Keywords Sensing . Big data . Data analytics . Internet of things . Healthcare . Machine learning

1 Introduction

Over the years, Wireless Sensor Networks (WSNs) have ex-
perienced an unprecedented growth in terms of applications,
interfacing, scalability, interoperability and data computation.
These technological advances along with the innovations in
Radio Frequency Identification (RFID), and wireless and cel-
lular networks have laid a solid foundation for the Internet of
Things (IoT). The term Internet of Things (IoT) was first
coined byKevin Ashton in 1999 in the context of supply chain
management [1]. It refers to a smarter world of objects where
every object is connected to the Internet [2]. In IoT, all these
objects, also known as entities, have digital identities and are
thus organized, managed and controlled remotely and thus
having a scope beyond the limits. Due to the growth in the
development of smart objects, IoT has enriched almost all
aspects of our daily lives and is continuously doing so with
diverse range of novel, innovative and intelligent applications
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[3, 4]. These applications include smart healthcare [5], smart
cities [6], smart agriculture [7], crowd sensing [8, 9], and
crowed sourcing [10] etc., as shown in Fig. 1.

These advancements along with innovative applications are
highly encouraging and show a bright future of IoT on one side
but at the same time, multiple challenges on the other side. Some
of these challenges include security, big data analytics, interop-
erability, Quality of Service (QoS) and energymanagement [11].
Among them, big data is critical due to the interrelation between
IoT objects and plethora of data streams generated by them. A
huge amount of information is generated from a vast variety of
IoT devices and applications. Various big data analytics are
employed to mine such information and improve the decision
making. In an IoT context, big data is classified and described by
various researchers from different perspectives and various
models have been proposed [12–14], however, the most preva-
lent among them is 5 Vmodel. This model classifies the big data
into five categories, based on various attributes associated with
them. These attributes are, size of the data (volume), real-time
data collection (velocity), heterogeneous data collection from a
diverse range of resources (variety), unpredictable data (veracity),
and finally the application of such data in various fields, such as
industry and academia (value). Recently, we have seen a phe-
nomenal growth in big data research due to its application in
various domains. This development is further ignited by the

integration of IoT with big data creating opportunities for the
improvement of services for many complicated systems, such
as healthcare system. In the IoT literature, there has been a large
number of big data technologies that are used for the analysis of
large volumes of data from a number of resources in a smart
healthcare domain. Among these technologies, machine learning
(ML) is a dominant technique that performs complex analysis,
intelligent judgments, and creative problem solving on the big
data. It is estimated that the economic impact of using ML tech-
niques for big data analytics, i.e., ML-based products and plat-
forms, will range from $ 5.2 trillion to $ 6.7 trillion per year by
2025 [15]. This signifies the importance of ML in big data, and
particularly in IoT.

There exist numerous comprehensive literature reviews that
recognize the research trends in big data, ML, and IoT, respec-
tively. For instance, in [16], the authors discussed the character-
istics of big data from various dimensions, i.e. volume, velocity,
variety, veracity, variability and value. Moreover, they discussed
the current and emerging deep learning architectures and algo-
rithms, specifically designed for big data analytics in various IoT
domains. However, the proposed review is generic because it
discusses deep learning techniques for big data analysis in mul-
tiple domains. Authors in [17] studied the latest machine learning
techniques for big data analytics, used for IoT traffic profiling,
device identification, security, edge-enabled computing
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Fleet tracking 
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Healthcare

Smart cities

Fig. 1 Applications of IoT
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infrastructure, and networkmanagement. However, this survey is
restricted to the applicability of ML techniques for big data anal-
ysis in a wide range of applications within a specific domain.
Similarly, big data technologies across various sectors such as
smart health, smart traffic and logistics and smart agriculture
were discussed in [18]. This survey enables the readers to choose
the most suitable technique from a diverse range of available
techniques for data analytics across various domains.
Moreover, it also studied the applicability of these techniques
in cross domains. However, this survey is limited in scope and
pertains only to a single domain. Besides, it partially discussed
techniques from each domain. Some surveys, on the other hand,
target only a single IoT domain. For instance, the authors in [19]
presented a taxonomy of ML-based techniques for smart city
domain. However, it does not considered security of the data
and the underlying network. All these literature reviews and
surveys studied big data and ML from IoT perspective for dif-
ferent applications such as intelligent transportation systems,
smart cities, smart agriculture, crowd sensing and smart homes.
However, it is evident from the literature that there is a lack of
research work that exclusively investigates big data analytics and
ML in IoT healthcare domain. Some of the aforementioned sur-
veys dedicated only a single section to this topic, however, there
lacks a comprehensive survey on these technologies that identify
the most suitable big data technologies and ML techniques for
their applicability in IoT healthcare. Moreover, studies that inter-
link the two cross domains, i.e., big data analytics and healthcare
are still in its infancy and thus require further attention from the
research community. Similarly, there is no single study that ex-
amines the significance of data aggregation and its vital role in
this specific domain.

To identify these reach gaps, we have carefully reviewed
various papers related to ML techniques for big data analysis.
Considering the challenging aspects of big data in the IoT
healthcare, in this work, our ultimate objective is to present
the state-of-the-art literature on the ML techniques and big data
analytics that are exclusively proposed for IoT eHealth. We
have also highlighted the strength, weaknesses and future chal-
lenges in this context. This will enable the readers to choose the
most suitable technique from the available pool of big data
analytics tools for healthcare and explore them further in the
time ahead. Based on our extensive literature review, this is the
first work that targets this particular domain and thus makes it
unique from the rest of the papers, available in the literature.
The main contributions of this paper are as follows:

& It discusses the relationship between big data and IoT in
general, followed by the state of the art big data research in
IoT smart health. Finally, a comprehensive discussion is
provided on various research challenges that provide fur-
ther opportunities in this specific domain. This provides
the most striking features to all interested parties for fur-
ther exploration in the years ahead.

& Fundamental concepts of big data and the complex rela-
tionship between big data and IoT is explored.

& Big data challenges in IoT healthcare domain are discussed
and future research directions are provided in this context.

& A systematic review and study of the existing data aggre-
gation techniques, based on ML and their applicability to
IoT smart health are discussed.

The rest of this paper is organized as follows. Section 2
sheds some light on the article classification and our motiva-
tion towards researching this specific domain. In Section 3, we
provide an introduction of IoT by highlighting its contribution
towards various applications. This section exclusively studies
the recent developments and transformation of conventional
healthcare sector, along with a layered architecture for
Wireless Body Sensor Networks (WBSNs). Section 5 dis-
cusses the concept of big data challenges, particularly in IoT
from smart healthcare perspective. Next, we provide a detailed
discussion on the role of ML techniques for the analysis of big
data in IoT healthcare in Section 6. A comprehensive and
updated literature review on various machine learning tech-
niques for big data analytics in IoT eHealth is provided in
Section 7. Research challenges in the field are presented in
Section 8. Finally, the paper concludes with Section 9 by
stating the limitations and future work for further exploration.
The overall structure of this paper is depicted in Fig. 2.

2 Articles classification

In this work, we have examined some of the well-known
academic databases and publishers such as Google Scholar,
ABI/INFORM Global, Academic Search Premier, Applied
Science and Technology Full Text (EBSCO), ACM Digital
Library, IEEE Xplore Digital Library, Science direct and gen-
eral Google search engine. We have used various keywords
that include but are not limited to big data, IoT and big data,
big data analytics in IoT health, IoT eHealth, and machine
learning and big data analytics in IoT healthcare to explore
primary challenges and issues in the application of ML to big
data analytics in IoT smart health. We were striving for the
latest literature including journal papers, conference papers,
standards, project reports, patents, white papers and reports
from industries. Furthermore, we have restricted our search
for the related literature that is published over the past 4 years,
i.e., from 2016 to 2020. Among them, particular emphasis was
given to papers related to big data research in IoT health care
domain. As a result, a total of 361 papers were downloaded,
however, only 90 papers among them were selected and thor-
oughly reviewed, as shown in the Fig. 3. Each paper was
carefully analyzed to find the research gaps and clarify our
research direction as well as our motivation for carrying out
this research. Based on our result, we have selected only 7 out
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of all research papers, which are [18, 20–25]. A detail discus-
sion on these survey papers was provided in Section 1 that
justify as to why we have carried out this research work, and
our motivation behind this paper. Moreover, strengths and
weaknesses of the aforementioned papers are also provided
to justify our work along with the contributions and novelty of
this survey.

3 The internet of things

IoT is a web of smart and self-configuring things that can
communicate with each other using a global network. It is
essentially cyber-physical systems or a network of networks.
An informal description for the phrase “IoT” was put forth by
IEEE, as “a network of objects each of which is embedded

Fig. 2 Structure of the paper

Fig. 3 Relevant Articles
Published over the time
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with sensors and these sensors are connected to the Internet”
[26]. The seamless communication among participating ob-
jects is facilitated using the low-cost sensors installed into a
diverse range of objects supporting ubiquitous and pervasive
computing applications [27]. Apart from these, other technol-
ogies that further stimulated the development of the IoT are
wireless technologies, micro-electro-mechanical systems
(MEMS) and the Internet. According to the market analysts,
around 25 billion sensor-enabled devices will be installed by
2020 [28]. Moreover, the market scope of such devices is
expected to be around 2.1 trillion by 2025 [29]. This implies
that billions of physical devices or sensor-enabled objects will
be connected and will communicate with each other via the
Internet. The plethora of objects will generate huge and in
most cases, real-time heterogeneous and complex data. It is
therefore imperative to extract useful patterns from these raw
data in an efficient manner. The raw data gathered from the
physical environment need to be analyzed and mined for nov-
el feature extraction and useful information. This become par-
ticularly important with the evolution of intelligent IoT appli-
cations, where the devices communicate with each other and
enable them to share information by making intelligent deci-
sions. As a result, big data analytics using data mining tech-
niques is evolving as a new area of research. In recent years,
we havewitnessed the development and deployment of a large
number of IoT applications [30–32]. These applications in-
clude smart cities, smart energy management, smart agricul-
ture, military applications, environmental monitoring and
healthcare. IoT has the capabilities to refurbish the current
and future scenario of healthcare sector with promising tech-
nological, economic, and social prospects. It is estimated that
the economic impact of IoT-enabled hardware and software
will reach USD 176.82 Billion by 2026 [33]. The healthcare
sector alone will constitute about 41%, a major share followed
by industrial automation with 33% and energy with 7% of the
IoT market [34]. Apart from these, 15% of the IoT market is
related to objects and product-related transportation, agricul-
ture, urban infrastructure, security, and retail sectors. These
outlooks indicate the remarkable growth of the IoT services
to healthcare industry on one side, while, challenges such as
big data and other challenges on the other side that the re-
search community will face shortly.

4 IoT in healthcare

With the emergence of eHealth and mHealth, we have
witnessed an increasing role of technologies in the healthcare
sector. Millions of sensors are attached to the patients that
continuously monitor their health using various physiological,
environmental and behavioural parameters. In healthcare IoT,
i.e., eHealth and mHealth, wireless body sensor networks
(WBSN) is a predominant technology for monitoring the
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patients. WBSN consists of sensors that are deployed around
the human body [35]. The layered architecture of WBSN
comprises of sensing layer, communication layer, processing
layer, storage layer, and mining and learning layer as shown in
Fig. 4 [36]. Each layer contains various components with their
responsibilities. The sensing layer includes various sensing
devices, such as wearable sensors and in-body sensors.
Recently, medical super sensors (MSS) came into the market
that have more memory with improved processing and com-
munication capabilities as compared to the ordinary sensor
nodes. These sensors are usually wearables or sometimes im-
planted inside the patients’ skin and can communicate with the
network. These sensors gather vital information pertaining to
body temperature, blood pressure, heartbeat rate, respiration
rate, ECG, and blood glucose for diabetic patients [37]. In
recent years, actuators are employed for raising alarms and
modifying the environmental parameters, whenever neces-
sary. We have witnessed huge developments in these applica-
tions in the form of novel monitoring applications. As a result,
a large amount of contextual data is generated from these
applications. It is mandatory to consider big data among other
challenging issues while designing devices at the sensing lay-
er. Some of these issues are price, size, energy consumption,
memory, processing, power, deployment and organization of
various devices at this layer. The next layer is the communi-
cation layer which is somehow similar to physical layer of the
TCP/IPmodel. This layer is responsible for physical objects to
connect and share data in WBSN, using specific communica-
tion protocols. It facilitates the inter and intra network com-
munication. Standard and communication protocols defined at
this layer provides interoperability in WBSN. These protocols
also facilitate the exchange of data with existing infrastruc-
tures. There are various standards used by WSBN for intra
communication at this layer, such as Bluetooth, ZigBee,
RFID, NFC and UWB [38–40]. Each of these standards have
their pros and cons and are used based on the specific appli-
cation’s requirements [41]. Various challenges faced at this
layer are network management, QoS (congestion, latency
and energy efficiency), and security and privacy. Apart from
these, data aggregation and big data analytics need to be con-
sidered for further exploration. These techniques preserve en-
ergy of the resource starving networks by substantially lower-
ing the data transmission across the network. The third layer is
the processing layer that analyzes the gathered data, makes
decisions, and raises alarms and notifications. The main com-
ponents of this layer are: (a) the processing unit (b) hardware
platforms, and (c) operating system. The challenging issue at
this layer is the limited processing capabilities of hardware
components. The partially analyzed data at this layer is then
passed on to the next layer, i.e., the Storage Layer. In IoT
healthcare, a large number of devices can be attached to the
human body that generates massive and complex data. It is the
responsibility of storage layer to efficiently manage and store

such data for further analysis and usage. IoT-based system are
low onmemory and are therefore unable to store such data. To
overcome this limitation, numerous cloud-based platforms are
available for the storage of data such as ThingWorx [41],
OpenIoT [26, 42], Google Cloud [43], Amazon [44],
Nimbits [45], GENI [46, 47]. These platforms improve the
management and storage of data. Data can be reviewed and
accessed virtually from anywhere and everywhere. This in
turn facilitates the health professionals and researches to ex-
plore it further for better understanding and advancement of
the field. Finally, the mining and learning layer is responsible
for big data analytics and knowledge extraction. Various data
mining techniques are available in the literature, however, ML
techniques are successfully applied for big data analytics in
health care IoT [17, 48]. ML-based techniques can manage
huge data set efficiently, learn from the data and improve the
learning experience. They are used to mine the vast amount of
medical information and extract useful, potentially interesting,
and unique and hidden information. The main components of
this layer are: clustering, classification, association analysis,
time series analysis, and outlier analysis [19, 49]. It is expect-
ed in the future that feedback will emerge from this layer, as
opposed to present IoT scenario, where it comes from the
clinics.

5 Big data challenges in IoT smart healthcare

Despite the hype surrounding the smart applications of
eHealth and mHealth in IoT, big data is still a challenging
issue. Sensors and various medical devices attached to the
patients’ bodies generate massive volumes of heterogeneous
data, also called Big Data [50]. This huge volume of data
contains highly correlated and redundant patterns. It is imper-
ative to mine these data for providing continuous, efficient,
and seamless healthcare facilities around the clock. However,
the challenging issues are the processing and transmission of
such data across the network. These issues not only consume
higher energy but also bandwidth of the resource-constrained
networks that lead to congestion and reduces the energy and
lifetime of the underlying networks [51]. It is therefore imper-
ative to aggregate raw data, using big data analytics, before
transmitting it across the network for accurate and timely de-
cision making. Moreover, it becomes a major concern for all
stakeholders to process the data within the network intelligent-
ly and efficiently. Removing redundant and erroneous data,
while identifying and extracting meaningful information and
gaining new insights into the large volume of raw captured
data is the core utility of big data analytics [52]. These tech-
niques not only improve the performance but also conserve
the energy using novel energy management techniques by
enabling the long term operation of these networks [20, 51,
53].
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6 Machine learning and big data analytics
for IoT

In this section, we discuss the application of ML for big data
analytics. ML is a subfield of computer science that evolved
from pattern recognition and computational learning theory
[54]. It is a type of Artificial Intelligence (AI) that provides
machines with the ability to learn without explicit program-
ming by making complex decisions [55]. In the past, it has
been successfully applied to various domains such as comput-
er vision [56], computer graphics [57], natural language pro-
cessing (NLP) [58], speech recognition [59], computer net-
works [60], and intelligent control [61]. In recent years, we
have witnessed its vital role in IoT and big data analytics due
to its phenomenal growth with a diverse range of innovative
applications. As a result, highly correlated data is produced
from these heterogeneous and complex data sources, i.e., IoT
devices. Thus, data management in these systems becomes
extremely difficult that results in numerous challenges for
the research community [62–65]. It is important to manage
data from these large number of sources with increased veloc-
ity and scalability by devising novel big data analysis tech-
niques. Existing techniques are ineffective due to lower accu-
racy and higher energy consumption that does not cater to
these diverse ranges of applications. It is necessary to improve
these techniques to cater to various applications. ML tech-
niques play a pivotal role in IoT eHealth [66]. It empowers
us to obtain deep analytics from a larger pool of available
information. It mines useful information and features hidden
in IoT data, and facilitates the decision-making process.
Moreover, it helps us in the development of efficient and
intelligent IoT applications. An IoT analysis model consists
of various components such as data sources, edge/fog com-
puting, and ML techniques for IoT big data analytics. In this
model, the potential data sources include wearable devices
such as sensors, and body area networks. They capture infor-
mation related to human health such as temperature, ECG, and
environmental data like humidity and camera’s images.
Various ML techniques are applied to the data captured by
these sources for further analysis. It is evident from the liter-
ature that ML techniques have successfully been applied for
big data analysis in various applications of IoT such as smart
traffic [67, 68], smart agriculture [69], smart human activity
control [70], smart weather prediction [16, 71], healthcare [72,
73], and smart cities [19]. Big data has been studied in a
diverse range of IoT domains. However, it is evident from
the literature that there is lack of a comprehensive literature
review that exclusively investigates big data analytics in IoT
healthcare. Though, some of the aforementioned surveys ded-
icated only a section to this domain, there is no single study
that examines the significance of ML techniques for big data
analysis in IoT healthcare. In the next section, we present
state-of-the-art literature by reviewing the latest ML

techniques for big data analysis in IoT smart healthcare sys-
tem. Moreover, strengths and weaknesses along with future
challenges are also highlighted. This provides an insight to the
readers that enable them to explore it further in the future.

7 A taxonomy ofmachine learning techniques
for big data analysis in IoT smart healthcare
system

IoT aims to improve the quality of human lives by automating
some of the basic tasks that otherwise humans need to perform
manually. In this context, monitoring and decision making is
shifted from humans to machines. For instance, in IoT-based
assisted living applications, sensors are attached to the health
monitoring unit used by the patients. The information gath-
ered by these sensors are transmitted across the network and
are made available to all interested parties. This not only helps
in timely treatment of the patients but also improves the re-
sponsiveness and accuracy of the underlying application [74,
75]. Moreover, the current medicines taken by the patient are
monitored and the risk of new medication is evaluated in
terms of any allergic reaction [66, 76]. As a result, not only
the time is conserved but monetary value remains in place too.
In this section, we review only selectedML techniques for big
data analytics in IoT eHealth. Moreover, the key concepts
along with their similarities and differences, strength and
weaknesses are provided, and are summarized in Table 1.

7.1 ML-based recommendation system

In [77], the authors proposed a recommendation system that
devised the most feasible IoT wearable devices, based on the
needs of an individual. The proposed system initially gathers
the available data related to a patient’s health, e.g., previous
history, demographic information, and retrieval of archived
data from the sensors attached to the patient. Various ML-
based classification techniques such as decision tree, logistic
regression and LibSVM, are used to predict the occurrence of
diseases. Finally, a mathematical model is used for
recommending a customized IoT solution for each individual.
In [78], the authors proposed a disease prediction system by
performing the real-time Electrocardiograph (ECG) analysis.
Firstly, the proposed approach analyzes and classifies the
ECG waveforms that are captured in real-time from the ECG
monitoring devices using various ML classifiers such as KNN
and bagged tree. Next, any signs of diseases and abnormalities
in the ECG are predicted and are then communicated to the
cloud in real-time via a purpose-built IoT network, owned by
the National Health Services (NHS), UK. Simulation results
showed that the precision of the proposed scheme can reach
up to 99.4%. However, the precision as well as the
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Table 1 Key technological
concepts, their similarities and
differences

Category Description

Big data and their characteristics [16] Discuss IoT from the big data perspective. Also discusses the
characteristics of big data from the 6 Vs dimensions, i.e.
Volume, Velocity, Variety, Veracity, Variability and Value.
Also, analyze and summarize major research attempts that
apply deep learning in the IoT domain. Finally, it shed light
on some challenges and potential directions for future
research in this area.

Machine learning, big data analytics in
diverse range of applications [17]

Focuses on the application of machine learning for IoT followed
by the relevant techniques, including traffic profiling, IoT
device identification, security, edge computing infrastructure,
network management and typical IoT applications. Also
highlight the most recent advances in machine learning
techniques and their diverse applications, challenges and open
issues.

Machine learning techniques for big data
analysis in smart cities domain [19]

Use case of applying modified Support Vector Machine (SVM)
to Aarhus smart city traffic data. Also, present a taxonomy of
machine learning algorithms. It further explains the applica-
tion of these techniques to big data analytics in smart cities
domain. The paper is finally concluded with research
challenges, and future research directions.

Big data analytics in various IoT application
domains [18]

Discuss, analyze and divide latest research related to big data
analysis in various IoT application domains. It guides the
readers to choose the most suitable technique from a diverse
range of available techniques for big data analytics in these
domains. A critical view of various big data technologies
across these categories are also presented.

Provides a systematic review of the latest
data

Aggregation techniques for IoT [21]

Classify data aggregation techniques based on their underlying
topologies, such as, tree, cluster and centralized. It also
explores various challenges that these techniques face. A
discussion on various performance metrics such as energy
efficiency and latency is also provided for the accurate
evaluation of these techniques. A comparative study along
with their strength and weaknesses of these techniques as well
as recommendations for further extension in the future is
provided.

Challenges facing IoT [23] This paper discusses a wide range of technology-based issues
and challenges facing IoT. It further explains the vision and
various features of this paradigm from different dimensions.
The key feature of this work is that it provides a comprehen-
sive and latest survey on a diverse range of IoT enabling
emerging technologies. Moreover, It also classifies the
existing literature based on different research topics. Finally,
an insight into various research challenges and research issues
are also provided for further research in the field.

Data redundancy in IoT sensor networks
[22]

This paper reviews the challenging aspect of data redundancy
and recommends data aggregation as an effectively technique
to overcome on this issue. It present cluster based data
aggregation techniques. It also classify these techniques based
on the location of deployment, their pros and cons and future
challenges.

Applications of machine learning for big
data analytics in IoT domain [17].

This highlight the application of machine learning technique
(supervised and unsupervised) for big data analytics in
various application domains. It thoroughly discusses security
techniques related to device security and network security. In
the end, a comprehensive discussion is provided on various
challenges and open research issues.
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performance need to be evaluated using other metrics such as
time complexity and energy efficiency.

In [79], the authors proposed an IoT architecture having
five distant but inter-related layers. The first layer is the sens-
ing layer, which includes various sensing devices used for
gathering the data. These devices include but are not limited
to, sensors, actuators, and a wide range of wearable devices.
The second layer is the sending layer, which is somehow
similar to the physical layer of the Open Source
Interconnection (OSI) model. Its main responsibility is to de-
vise various communication mechanisms for data transmis-
sion. This layer discusses communication mechanisms such
asWi-Fi, Bluetooth, ZigBee and Long Term Evolution (LTE)
for sending the data to cloud. The third layer is the processing
layer, which is concerned with the processing of data, based
on some pre-defined criteria. Once the data is processed, no-
tifications and alerts are generated in response. Some of the
devices where processing occurs are smart phones, micro-
controllers and microprocessors. At the fourth layer, i.e., stor-
age layer, the data is stored at a preferred location such as
clouds and hosted servers. Finally, the fifth layer, also known
as the mining layer, converts the information into decisions
using a diverse range of data mining or ML algorithms for
reaching a conclusion. Based on the decision, various sugges-
tions and recommendations are made. In [80], the authors
proposed a recommender system Pro-Trip, which allows the
users to organize the activities before a trip or on an ongoing
trip. Pro-Trip collects all the data from the patients that is used
for further recommendations to provide accurate results. The
authors also proposed a technique for food RS designed for
the healthcare system. The results of Pro-Trip are evaluated
based on climate and food datasets that are collected in
real-time. In the food recommendation system, they
have evaluated the performance with latency, energy
efficiency, and security in mind. In [81], the authors
proposed a novel recommendation system based on Type-2
fuzzy ontology-aided RS, especially designed for IoT-based
healthcare systems. It overcomes the issues faced while mon-
itoring and extracting the optimal value of risk factors in pa-
tient’s data. Hence, the proposed technique ensures to observe
the patient and then recommends the diet with a discrete
amount of food and medicines. This approach evaluates the
risk faced by the patient, deduces the health state of the patient
with the help of wearable devices embedded with sensors, and
further suggests the prescription of medicines and food.
Authors have amalgamated two techniques: Type-2 fuzzy log-
ic and fuzzy ontology, which remarkably improve the rate of
prediction of recommendation. The accuracy, recall, and pre-
cision are compared with other ontologies, i.e., Type-1 and
classical, which show excellence in the results. The future
work could magnify upon the Type-2 fuzzy neural network
and sentiment analysis for the RS. In Table 2, we have shown
various recommendation systems for smart healthcare.

7.2 ML-based prediction system

In [82], the authors proposed an IoT framework for predicting
whether the person under observation is in stress or not by
monitoring his/her heart beats. The proposed framework de-
tects the pulse waveforms using a specially designed WiFi
equipped board, which forwards the data to a pre-defined serv-
er. Next, the data gathered at different time intervals are as-
sembled and stress prediction is evaluated by applying various
ML techniques such as SVM and logistic regression.
Simulation results showed that precision of the proposed
framework can reach up to 68%. However, its precision can
be improved further using appropriate classificationmodels. In
[83], the authors proposed a smart tele-health monitoring sys-
tem using speech recognition algorithms. Its design goal is to
identify and predict the occurrence of Parkinson’s disease
using K-mean algorithm. The proposed system is device-
independent and can be employed by a variety of wearable
devices. The proposed system employs an edge computing
framework as the wearable devices are resource-limited. The
idea behind using edge computing is to achieve distributed
services by reducing the reliance on centralized infrastructure.
In [84], a cloud-based IoT framework was proposed for mon-
itoring various diseases. It forecasts the level of these diseases,
i.e., from normal to severe among students. It utilizes the con-
cept of computational science on the data collected from the
students using sensors and are stored at a repository to predict
severity of the disease. Furthermore, various classification al-
gorithms are used to predict the occurrence of such diseases.
The proposed approach is evaluated using various perfor-
mance metrics such as specificity, sensitivity, and F-measure.
Simulation results prove that in terms of accuracy, the pro-
posed approach outperforms the traditional approaches. In
[85], the authors proposed a smart e-Health Gateway at the
edge of the network in Fog-assisted system architecture. The
gateway can perform real-time data processing, data mining,
and data storage, locally. Moreover, the strength of the pro-
posed architecture is that it can enable us to solve some of the
emerging and complex issues faced by the ubiquitous health-
care systems, such as mobility, energy efficiency, scalability,
and reliability. Practical demonstration of proposed prototype
demonstrated high-level features such as Early Warning Score
(EWS) of our health monitoring system. The authors in [86]
proposed a three-layer architecture for storing a large amount
of sensory data for earlier prediction of heart diseases. In the
proposed architecture, the first layer is responsible for data
collection. The second layer is concerned with the storage of
large volume of sensory data at the cloud. Finally, in the third
layer, a prediction model for heart diseases is developed. At
this layer, “Receiver Operating Characteristic Curve (ROC)
analysis is performed that identifies potential symptoms before
the occurrence of heart disease. In [87], the authors discussed
the application of IoT in healthcare. They presented a novel
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ML-based model for disease classification in a healthcare
monitoring system. Based on the extensive simulations, it
was concluded that the proposed framework can extensively
enhance the performance and detects diseases with higher ac-
curacy. In [88], the authors proposed a Hierarchical
Computing Architecture (HiCH) for the IoT healthcare sector.
They proposed and implemented a system, similar to IBM’s
MAPE-K model REF for the arrhythmia detection. The pro-
posed system has three distant but interrelated layers of fog
computing. They are: sensor devices layer, edge computing
devices layer, and cloud computing layer. The responsibility
of the first layer, i.e., sensor devices layer, is to sense and
monitor the phenomenon of interest. Next, edge computing
devices layer is responsible for making a local decision as well
as system management. Finally, heavy training procedures are
performed at the cloud layer. Simulation results show that the
proposed system outperforms the traditional systems in terms
of response time, bandwidth utilization, and memory utiliza-
tion. However, accuracy of the proposed system is lower and
may be improved further in the future. In [89], the authors
proposed a low-cost, remote monitoring system that detects
various fatal diseases such as cardiovascular diseases, diabetic
mellitus, hypertension and different chronic degenerative

medical conditions. The proposed system detects these dis-
eases by measuring Heart Rate Variability (HRV), i.e., varia-
tion that occurs between consecutive heart beats concerning
time. The data from the patients are captured using Zigbee
pulse sensor. The captured data is then transmitted to the ap-
plication server usingMessage Queuing Telemetry (MQTT), a
specially designed IoT protocol. At the application server, the
HRV data is further analyzed and visualized that shows any
abnormalities for timely actions to be taken. Similarly, in [90],
a novel, intelligent system called neuro-fuzzy temporal intelli-
gent medical diagnosis system was proposed. The proposed
system uses fuzzy rules that can classify and efficiently predict
various fatal diseases. In Table 3, we have shown various ML-
based prediction systems for smart healthcare.

7.3 ML-based data aggregation

The authors in [91] proposed a real-time data compression
technique, known as Adaptive Learner Vector Quantization
(ALVQ). The unique feature of ALVQ is that it works without
having prior knowledge of the underlying topology. Initially,
data is aggregated at the sensor level by wearables to ensure
that only non-correlated data is forwarded towards the cluster

Table 2 ML-based
Recommendation Systems for
Smart Healthcare

Description Features Type Strengths Weaknesses

Recommend the
most feasible

wearable based on
the needs of an
individual. [77]

Patient’s health, for e.g.,
previous history,
demographic information,
and retrieval of archived
data

Recommendation
System

Efficiency lacks numerical
analysis

Diseases prediction
system to perform

real time
Electrocardiograph

[78]

Cardiac abnormalities in
real-time

Recommendation
System

Accuracy Portability,
real-time

Monitoring

IoT architecture
having five distant
but inter-related

layers [79]

Layer1: Sensing layer

Layer2: Sending layer

Layer3: Processing layer

Layer4: Storage layer

Layer5: Mining layer

Recommendation
System

Accuracy Quite complex
system

Recommender
system Pro-Trip

[80]

Allows the users to organize
the activities before a trip
or on an ongoing trip

Recommendation
System

Accuracy Results of
Pro-Trip are
evaluated
based on cli-
mate and food
datasets

Type-2 fuzzy
ontology-aided
RS, designed for

IoT-based
healthcare systems

The proposed technique
ensures to observe the
patient and then
recommends the diet with
a discrete amount of food
and medicines and
evaluates the risk faced by
the patient, deduces the
health state of the patient.

Recommendation
System

Accuracy Lack of
sentiment
analysis for the
RS.
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head (CH). This not only reduces the computational cost on
the CH but also reduces communication cost in the network.
However, the proposed technique does not devise any aggre-
gation mechanism at the CH level. Moreover, the applicability
of this technique should be evaluated for critical applications
with an acceptable level of accuracy. In [92], the authors pre-
sented a cluster based self-Organizing data aggregation frame-
work for a healthcare facilitation. A self organizing algorithm
is employed that classifies the aggregated healthcare data. The
proposed scheme reduces the high-dimensional space into
low-dimensional space that lowers the amount of transmitted
data in the network and enhances the network lifetime.
Moreover, it also enhances the quality of the aggregated data.
In [93], the authors eliminated the highly correlated data using
big data techniques. Hadoop framework was used to extract
the critical information from data captured by sensors de-
tached with the patients. Once redundancy is eliminated, the
refined data is forwarded towards the physicians in real-time
for timely action. As a result, various services provided by
health care professionals are significantly improved. This re-
duces the amount of data transmitted across the network that
in turn improves the responsiveness, accuracy, QoS, energy
conservation and network lifetime. In [94], a novel framework
known as “health informatics processing pipeline” for big data
analytics in IoT was proposed. The proposed framework uses
various techniques to extract useful patterns from the raw
gathered data. The main features of the proposed framework
include data capturing, storage, analysis, and data searching.
The proposed framework eliminates the correlated data and
transmits only highly refined and useful features. These fea-
tures enable the framework to decide with the help of a deci-
sion support system using various ML techniques. In Table 4,

we have shown various ML-based data aggregation schemes
for smart healthcare.

7.4 ML-based living assistance

IoT-based solutions are assisting elderly population in the
form of personalized, preventive and collaborative care. In
this regard, authors in [95] presented IoT-based living assis-
tance for the aged population. The proposed system monitors
and stores the vital information of patients using a cloud-
connected wrist band. An alarm is raised during critical situ-
ations that assist the patients by informing the healthcare pro-
fessionals to take the right action and decision. The proposed
solution is both energy and cost-efficient. Likewise, in [96],
the authors proposed a framework that monitors medicine
intake of patients. The key attributes of the proposed system
are that: it tracks the medicine intake from the patients history
including missed dosage. In case of medication discrepancy,
such as missed or over dosage, an alarm is generated alerting
both the patients as well as the medical staff. Moreover, in
[97], authors designed a patient monitoring system for criti-
cally ill patients in the intensive care unit (ICU). The proposed
system informs and assists all stakeholders in real time, when-
ever abrupt changes occurs in the pre-defined conditions for
timely action. In [98], the authors has proposed a novel mon-
itoring system based on the patient movement. The proposed
system provides emergency services to the patients by evalu-
ating their emergency situation from monitoring their move-
ment. The in-home patient monitoring system relies especially
on the proposed monitoring system. In [99], a system that
explicitly detects the human presence without using cameras
or motion detectors was proposed. Initially, the system

Table 3 ML-based Prediction
Systems for Smart Healthcare Description Features Type Strengths Weaknesses

Remote monitoring
system for

cardiovascular
activities [89]

Detection of fatal
diseases

Prediction
System

Low-cost, secured,
quick, easy-to-use

Interoperability

with the web, low
memory

Low-cost heart
monitoring system [82]

Cardiovascular
stress prediction
using SVM

Prediction
System

Utility, Accuracy Efficiency, Privacy

Smart telehealth system
using speech

recognition. [83]

Parkinson Prediction
System

Lightweight,
Energy-efficient

Security,
Effectiveness

ROC-based 3-tier predic-
tion model for heart

diseases [86]

Cardiovascular Prediction
System

Scalable,
availability, high
throughput

Energy-efficiency,
Accuracy

IBM-based MAPE-K for
disease detection. [88]

Arrhythmia Prediction
System

Response-time,
Bandwidth,
Memory
utilization,

Accuracy,

Fuzzy-enabled Intelligent
medical diagnosis

system [90]

Nervous system Prediction
System

Efficient Accuracy
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collects interactive data, i.e., reading or writing with a diverse
range of devices. Next, the presence of human is detected
using various ML classification algorithms such as C4.5 de-
cision tree, linear SVC and random forest. The system was
initially trained and tested using a dataset gathered over a
period of 3 days from 900 users. Simulation results shows that
the precision of the proposed approach may vary from 50 to
99% with varying range of classification algorithms.
However, it needs to be tested in real world scenarios within
various settings to study its behaviour. In [100], the authors
proposed an inexpensive health-care monitoring system for
patients. The model is based on lightweight sensor-enabled
wearable devices performing sensing, analyzing and sharing
of real-time health-care data from the patients. An Arduino-
based wearable device with body sensor networks is
employed for data collection. Moreover, Labview is integrat-
ed with the system to facilitate the remote monitoring of
home-bound patients. The proposed system eliminates many
deficiencies that exist in manual systems. In Table 5, we have
shown various ML-based assisted living approaches for smart
healthcare.

7.5 ML-based secured analysis

It is imperative to ensure the security and privacy of
health care data due to its sensitive nature. In this regard,
authors in [101] presented an on-line healthcare monitor-
ing system. The proposed system collects and analyzes
the health-related data from the patients, using sensors

and medical devices, that negate the death circumstances.
They fused various techniques such as watermarking and
signal enhancements to improve the security and perfor-
mance, accounting for clinical errors in the proposed
scheme. Authors in [102] proposed a uniquely collabora-
tive and intelligent security model for the IoT-based
healthcare environment. The main objectives are to reduce
security risks posed to a diverse range of IoT-enabled
healthcare solutions. The proposed system is designed
with a particular emphasis on the recent advances in this
field. Various ML techniques are used for secured classi-
fication of the patient data. Likewise, authors in [103]
presented a WBSN-enabled IoT healthcare solution. The
proposed approach monitors the patient using wireless
body network that consists of tiny, lightweight sensor
nodes. The proposed approach uses various ML tech-
niques to ensure that security is enhanced by protecting
WBSN from intruders and various attacks. In [104], the
authors proposed a novel mobile cloud computing frame-
work for big data analytics. The main features of the pro-
posed framework are that it offers availability and inter-
operability of health-care data, which can be shared
among all interested parties. Various ML and DL tech-
niques were used for classifying and testing the gathered
data from patients. Although privacy and security of the
health-care data are thoroughly discussed, they were not
evaluated practically. In Table 6, we have shown various
ML-based secured analysis approaches for smart
healthcare.

Table 4 ML-based Data
Aggregation for Smart Healthcare Description Features Type Strengths Weaknesses

Real-time data,
Compression using
Adaptive-learner

Vector quantization
[91]

It works without
having prior
knowledge of the
underlying
topology.

Data
aggrega-
tion

Compression,
Efficiency, signal
reconstruction,

Ignore

multidimensional
data, Missing
data

Self-organizing approach
to transform high

dimensional space into
low dimensional space.

[92]

It enhances the
quality of the
aggregated data

Data
aggrega-
tion

Reliability,
Efficiency,
Communication
cost

Fault tolerance,
Topological
support

Hadoop-based
framework for
spatially and

temporally correlated
data elimination [93]

Improves the
responsiveness,
accuracy, QoS,
energy
conservation and
network lifetime.

Data
aggrega-
tion

Energy-conservation Flexibility,
Efficiency

Health informatics
framework for

gathering, storing,
analysing, and

searching data for
accurate decisions.

[94]

It includes data
capturing,
storage, analysis,
and data
searching.

Data
aggrega-
tion

Accuracy Optimization
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8 Challenges and open research issues

In this section, we provide an insight into various chal-
lenges related to ML techniques for big data analytics in
the IoT healthcare domain, as shown in Fig. 5. Moreover,
research gaps are also provided for researchers to fill them
in the future.

8.1 Resource scarcity

In IoT, most devices such as sensors, smart phones,
microcontrollers actuators, RFIDs, and gateways have limited
energy with lower computational and processing power
[105–107]. Moreover, data generated from these densely

deployed, resource-starved devices contain similar and redun-
dant patterns. Transmitting such correlated data across the
network results in high energy consumption, lower QoS and
lower throughput [108, 109]. The resource limitation issue is
resolved upto some extent by integrating the IoT with the
cloud computing paradigm. However, it increases the cost
and complexity. Besides, other issues related to resource man-
agement such as resource discovery, modeling, provisioning,
scheduling, estimation and monitoring are still of higher con-
cern due to the unique nature of IoT networks [110].
Furthermore, optimization within the resource allocation tech-
niques is an area to be explored further in this context. It is
compulsory to design novel, lightweight and energy-efficient
data aggregation techniques based on ML, as most of the

Table 5 ML-based Assisted
Living Techniques for Smart
Healthcare

Description Feature Category Strengths Weaknesses

Alert-based Cloud-connected
monitoring system [95]

Elderly patient
assistance

Assisted
living

Performance, life
time

Limited
functionalities,
Connectivity,

Medicine-tracking
alarm-based patient moni-

toring system [96]

Medicine intake Assisted
living

Energy-efficiency Quality of Service

Real-time monitoring system
for dynamic changes in the
pre-defined health condi-

tions [97]

Healthcare
monitoring system
for patients in the
ICU

Assisted
living

Efficient,
Accuracy

Availability, Load
balancing

Intelligent monitoring system
for patients based on their

movement. [98]

Motion-awareness Assisted
living

Energy-efficient Noise, Error

ML-based patient monitoring
system [99]

Human presence
detection without
cameras and
motion detectors

Assisted
living

Feasible,
Inexpensive

Precision,
Performance,
Interoperability

Arduino-based real-time
monitoring system [100]

Lightweight,
real-time patient
health monitoring

Assisted
living

Inexpensive,
Simple

Real time, Single
subject, Low
accuracy

Table 6 ML-based Secured
Analysis for Smart Healthcare Description Features Type Strengths Weaknesses

IoT-based real-time monitoring
system using watermarking

and signal enhancements [101]

Resilient for clinical
errors detection

Secured
Anal-
ysis

Security,
Accuracy,
QoS

Security
Optimization,

Implementing
and testing on
real world
patients

Collaborative and intelligent
security model for IoT-enabled

health care [102]

Ensures the privacy and
security of healthcare
data

Secured
Anal-
ysis

Lightweight,
Secured

Fault tolerance,

Wireless Body Sensor Network
WBSN)-enabled intelligent
monitoring system [103]

Protect the healthcare
system from
Intruders

Secured
Anal-
ysis

Security,
Efficiency

Performance,
Energy-
efficiency

Mobile CloudComputing (MCC)
framework [104]

Big data analytics for
availability &
interoperability of
health data

Secured
Anal-
ysis

Availability,
Interoper-
able

Performance,
Accuracy
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existing techniques are not energy-efficient. Moreover, novel
schemes should be devised that distribute the task among var-
ious IoT components that not only matches the resource scar-
city of these networks, but also offers an acceptable level of
accuracy [105].

8.2 Security and privacy

The application of IoT in healthcare domain is providing per-
sonalized facilities, i.e., customized and rapid access to
healthcare which was unimaginable earlier. In these applica-
tions, both the technology and healthcare devices work with
each other to offer a wide range of services. It is forecasted that
almost 40% of IoT-related technology will be health-related
shortly, more than any other market segment, with a huge
market share of USD 136.8 billion by 2021 in [111]. Such
developments in this field are revolutionary, however, it
should be carefully adopted due to the challenges faced in
the context of security, privacy and sensitivity by health-
related data [112–114]. Upstream transmission of compro-
mised data not only has a devastating effect on the underlying
data aggregation technique but also deteriorates its perfor-
mance [115]. It exposes the underlying networks to a wide

range of security attacks such as DoS, eavesdropping, Sybil,
sinkhole, and sleep deprivation attacks. These threats remain a
challenge due to the rapid expansion in the field with an ever-
increasing number and complexity of the emerging software
and hardware vulnerabilities. Besides, healthcare data contain-
ing sensitive and confidential information such as personal
details, family history, electronic medical records, and geno-
mic data should be kept confidential. It was predicted that
72% of malicious traffic targeted the healthcare data [116]. It
is thus imperative to protect such data from hackers by
enforcing privacy and security, both physically and virtual-
ly [117]. Other chal lenges include low securi ty,
misconfigured devices, and network settings.Moreover, da-
ta from these varying range of devices are mostly heteroge-
neous in nature and usually managed by third parties and
thus governance, security, and privacy of such data become
a challenging task [118, 119]. Furthermore, existing securi-
ty techniques are not a feasible option due to the resource-
constrained nature of IoT devices. Designing lightweight
and energy-efficient data aggregation techniques that not
only secure, but also ensure the confidentiality, security
and privacy of the data is an interesting domain for further
examination.

Fig. 5 Challenges faced by ML
techniques for big data analytics
for IoT healthcare
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8.3 Interoperability

Recently, we have witnessed rapid development both in the
hardware and software but the actual challenge is the lack of
global standards that are accepted and agreed by public across
the globe. Thus, the healthcare IoT devices pose serious inter-
operability challenges. The designer must not only focus on
the development side but at the same time, strive for interop-
erability among all aspects of IoT eHealth such as smart wear-
ables, body area sensors, and advanced pervasive healthcare
to promote healthier life styles [120, 121]. The benefits asso-
ciated with interoperable devices are increased throughput,
minimized unplanned outages, and reduced maintenance
costs. Semantic interoperability of the clinical information is
an important area for future research.

8.4 Energy management

Energy management is another challenging aspect of IoT
healthcare applications. Usually, wearable and sensors at-
tached to the human body are energy-constrained. They are
equipped with limited energy supplies [122]. The frequent
changes of batteries in these sensors and devices is cumber-
some and sometimes impossible. Supplementary healthcare
professionals with additional costs will be required to con-
stantly look after these devices and sensors for battery replace-
ment, whenever energy goes beyond certain thresholds. This
will result in fatigue and mismanagement due to dynamic
environments. Energy efficiency becomes an integral factor
that determines the success of the underlying applications
[22]. To overcome and improve energy conservation, it is
necessary to design low power sensors that do not require
frequent changes of batteries while, providing a reliable sup-
ply of power at the same time. Moreover, energy optimization
algorithms with smarter energy management techniques have
seen little attention and therefore need serious consideration
from the researchers in IoT healthcare sector [123, 124].
Another area of research is the optimization of routing ap-
proaches that exploit the correlation among the captured data
before it reaches its final destination, i.e., data aggregation
techniques. These techniques eliminate redundancy that
lowers the communication cost, conserves the energy and en-
hances the network lifetime.

8.5 Big data analytics

Another challenging aspect of IoT healthcare is big data ana-
lytics that deals with large-scale unstructured data. Recently,
we have witnessed significant developments in hardware,
software, and a diverse range of innovative IoT applications.
Moreover, the growth forecast of IoT in the future is even
more exaggerated with a large number of interconnected data
sources and platforms with global infrastructure for

information and communication. As a result, huge amount
of data is produced. This large volume of mostly redundant
data is transmitted across the network for analysis and deci-
sion making. Transmitting such large volume of data across
the network can adversely affect the network performance.
This brings many challenging issues that need to be dealt with
utmost care [125]. In this context, it would be interesting to
see how to gain insight into this huge volume of data for better
decision making and optimized operations using various ML
and DL-enabled techniques [126]. It is imperative to design
novel big data analytics tools and techniques that perform
analysis and extract the required information. Innovative noise
removal techniques are needed to enhance the data signal,
improve the quality of aggregated data, and conserve the over-
all energy of the network [127]. More importantly, in
healthcare applications, most of the devices perform real-
time monitoring and analysis. It would be interesting to see
novel ML techniques in the future that apply real-time analyt-
ics by monitoring current conditions and respond accordingly.
Novel data aggregation techniques with outlier reduction
should be devised with improve security, QoS and lowered
computation complexity. Furthermore, data aggregation has a
stronger relationship with the underlying topology of the net-
work. The performance of these techniques are greatly affect-
ed by the underlying topologies [128–131]. In this regard,
clustering tends to be more effective in static networks, where
network configuration remains the same for longer time.
However, they need to be studied in dynamic as well as het-
erogeneous environments [132–136]. Finding an optimal lo-
cation for these devices should be further investigated so that
IoT can cater for a wide range of emerging healthcare appli-
cations in the years ahead.

9 Limitations and future work

In this paper, we have presented a detailed survey of big data
analytics in IoT health-care domain. We have thoroughly
studied the literature and selected the most relevant and up
to date surveys to find research gap. Furthermore, we have
also provided a comprehensive and state-of-the-art literature
on ML-based techniques for big data analytics in IoT smart
health. A detailed discussion of their strengths and weakness
was also provided. This provided an insight to the readers in
this domain and enable them to start their research by selecting
the topic of their choice from available pool of techniques.
Various research issues and challenges were discussed that
motivate the researchers to exploit them further. Moreover,
various issues that raised due to the emerging and cross-
domain architectures of IoT, i.e., Internet of Nano-Things
(IoNT), and web of Things (WoT) were thoroughly discussed
to make a universal IoT vision a reality, a vision that
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successfully integrates this technology in almost all domains
and that will hopefully flourish our daily lives in the years to
come.
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